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Abstract—This paper investigates the capacity and energy efficiency of spectrum sharing systems with opportunistic user selection where a secondary network utilizes spectrum bands licensed to a primary network under interference regulation. In spectrum sharing systems, secondary users consume a fraction of their resources in sensing the channels to the primary users to comply with the interference constraints. Although more resources for sensing improve reliability and performance, the throughput loss due to time overhead and energy loss due to power overhead should be properly incorporated in performance evaluation. In this context, we define and derive a new metric – average capacity normalized by the total energy consumption – reflecting time and power overhead for spectrum sensing. Based on the developed framework, the optimal normalized capacity is investigated. We also propose a simple and practical suboptimal best-
I scheme motivated by the infeasibility and high computational complexity of the optimal strategy, where \( n \) denotes the number of sensing secondary users. Our analytical and simulation results show that the proposed best-1 scheme is an energy-efficient technique with near optimality in terms of the capacity normalized by the energy consumption.

Index Terms—Spectrum sharing, cognitive radio, sensing power, multiuser diversity.

I. INTRODUCTION

SPECTRUM sharing has been recognized as one of promising techniques since it can greatly improve spectral utilization [1]–[3]. In spectrum sharing systems, secondary users utilize spectrum bands originally allocated to primary users under a regulation that the interference caused by secondary users at each primary user must be maintained below a predetermined level, i.e., interference temperature. The primary users are able to stably communicate with each other unless the perceived interference exceeds the interference temperature. While the previous studies on spectrum sharing systems focused on a single secondary user [4]–[6], an extension to multiple secondary users raises several interesting issues related to medium access control. In our previous studies, we analyzed the capacity of a secondary spectrum sharing system for three different power control schemes assuming perfect spectrum sensing without additional energy consumption [7] and it was shown that multiuser diversity gain with opportunistic scheduling under interference regulation shows different scaling law from the case without spectrum sharing [8].

In spectrum sensing systems, secondary users consume a fraction of their available resources in spectrum sensing so that their available resources for data transmission are reduced [9]–[11]. Longer and more frequent spectrum sensing improves the accuracy and reliability of sensing at the sacrifice of throughput. Cabric et al. [9] numerically measured the probability of detection for varying sensing durations. Ghasemi and Sousa [10] showed that there exists an optimum sensing duration maximizing the spectral efficiency of a secondary user. Zhao et al. [11] presented an optimal spectrum access strategy using periodic channel sensing. In addition to the throughput loss due to the time overhead, spectrum sensing consumes secondary users’ power and, hence, energy efficiency for data transmission decreases as the number of primary users increases. The potential of spectrum sharing systems needs to be precisely evaluated by considering both energy efficiency and achievable throughput, but the energy loss due to spectrum sensing has not been well incorporated in previous research.

In this paper, we define and derive achievable average capacity normalized by the energy consumption to reflect both time and power overhead due to spectrum sensing in evaluating the achievable capacity. In our spectrum sharing model, multiple primary receivers impose their constraints of interference temperature on secondary transmitters and a secondary receiver opportunistically selects a secondary transmitter for transmission among multiple secondary transmitters not causing interference above the interference temperature. Based on the developed formulation, we numerically evaluate the optimal average capacity normalized by the energy consumption where the effect of resource overhead due to spectrum sensing is reflected. Achieving the optimal normalized capacity is, however, practically infeasible since it requires a prior knowledge of interference channels for each secondary transmitter not in the optimal sensing set. Furthermore, the computational complexity in achieving the optimal normalized capacity increases as the number of secondary transmitters increases. Thus, we propose a simple and practical suboptimal scheme and compare the achievable normalized capacity of the the proposed scheme with that of the optimal scheme. Our analytical and numerical results show that the proposed suboptimal scheme is a practical energy-efficient technique with near optimality.

The rest of this paper is organized as follows. In Section II, a system model is described. In Section III, a capacity
analysis problem is reformulated to reflect two different types of resource overhead due to spectrum sensing. The optimal capacity is derived based on the formulation. In Section IV, a suboptimal scheme is proposed. Section V presents numerical and simulation results. Finally, conclusions are drawn in Section VI.

II. SYSTEM MODEL

Fig. 1 shows a spectrum sharing system with $N_p$ primary receivers and $N_s$ secondary transmitters. The channel gains $\alpha_{i,j}$ and $\beta_i$ denote the instantaneous gains of an interference channel from the $i$-th secondary transmitter to the $j$-th primary receiver and a signal channel from the $i$-th secondary transmitter to the secondary receiver, respectively. All the channel gains are independent and identically distributed (i.i.d.) exponential random variables with a unit mean since an i.i.d. Rayleigh fading channel model is assumed. Although different mean values can reflect the effects of path-loss, the unit mean assumption simplifies analysis and efficiently delivers key intuitions. We do not take into account primary transmitters here because the focus of this paper is on the capacity of the secondary network. Each primary receiver imposes its interference constraint on the secondary transmitters for reliable communication regardless of data exchanges in the secondary network. The interference temperature, maximum allowable interference level perceived at each primary receiver, is denoted by $Q$. Secondary transmitters adapt their transmit power according to the interference channel gains between secondary transmitters and primary receivers to comply with the interference regulation at the primary receivers. Correspondingly, each secondary transmitter is required to attain the knowledge of interference channel gains by periodically sensing pilot signal from the primary receiver assuming the channel reciprocity [11]. Despite the burden on the primary users, spectrum sharing based on the interference temperature can more aggressively improve spectral efficiency than other cognitive radio techniques [12]. For medium access control among secondary transmitters, opportunistic user selection is adopted based on practical requirements of complexity and the amount of feedback. A secondary transmitter with the best signal channel gain among those not violating the interference regulation is selected for transmission.

Fig. 1. System model

Fig. 2 shows a slot structure for sensing and data transmission at the secondary transmitters. At each sensing period, $m$ secondary transmitters among $N_s$ secondary transmitters estimate the interference channel gains. The term $t_s$ denotes the required time duration for reliable sensing of an interference channel [13]. Since there are $N_p$ primary receivers, a secondary transmitter devotes $T_s = N_p t_s$ in sensing at each sensing period. Every sensing period is followed by the time duration for data transmission, $T_d$. That is, a slot consists of $T_s$ and $T_d$ as shown in Fig. 2. For simplicity, the slot length is assumed to be $T_s + T_d = 1$. The total power consumption during the sensing period depends on $m$. As $m$ decreases, the total power consumption decreases owing to a longer sensing interval but the multiuser diversity gain decreases since the secondary transmitters not performing sensing are excluded in the opportunistic user selection for a given slot. There is a fundamental tradeoff between power consumption and multiuser diversity gain.

III. AVERAGE ACHIEVABLE CAPACITY NORMALIZED BY ENERGY CONSUMPTION

Since the power consumption in spectrum sensing at the secondary transmitters is neglected in the conventional capacity analysis of spectrum sharing systems, the average capacity of spectrum sharing systems is overestimated. Therefore, we derive a new metric, achievable average capacity normalized by energy consumption to reflect both time and power overhead due to spectrum sensing in achievable capacity. The achievable capacity normalized by energy consumption represents the energy efficiency in achieving the capacity.

In each slot, $m$ secondary transmitters among $N_s$ secondary transmitters perform sensing to estimate the interference channel gains and $S_m$ denotes a set consisting of the secondary transmitters performing sensing. The cardinality of $S_m$ is obviously $|S_m| = m$. The power consumption by estimating $N_p$ interference channels at a secondary transmitter during $T_s$ is $\lambda_p P$ where $P$ is a power constraint at a secondary transmitter and $\lambda_p$ represents the proportion of power, $0 < \lambda_p < 1$. On the other hand, in the slots where a secondary transmitter does not perform sensing, there is no power consumption for sensing and data transmission. Since $m$ secondary transmitters perform sensing and one secondary transmitter is selected for transmission among the $m$ sensing secondary transmitters, the
total energy consumption in a system during a slot interval is given by

\[ E(m) = m T_s \lambda_p P + T_d P. \]  

Then, the regulated transmit power from the i-th secondary transmitter in the set, \( S_m \), for given \( m \) is obtained by

\[ P_i = \begin{cases} P, & P \alpha_i \leq Q \\ \frac{Q}{\alpha_i}, & P \alpha_i > Q \end{cases}, \quad i \in S_m \]  

where \( \alpha_i \) denotes an effective interference channel gain of i-th secondary transmitter defined as

\[ \alpha_i \triangleq \max_{1 \leq j \leq N_p} \alpha_{i,j}, \]  

whose probability density function (PDF) is given by

\[ f_{\alpha_i}(x) = N_p e^{-x} (1 - e^{-x})^{N_p - 1} \]  

since \( \alpha_{i,j} \) are i.i.d. exponential random variables. Correspondingly, the received SNR from the i-th secondary transmitter \((i \in S_m)\) is obtained by

\[ \gamma_i \triangleq \frac{P_i \beta_i}{\sigma^2} = P_i \beta_i, \]  

where \( \sigma^2 \) denotes the variance of white Gaussian noise and is assumed to be 1 so that the transmit power can be also considered as the transmit SNR. \( \beta_i \) is the i-th signal channel gain between the i-th secondary transmitter and the secondary receiver. With opportunistic user selection among secondary transmitters in \( S_m \), the received SNR at the secondary receiver is given by

\[ \gamma_{\max|S_m} \triangleq \max_{i \in S_m} \gamma_i \]  

since the secondary transmitter with the highest \( \gamma_i \) is selected for transmission in the set, \( S_m \). For given \( m \) and \( S_m \), the achievable capacity is given by

\[ C(S_m) = \frac{T_d}{T_d + T_s} \log_2(1 + \gamma_{\max|S_m}) \]  

where the scaling term \( T_d/(T_d + T_s) \) reflects a throughput loss due to the required time for sensing. Since each secondary transmitter is included in the sensing set or not, the optimal sensing set is determined among \( 2^{N_s} \) possible sensing sets. Therefore, the optimal average capacity normalized by energy consumption of the spectrum sharing system with opportunistic user selection is obtained as

\[ C_{\text{opt}}^{\text{norm}} \triangleq \mathbb{E} \left[ \max_{1 \leq m \leq N_s} \frac{\max_{S_m} C(S_m)}{E(m)} \right] = \mathbb{E} \left[ \max_{1 \leq m \leq N_s} \frac{\max_{S_m} C(S_m)}{m T_s \lambda_p P + T_d P} \right]. \]  

Although Eq. (8) does not have a closed-form solution, we can obtain the solution using an exhaustive search algorithm. However, it is not practically feasible to achieve the optimal normalized capacity since it requires prior knowledge of the effective interference channel gains for secondary transmitters even not in the optimal sensing set. In addition, computational complexity in finding the optimal capacity exponentially increases as the number of secondary transmitters increases.

IV. A Near-optimal Solution

In this section, we propose a simple and practical suboptimal scheme approaching the optimal strategy. In the proposed scheme, a secondary receiver selects \( n \) secondary transmitters with \( n \) highest signal channel gains to perform sensing at each slot. The ordered gains are indexed by \( i \) such as \( \beta_1 \geq \beta_2 \geq \cdots \geq \beta_{N_s} \) for a given slot. Since only \( n \) secondary transmitters from the ordered index 1 to \( n \) perform sensing in the slot, the energy consumption in each slot is given by

\[ E(n) = n T_s \lambda_p P + T_d P. \]

Similarly to Eq. (2), the regulated transmit power from the \( \hat{i} \)-th secondary transmitter whose signal channel gain is ranked within the top \( n \) among \( N_s \) secondary transmitters is given by

\[ P_i = \begin{cases} P, & P \alpha_i \leq Q \\ \frac{Q}{\alpha_i}, & P \alpha_i > Q \end{cases}, \quad \hat{i} \in \{1, 2, \cdots, n\} \]  

and the corresponding received SNR at the secondary receiver from the \( i \)-th secondary transmitter is given by

\[ \gamma_i = P_i \beta_i. \]  

Since only \( n \) secondary transmitters are candidates of opportunistic user selection, the received SNR at the secondary receiver by opportunistic user selection is given by

\[ \gamma_{\max}^{\text{best-n}} \triangleq \max_{i \in \{1, 2, \cdots, n\}} \gamma_i. \]  

Then, the average normalized capacity of the proposed scheme is obtained by

\[ C_{\text{norm}}^{\text{best-n}} = \mathbb{E} \left[ \frac{T_d}{T_d + T_s} \log_2 \left( 1 + \gamma_{\max}^{\text{best-n}} \right) \right] \]  

\[ = \frac{T_d}{n T_s \lambda_p P + T_d P} \mathbb{E} \left[ \log_2 \left( 1 + \gamma_{\max}^{\text{best-n}} \right) \right]. \]  

Compared to the optimal scheme in Eq. (8), the proposed scheme does not require prior information of interference channels to decide a sensing set and avoids the exhaustive search over \( \{S_m\} \) and \( m \), but it approaches the optimal scheme in terms of normalized capacity. Even though a closed form result for Eq. (13) is not available for a general value of \( n \), we can derive semi-closed form solutions for \( n = 1 \) and \( n = N_s \), from which we can more intuitively understand the effects of key parameters.

For \( n = 1 \), the received SNR at the secondary receiver, \( \gamma_{\max}^{\text{best-1}} \), is given by

\[ \gamma_{\max}^{\text{best-1}} = \gamma_1 = P_1 \beta_1, \]  

where the PDF of \( \beta_1 \) is given by

\[ f_{\beta_1}(x) = N_s e^{-x} (1 - e^{-x})^{N_s - 1}. \]
The PDF of $\gamma_{\text{best}}^{-1}$ is obtained in Appendix A as

$$f_{\gamma_{\text{best}}^{-1}}(x) = \left(1 - e^{-\frac{P}{Q}}\right)^{N_p} \sum_{k=1}^{N_s} \left(\frac{N_s - 1}{k - 1}\right)^{(-1)^{k-1} - 1} e^{-\frac{P}{Q} x} + \frac{Q}{P} N_p N_r \sum_{k=1}^{N_s} \left(\frac{N_s - 1}{k - 1}\right)^{(-1)^{k-1}} \times \sum_{j=1}^{N_p} \left(\frac{N_p - 1}{j - 1}\right)^{(-1)^{j-1} - 1} e^{-\frac{P}{Q} x} e^{-\frac{P}{Q} x} + Q P + k x \right) (j Q + k x)^2.$$  \hspace{1cm} (16)

Using Eqs. (13) and (16), the average normalized capacity of the proposed best-$n$ scheme for $n = 1$ is obtained as

$$C_{\text{norm}}^{\text{best-1}} = \frac{T_d}{T_s \lambda_P + T_d P} \mathbb{E}\left[\log_2(1 + \gamma_{\text{best-1}}^{-1})\right] = \frac{T_d}{T_s \lambda_P + T_d P} \int_0^\infty \log_2(1 + x) f_{\gamma_{\text{best-1}}^{-1}}(x) dx = \frac{T_d}{T_s \lambda_P + T_d P} \left(1 - e^{-\frac{P}{Q}}\right)^{N_p} N_s \frac{T_d}{P} \times \sum_{k=1}^{N_s} \left(\frac{N_s - 1}{k - 1}\right)^{(-1)^{k-1} - 1} e^{-\frac{P}{Q} x} + \frac{Q}{P} N_p N_r \sum_{k=1}^{N_s} \left(\frac{N_s - 1}{k - 1}\right)^{(-1)^{k-1}} \times \sum_{j=1}^{N_p} \left(\frac{N_p - 1}{j - 1}\right)^{(-1)^{j-1} - 1} e^{-\frac{P}{Q} x} e^{-\frac{P}{Q} x} + Q P + k x \right) (j Q + k x)^2.$$  \hspace{1cm} (17)

where $f_{\gamma_i}(x)$ and $F_{\gamma_i}(x)$ are given, respectively, by [7]

$$f_{\gamma_i}(x) = \frac{1}{P} \left(1 - e^{-\frac{P}{Q}}\right)^{N_p} e^{-\frac{P}{Q} x} + \frac{N_p}{Q} e^{-\frac{P}{Q} x} \sum_{k=1}^{N_p} \left(\frac{N_p - 1}{k - 1}\right)^{(-1)^{k-1}} \times e^{-\frac{P}{Q} x} k Q + P + x \right) (k Q + x)^2.$$  \hspace{1cm} (17)

It should be noted that the index $i$ is used instead of the ordered index $i$ since all the secondary transmitters are candidates of opportunistic user selection.

V. NUMERICAL RESULTS

Fig. 3(a) and Fig. 3(b) show the capacity (before normalization by energy consumption) and normalized capacity, respectively, for varying available power-to-noise power ratios of secondary transmitters when $N_s = 10$, $N_p = 5$, $Q = 0$ dB, $\lambda_p = 0.8$, and $t_s = 0.05$. If the normalization by energy consumption is not taken into account, the best-$N_s$ scheme achieves the optimal capacity even in the region where the peak power (or transmit SNR) is much higher than interference temperature $Q$ as shown in Fig. 3(a). In the high transmit power region, the effect of interference temperature regulation is distinct. Therefore, it is beneficial that all the secondary transmitters participate in sensing and opportunistic transmit selection. On the other hand, the best-1 scheme achieves almost the same capacity as the optimal scheme and the best-$N_s$ scheme in the low transmit power region because the effect of interference channel is not severe in the low transmit power region and, hence, the selection based on signal channel gains becomes crucial.

If the energy consumption due to spectrum sensing is reflected in capacity evaluation, the results are different. Fig. 3(b) shows the average capacity normalized by the total energy consumed in both sensing and data transmission. Contrary to Fig. 3(a), the normalized average capacity decreases with the transmit power because the energy consumption is proportional to the transmit power, while the capacity improves in a logarithmic scale as the transmit power increases. It should be also noted from this figure that the best-1 scheme rather approaches the optimal scheme. In the low transmit power region where the effect of interference constraints is not significant, the best-1 scheme achieves almost the same normalized average capacity as the optimal one. Even in the high transmit power region where the interference constraints mainly affect the selection of a secondary transmitter, the best-1 scheme approaches the optimal scheme only with a small gap. These results indicate that the best-1 scheme is a near optimal scheme in the context of energy efficiency.

Fig. 4(a) and Fig. 4(b) show the capacity and normalized capacity versus interference temperature $Q$ when $P = 0$ dB,
Fig. 3. Capacity and normalized capacity versus $P$. $Q = 0$ dB, $N_s = 10$, $N_p = 5$, $\lambda_p = 0.8$, and $t_s = 0.05$. The number of simulation iterations is set to 20,000.

respectively. Fig. 4(a) indicates that without normalization by the energy consumption, the best-$N_s$ scheme achieves the optimal capacity in all regions, while the best-1 scheme approaches the optimal capacity only in the region where $Q$ is relatively high compared to $P$. On the other hand, if the energy consumption is taken into account, the best-1 scheme approaches the optimal normalized capacity in the high $Q$ region as shown in Fig. 4(b) because the best-1 scheme consumes less sensing power compared to the best-$N_s$ scheme. Fig 4(a) and Fig. 4(b) also show that both the capacity and normalized capacity increase with $Q$ because larger $Q$ value allows more opportunistic utilization of transmit power at the secondary transmitters.

VI. CONCLUSION

We defined and derived the normalized capacity of spectrum sharing systems with opportunistic user selection to properly incorporate time and energy overhead of spectrum sensing in capacity evaluation. Our analytical and numerical results show that in spectrum sharing environments, a policy that all secondary transmitters sense their interference channels is not optimal any more in the context of energy efficiency because that policy consumes too much energy in spectrum sensing. The optimal normalized capacity was evaluated based on the developed formula. To circumvent the infeasibility and high computational complexity of the optimal strategy, we proposed a simple and practical best-$n$ scheme and showed that the best-1 scheme substantially approaches the optimal strategy in terms of normalized capacity especially when the effects of interference constraints are not distinct.
APPENDIX A

DERIVATION OF $f_{\gamma_{\max}^{best-1}}(x)$ FOR THE BEST-1 SCHEME

Let $y = \beta z$ and $z = \alpha^2$. Then, using the total probability theory [14], the PDF of $\gamma_{\max}^{best-1}$ is derived as

$$f_{\gamma_{\max}^{best-1}}(x) = \left(1 - e^{-\frac{y}{P}}\right)^{N_p} \frac{1}{P} f_y\left(\frac{x}{P}\right) + \frac{1}{Q} \int_{\frac{y}{Q}}^{\infty} z f_y\left(\frac{x z}{Q}\right) f_z(z) dz$$

Equation (A.1) is derived as

$$= \left(1 - e^{-\frac{y}{P}}\right)^{N_p} \frac{N_p}{P} \sum_{k=1}^{N_p} \left(\frac{N_s - 1}{k - 1}\right) (-1)^{k-1} e^{-\frac{k}{P}} + \frac{1}{Q} \int_{\frac{y}{Q}}^{\infty} z f_y\left(\frac{x z}{Q}\right) f_z(z) dz,$$

where the second equality comes from $f_y(y) = N_s e^{-y}(1 - e^{-y})^{N_s-1}$ and binomial expansion. The second term in Eq. (A.1) is derived as

$$= \frac{1}{Q} \int_{\frac{y}{Q}}^{\infty} z f_y\left(\frac{x z}{Q}\right) f_z(z) dz\times e^{\frac{x z}{Q}}(1 - e^{\frac{-y}{Q}})^{N_s-1}$$

Equation (A.1) is derived as

$$= \frac{N_s N_p}{Q} \int_{\frac{y}{Q}}^{\infty} z \sum_{k=1}^{N_p} \left(\frac{N_s - 1}{k - 1}\right) (-1)^{k-1} e^{\frac{x z}{Q}}\sum_{j=1}^{N_s} \left(\frac{N_p - 1}{j - 1}\right) (-1)^{j-1} e^{-\frac{j}{Q} z} dz$$

where the first equality is derived from binomial expansion.