Fast estimation for range identification in the presence of unknown motion parameters
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A fast estimator is proposed and applied to the problem of range identification in the presence of unknown motion parameters. Assuming a rigid-body motion with unknown constant rotational parameters but known translational parameters, estimation of the unknown parameters is achieved by a fast estimator, followed by recursive least square extraction. The results are also extended to the case of an affine motion. Simulations demonstrate the superior performance of fast estimation in comparison to an identifier-based observer.
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1. Introduction

A variety of 3D motion estimation algorithms have been developed since 1970s, inspired by such disparate applications as robot navigation, medical imaging and video conferencing. Even though motion estimation from imagery is not a new topic, continual improvements in digital imaging, computer processing capabilities and non-linear estimation theory have helped to keep the topic current. Existing methods for 3D motion estimation include non-linear optimization formulation (Cho et al., 2001; Diamantaras et al., 1998; Diamantaras & Strintzis, 1996), linear least square algorithms (Papadimitriou et al., 2000), extended Kalman filter (EKF; Chiuso et al., 2002; Kano et al., 2001; Soatto et al., 1996; Azarbayejani & Pentland, 1995; Matthies et al., 1989) and perspective non-linear observers
Perspective non-linear observers are a class of observers that arise from a control point of view in the perspective dynamic systems framework. In general, a perspective dynamic system is a linear system whose output is observed up to a homogeneous line (Chen & Kano, 2002; Takahashi & Ghosh, 2002; Ghosh & Martin, 2002; Ghosh & Loucks, 1995; Ghosh et al., 1994).

Among the aforementioned algorithms, the non-linear optimization formulation generally suffers from the initial value selection problem. The shortcoming of (total) least square algorithms, which are singular value decomposition-based, is sensitivity to noise (Diamantaras & Strintzis, 1996). Assuming that the moving object follows certain motion dynamics, an EKF can be used to estimate the motion parameters and positions. The EKF is a recursive approach that usually requires less computation time for each new set of data (e.g. each new image). State estimates are computed based on all past data and can readily extrapolate the state estimates ahead in time to aid in preprocessing the next set of data. We note that the EKF is based on the linearization about an estimated trajectory. However, for the vision-based motion estimation problem, the geometric structure of a perspective system will be lost if a linearization-based approach is taken. Efforts have been made towards other non-linear observers for perspective dynamic systems that arise in visual tracking problems. This class of non-linear observers is referred to as perspective non-linear observers.

Perspective non-linear observers are used quite often for determining the unknown states (i.e. the Euclidean coordinates) of a moving object with known motion parameters. For example, an identifier-based observer (IBO) is proposed in Jankovic & Ghosh (1995) to estimate a stationary point’s 3D position using a moving camera. Another discontinuous observer, motivated by sliding mode and adaptive methods, is developed in Chen & Kano (2002) that renders the state observation error uniformly ultimately bounded. A state estimation algorithm with a single homogeneous observation (i.e. a single image coordinate) is presented in Ma et al. (2005b). A reduced-order non-linear observer is described in Karagiannis & Astolfi (2005) to provide asymptotic range estimates. The observers described above are based on a conventional planar imaging surface. In Ma et al. (2005a) and Gupta et al. (2006), the state estimation problem is discussed for a parabolic projection surface. All these results are based on the assumption that the motion parameters are known with the objective of estimating the unknown depth.

In this paper, we consider the case in which some of the motion parameters (the rotational parameters) are unknown constants. The objective is to estimate the 3D position along with the unknown parameters. A fast estimation scheme is applied for the estimation task. The fast estimator is further augmented with a recursive least square (RLS) algorithm to estimate the unknown parameters. Under certain persistent excitation (PE)-type conditions, the RLS algorithm ensures the convergence of parameter estimation. Preliminary results were presented in Ma (2007b).

One model for the relative motion of a point in the camera’s field of view is the following linear system (Jankovic & Ghosh, 1995; Chen & Kano, 2004, 2002; Dixon et al., 2003; Karagiannis & Astolfi, 2005):

\[
\begin{bmatrix}
\dot{X}(t) \\
\dot{Y}(t) \\
\dot{Z}(t)
\end{bmatrix} =
\begin{bmatrix}
0 & \omega_1 & \omega_2 \\
-\omega_1 & 0 & \omega_3 \\
-\omega_2 & -\omega_3 & 0
\end{bmatrix}
\begin{bmatrix}
X(t) \\
Y(t) \\
Z(t)
\end{bmatrix} +
\begin{bmatrix}
b_1(t) \\
b_2(t) \\
b_3(t)
\end{bmatrix},
\]

(1.1)

where the matrix \([\omega_i]\) presents the rotational dynamics, the vector \([b_i]\) corresponds to the translational motion and \([X(t), Y(t), Z(t)]^\top\) denote the coordinates of the point in the camera frame at time...
instance $t$. Some other variables used throughout this paper is listed in Table 1. Using a conventional camera, the homogeneous output observations are

$$x_1(t) = X(t)/Z(t), \quad x_2(t) = Y(t)/Z(t). \quad (1.2)$$

The coordinate $Z(t)$ denotes the depth from the image plane to the object feature along the optical axis. It is assumed that $Z(t) > 0$ for possible motion estimation. The assumption $Z > 0$ is a reasonable assumption referring to the physical system (Chen & Kano, 2004). In general, the parameters $\omega_i$ can be time-varying functions, but in this paper we assume that $[\omega_i]$ is a constant matrix.

Figure 1 illustrates one scenario of constant $[\omega_i]$, where an omnidirectional robot is moving with constant angular velocity on a plane described by its normal vector $\hat{n} = [n_1, n_2, n_3]^T$. The motion dynamics of a feature point on the robot can be modelled by (1.1).

Let

$$[x_1(t), x_2(t), x_3(t)]^\top = [X(t)/Z(t), Y(t)/Z(t), 1/Z(t)]^\top. \quad (1.3)$$

The system (1.1) with output observations (1.3) is equivalent to the following system (Jankovic & Ghosh, 1995; Chen & Kano, 2002; Dixon et al., 2003):

$$\begin{align*}
\begin{bmatrix}
\dot{x}_1(t) \\
\dot{x}_2(t) \\
\dot{x}_3(t)
\end{bmatrix}
&= \begin{bmatrix}
b_1(t) - b_3(t)x_1(t) \\
b_2(t) - b_3(t)x_2(t) \\
\omega_2 + \omega_1x_2(t) + \omega_3x_1^2(t) + \omega_3x_1(t)x_2(t) \\
\omega_3 - \omega_1x_1(t) + \omega_2x_1(t)x_2(t) + \omega_3x_2^2(t)
\end{bmatrix} \begin{bmatrix}
x_3(t)
\end{bmatrix} \\
&\quad + \begin{bmatrix}
\omega_2 + \omega_1x_2(t) + \omega_3x_1^2(t) + \omega_3x_1(t)x_2(t) \\
\omega_3 - \omega_1x_1(t) + \omega_2x_1(t)x_2(t) + \omega_3x_2^2(t)
\end{bmatrix}, \\
\dot{x}_3(t) &= (\omega_2x_1(t) + \omega_3x_2(t))x_3(t) - b_3(t)x_3^2(t),
\end{align*} \quad (1.4)$$

with the output

$$y(t) = [x_1(t), x_2(t)]^\top. \quad (1.5)$$

Estimation of $x_3(t)$ from the visual measurements $(x_1(t), x_2(t))$ constitutes the range identification problem. Jankovic & Ghosh (1995), Chen & Kano (2002, 2004), Dixon et al. (2003), Ma et al. (2005b)

**Table 1** Description of variables

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$[X(t), Y(t), Z(t)]^\top$</td>
<td>Coordinates of a feature point in the camera frame at time instance $t$</td>
</tr>
<tr>
<td>$[x_1(t), x_2(t), x_3(t)]^\top$</td>
<td>$[X(t), Y(t), 1]^\top/Z(t)$</td>
</tr>
<tr>
<td>$\theta = [\omega_1, \omega_2, \omega_3]^\top$</td>
<td>$(\omega_1, \omega_2, \omega_3)$ denote the skew-symmetric matrix in (1.1)</td>
</tr>
<tr>
<td>$\omega(t)$</td>
<td>The time-varying signal to be estimated via fast estimator</td>
</tr>
<tr>
<td>$\omega_c(t)$</td>
<td>An intermediate signal introduced to facilitate analysis</td>
</tr>
<tr>
<td>$\omega_e(t)$</td>
<td>Estimate of $\omega(t)$ via fast estimator</td>
</tr>
<tr>
<td>$\Gamma_e$</td>
<td>Update gain used in the fast estimator</td>
</tr>
<tr>
<td>$C(s)$</td>
<td>$C(s) = \frac{c}{s+c}$, a low-pass filter used in the fast estimator</td>
</tr>
</tbody>
</table>
and Karagiannis & Astolfi (2005) have solved this problem assuming that the motion parameters $\omega_i$ and $b_i(t)$ in (1.1) are known (for $i \in \{1, 2, 3\}$). Here, we assume that the parameters $\omega_i$ are unknown constants. The objective is to estimate $x_3(t)$ as well as the unknown parameters $\omega_i$. This problem can be formulated in a way that existing observers, such as those developed in Jankovic & Ghosh (1995), Chen & Kano (2002, 2004), Dixon et al. (2003), Ma et al. (2005b) and Karagiannis & Astolfi (2005), can be applied. Under certain PE-type assumptions, the approach provides an exponential convergence of both the range and the parameter estimates (Jankovic & Ghosh, 1995; Narendra & Annaswamy, 2005; Wittenmark, 1995). A more general case of the problem consists of a $3 \times 3$ rotational matrix instead of the skew-symmetric matrix as in (1.1) (Dixon et al., 2003; Ma et al., 2007a).

The contribution of this paper includes two aspects. One is to present a fast estimator with detailed proofs. The analysis of the fast estimator is further extended to characterize the performance of the fast estimator with respect to non-zero initialization error. The other is to discuss range identification in the presence of unknown constant rotational parameters via the fast estimator. Performance comparison of the fast estimator with the IBO is provided. The IBO has been compared with the EKF-based method in Jankovic & Ghosh (1995) to achieve comparable performance with the advantage of providing rigorous proof.

The paper is organized as follows. Range identification in the presence of unknown motion parameters via the IBO is described in Section 2. A fast estimator is presented in Section 3. Range identification via the fast estimator is described in Section 4. Section 5 provides the simulation results. Section 6 extends the analysis to general affine motion. Finally, Section 7 concludes the paper.

2. Range identification via IBO

Consider the estimation problem for the perspective dynamic system (1.4), where the motion parameters $\omega_i$ (for $i = 1, 2, 3$) are assumed to be unknown constants. Let $\theta$ be a vector of these unknown constants defined as

$$\theta = [\omega_1, \omega_2, \omega_3]^T.$$  

(2.1)
The system (1.4) can be rewritten as

$$\begin{bmatrix}
\dot{x}_1(t) \\
\dot{x}_2(t) \\
\dot{x}_3(t) \\
\dot{\theta}
\end{bmatrix} = w_s^\top(x_1(t), x_2(t)) \begin{bmatrix}
x_3(t) \\
\theta
\end{bmatrix},$$

$$\begin{bmatrix}
\dot{x}_3(t) \\
\dot{\theta}
\end{bmatrix} = \begin{bmatrix}
(\omega_2 x_1 + \omega_3 x_2)x_3 - b_3 x_3^2 \\
g_s(x_1(t), x_2(t), x_3(t), \omega_2, \omega_3)
\end{bmatrix},$$

(2.2)

where

$$w_s^\top(x_1, x_2) = \begin{bmatrix}
b_1 - b_3 x_1 & x_2 & 1 + x_1^2 & x_1 x_2 \\
b_2 - b_3 x_2 & -x_1 & x_1 x_2 & 1 + x_2^2
\end{bmatrix}.$$  (2.3)

The system (2.2) exhibits the structure of the general non-linear system to which IBO may be applied. To apply the IBO, the following assumptions are in order:

**ASSUMPTION 2.1**

1. Let \( x(t) = [x_1(t), x_2(t), x_3(t), \theta^\top] \) be bounded: \( \|x(t)\| < M, \ M > 0 \) for every \( t \geq 0 \). Let \( \Omega = \{x(t) \in \mathbb{R}^6 : \|x(t)\| < M\} \). Further, for some fixed constant \( \gamma > 1 \), let \( \Omega_\gamma = \{x(t) \in \mathbb{R}^6 : \|x(t)\| < \gamma M\} \).

2. Let \( v_i(\tau) \) denote the \( i \)th column of \( w_s^\top(x_1(t), x_2(t)) \) in (2.3). There are no non-trivial constants \( \kappa_i \) (for \( i = 1, 2, 3, 4 \)) such that

$$\sum_{i=1}^{4} \kappa_i v_i(\tau) = 0,$$

for all \( \tau \in [t, t + \mu] \), where \( \mu > 0 \) is a sufficiently small constant.

It is worth mentioning that the observability condition of IBO is stated in an integral form (page 65 of Jankovic & Ghosh, 1995). In the following, we show that Assumption 2.1 satisfies the IBO observability condition. From Assumption 2.1, there do not exist constants \( \kappa_i \) (for \( i = 1, \ldots, 4 \)) with \( \sum_{i=1}^{4} \kappa_i^2 \neq 0 \) such that \( \sum_{i=1}^{4} \kappa_i v_i(t) = 0 \). Therefore, for any non-zero \( 4 \times 1 \) vector \( v \) with \( \|v\| = 1 \), we have \( v^\top w_s(x_1, x_2) w_s^\top(x_1, x_2) v > \varepsilon \|v\|^2 = \varepsilon \). Therefore, \( w_s(x_1, x_2) w_s^\top(x_1, x_2) > \varepsilon \mathbb{I} \) and the IBO observability condition is satisfied. Estimation of \( x_3(t) \), along with the unknown motion parameters \( \theta \), can thus be obtained via direct application of the IBO. The specific form of the observer when applying the IBO to the system in (2.2) is given below.

Let

$$\dot{\theta}(t) = [\dot{\omega}_1(t), \dot{\omega}_2(t), \dot{\omega}_3(t)]^\top.$$  (2.5)
The following observer can be designed for the system (2.2):

\[
\begin{align*}
\dot{\hat{x}}_1(t) &= GA_m \left[ \hat{x}_1(t) - x_1(t) \right] + w_s^\top (x_1, x_2) \left[ \hat{x}_3(t) \right], \\
\dot{\hat{x}}_2(t) &= -G^2 w_s (x_1(t), x_2(t)) P \left[ \hat{x}_1(t) - x_1(t) \right] \\
&\quad + \left[ g_s(x_1(t), x_2(t), \hat{x}_3(t), \dot{\hat{\theta}}(t), \dot{\theta}_3(t)) \right], \\
\dot{\hat{\theta}}(t) &= -G^2 w_s (x_1(t), x_2(t)) P \left[ \hat{x}_1(t) - x_1(t) \right] \\
&\quad + \left[ g_s(x_1(t), x_2(t), \hat{x}_3(t), \dot{\hat{\theta}}(t), \dot{\theta}_3(t)) \right], \\
\hat{x}(t_i^+) &= M \frac{\dot{\hat{x}}(t_i^-)}{\| \dot{\hat{x}}(t_i^-) \|},
\end{align*}
\]

where \( \hat{x}(t) = [\hat{x}_1(t), \hat{x}_2(t), \hat{x}_3(t), \dot{\hat{\theta}}(t)]^\top \) denotes the estimate of \( x(t) \), \( G \) is a scalar constant and \( A_m \) is a \( 2 \times 2 \) Hurwitz matrix. The matrix \( P \) is the positive-definite solution of the Lyapunov equation \( A_m^\top P + PA_m = -Q \), where \( Q \) is a positive-definite symmetric matrix. The sequence \( t_i \) is defined as follows:

\[
t_i = \min \{ t : t > t_{i-1} \text{ and } \| \dot{\hat{x}}(t) \| \geq \gamma M \}, t_0 = 0,
\]

where \( \gamma \) is a fixed constant. According to Theorem 2.3 in Jankovic & Ghosh (1995, p. 65), there exists a positive constant \( G_0 \) such that choosing \( G > G_0 \) ensures the estimation errors \( [\hat{x}_1(t) - x_1(t), \hat{x}_2(t) - x_2(t), \hat{x}_3(t) - x_3(t), \dot{\hat{\theta}}^\top(t) - \dot{\theta}^\top(t)]^\top \) converge to zero exponentially.

3. Fast estimator

In vision-based applications, continuous extraction of the target’s information is often unavailable due to environmental factors, limited field of view of the camera or failure in the image processing module. Fast estimation becomes important in these situations when the target loss cannot be avoided. In this section, range identification in the presence of unknown motion parameters is pursued using a recently-developed fast estimator. Preliminary results of the fast estimator were presented in Ma (2007b). Detailed proofs and derivations are provided here. The analysis of the fast estimator is further extended to characterize the performance of the fast estimator with respect to non-zero initialization error. The fast estimator enables estimation of the unknown time-varying parameters in the system dynamics via large update gain and a low-pass filter.

If the time-varying unknown signal is linearly parameterized in unknown constant parameters, the fast estimator can be further augmented by a RLS algorithm to estimate the unknown constant parameters. Under certain PE-type conditions, the RLS algorithm ensures the convergence of parameter estimation. Details of the RLS algorithm and the PE condition are reviewed in Appendix C.

3.1 Problem formulation

This section presents details of the fast estimator. Consider the following system dynamics:

\[
\dot{x}(t) = A_m x(t) + \omega(t), \quad x(0) = x_0,
\]
where $x(t) \in \mathbb{R}^n$ is the system state vector, $\omega(t) \in \mathbb{R}^n$ is a vector of unknown time-varying signals or parameters and $A_m$ is a known $n \times n$ Hurwitz matrix. Let

$$\omega(t) \in \Omega,$$

(3.2)

where $\Omega$ is a known compact set. There exists a positive constant $\mu_\omega$ such that

$$\|\omega(t)\| \leq \mu_\omega < \infty, \quad \forall t \geq 0.$$  

(3.3a)

The signal $\omega(t)$ is further assumed to be continuously differentiable with uniformly bounded derivative:

$$\|\dot{\omega}(t)\| \leq d_\omega < \infty, \quad \forall t \geq 0,$$  

(3.3b)

where $d_\omega$ is a positive constant. The estimation objective is to design a fast estimator that provides fast estimation of $\omega(t)$.

### 3.2 Fast estimator

The proposed fast estimator consists of a state predictor, an update law, and a low-pass filter that extracts the estimation information.

We consider the following state predictor:

$$\dot{\hat{x}}(t) = A_m \hat{x}(t) + \hat{\omega}(t), \quad \hat{x}(0) = x_0,$$  

(3.4)

which has the same structure as the system in (3.1). The only difference is that the unknown parameters $\omega(t)$ are replaced by their estimates $\hat{\omega}(t)$ that are governed by the following update law:

$$\dot{\hat{\omega}}(t) = \Gamma_c \text{Proj}(\hat{\omega}(t), -P \tilde{x}(t)), \quad \hat{\omega}(0) = \hat{\omega}_0,$$  

(3.5)

where $\tilde{x}(t) = \hat{x}(t) - x(t)$ is the error signal between the state of the system and the state predictor, $\Gamma_c \in \mathbb{R}^+$ is the update gain, chosen sufficiently large, and $P$ is the solution of the algebraic equation $A_m^T P + PA_m = -Q$, $Q > 0$. Definition of the projection operator is given in the Appendix.

The estimate of the unknown signal is generated by

$$\omega_e(s) = C(s) \hat{\omega}(s), \quad \omega_e(0) = \hat{\omega}_0,$$  

(3.6)

where $C(s)$ is a diagonal matrix with its $i$th diagonal element $C_i(s)$ being a strictly proper stable transfer function with low-pass gain $C_i(0) = 1$. One simple choice is

$$C_i(s) = \frac{c}{s + c}.$$  

(3.7)

### 3.3 Convergence results

The main result of the fast estimator in Section 3 is that it ensures $\omega_e(t)$ estimates the unknown signal $\omega(t)$ with the final precision bound

$$\frac{\gamma_e}{\sqrt{T_c}} + \|1 - C(s)\|_{L_1} \|\omega\|_{L_\infty},$$  

(3.8)
where \( \gamma_c \) is to be given in (3.22a) and definition of the \( L_\infty \) norm is reviewed in the Appendix. To quantify the above performance bound, an intermediate signal \( \omega_r(t) \) is introduced as

\[
\omega_r(s) = C(s)\omega(s), \quad \omega_r(0) = \hat{\omega}_0. \tag{3.9}
\]

The precision bound in (3.8) is obtained through a triangulation of the performance bound of

\[
(\omega_e(t) - \omega_r(t)) \quad \text{and} \quad (\omega_r(t) - \omega(t)),
\]

respectively. The performance bound of \( (\omega_e(t) - \omega_r(t)) \) is first presented in Theorem 3.1, followed by that of \( (\omega_r(t) - \omega(t)) \) in (3.31). To quantify the performance bound of \( (\omega_e(t) - \omega_r(t)) \), we need the following lemma.

**Lemma 3.1** Given the system in (3.1) and the fast estimator in (3.4–3.6), the tracking error between the system state and the predictor state is bounded as follows:

\[
\|\tilde{x}\|_{L_\infty} \leq \sqrt{\frac{\omega_m}{\lambda_{\min}(P)\Gamma_c}}, \tag{3.10}
\]

where

\[
\omega_m = 4\mu_\sigma^2 + 4\mu_\sigma\lambda_{\max}(P)\lambda_{\min}(Q). \tag{3.11}
\]

**Proof.** Consider the following candidate Lyapunov function:

\[
V(\tilde{x}(t), \tilde{\omega}(t)) = \tilde{x}^T(t)P\tilde{x}(t) + \tilde{\omega}^T(t)\tilde{\omega}(t)/\Gamma_c, \tag{3.12}
\]

where

\[
\tilde{\omega}(t) \triangleq \hat{\omega}(t) - \omega(t). \tag{3.13}
\]

It follows from (3.1) and (3.4) that

\[
\dot{\tilde{x}}(t) = A_m\tilde{x}(t) + \tilde{\omega}(t), \quad \tilde{x}(0) = 0. \tag{3.14}
\]

Using the projection-based update law from (3.5), we have the following upper bound for \( \dot{V}(t) \):

\[
\dot{V}(t) \leq -\tilde{x}^T(t)Q\tilde{x}(t) + 2|\tilde{\omega}^T(t)\tilde{\omega}(t)/\Gamma_c|. \tag{3.15}
\]

The projection algorithm ensures that \( \dot{\omega}(t) \in \Omega \) for all \( t \geq 0 \), and therefore

\[
\max_{t \geq 0}(\tilde{\omega}^T(t)\tilde{\omega}(t)/\Gamma_c) \leq 4\mu_\sigma^2/\Gamma_c, \quad \forall t \geq 0. \tag{3.16}
\]

If at any \( t \)

\[
V(t) > \omega_m/\Gamma_c, \tag{3.17}
\]

then it follows from equations (3.12), (3.16) and (3.17) that

\[
\tilde{x}^T(t)P\tilde{x}(t) > 4\mu_\sigma\lambda_{\max}(P)\lambda_{\min}(Q). \tag{3.18}
\]
Hence,

\[ \tilde{x}^\top(t) Q \tilde{x}(t) > \frac{\lambda_{\min}(Q)}{\lambda_{\max}(P)} \tilde{x}^\top(t) P \tilde{x}(t) > 4 \mu_{\omega} d_{\omega} / \Gamma_c. \]

The upper bounds in (3.3b) along with the projection-based update laws lead to the following upper bound:

\[ \frac{\dot{\tilde{\omega}}^\top(t) \dot{\tilde{\omega}}(t)}{\Gamma_c} \leq 2 \frac{\mu_{\omega} d_{\omega}}{\Gamma_c}. \] (3.19)

Hence, if \( V(t) > \frac{\omega_m}{\Gamma_c} \), it follows from equation (3.15) that

\[ \dot{V}(t) < 0. \] (3.20)

Since we have set \( \hat{x}(0) = x(0) \), we can verify that

\[ V(0) \leq 4 \mu_{\omega}^2 / \Gamma_c < \omega_m / \Gamma_c, \]

and it follows from (3.20) that \( V(t) \leq \frac{\omega_m}{\Gamma_c} \) for any \( t \geq 0 \). Since \( \lambda_{\min}(P) \| \tilde{x}(t) \|^2 \leq \tilde{x}^\top(t) P \tilde{x}(t) \leq V(t) \), then

\[ \| \tilde{x}(t) \|^2 \leq \frac{\omega_m}{\lambda_{\min}(P) \Gamma_c}, \]

which concludes the proof.

The performance bound between \( \omega_e(t) \) and \( \omega_r(t) \) is quantified in the following theorem.

**THEOREM 3.1** Given the system in (3.1) and the fast estimator in (3.4–3.6), we have

\[ \| \omega_e - \omega_r \|_{L_\infty} \leq \frac{\gamma_c}{\sqrt{\Gamma_c}}, \] (3.21)

where

\[ \gamma_c = \| C(s) H^{-1}(s) \|_{L_1} \sqrt{\frac{\omega_m}{\lambda_{\min}(P)}}, \] (3.22a)

\[ H(s) = (s I - A_m)^{-1}. \] (3.22b)

**Proof.** From equations (3.1) and (3.4), we have

\[ s x(s) - x_0 = A_m x(s) + \omega(s), \quad s \hat{x}(s) - x_0 = A_m \hat{x}(s) + \hat{\omega}(s), \]

which leads to

\[ x(s) = H(s) [\omega(s) + x_0], \quad \hat{x}(s) = H(s) [\hat{\omega}(s) + x_0], \] (3.23)

and hence

\[ \tilde{x}(s) = \hat{x}(s) - x(s) = H(s) [\hat{\omega}(s) - \omega(s)], \] (3.24)
where \( \omega(s) \) and \( \hat{\omega}(s) \) are the Laplace transformation of \( \omega(t) \) and \( \hat{\omega}(t) \), respectively. It follows from equations (3.6) and (3.9) that

\[
\omega_e(s) - \omega_r(s) = C(s)(\hat{\omega}(s) - \omega(s))
\]

\[
= C(s)H^{-1}(s)H(s)(\hat{\omega}(s) - \omega(s))
\]

\[
= C(s)H^{-1}(s)\hat{x}(s).
\]  (3.25)

Since \( C(s)H^{-1}(s) \) is a matrix of stable and proper transfer functions, its \( L_1 \)-norm exists and is bounded. Hence, we have

\[
\|\omega_e - \omega_r\|_{L_{\infty}} \leq \|C(s)H^{-1}(s)\|_{L_1}\|\hat{x}\|_{L_{\infty}}.
\]  (3.26)

It follows from Lemma 3.1 that

\[
\|\omega_e - \omega_r\|_{L_{\infty}} \leq \|C(s)H^{-1}(s)\|_{L_1}\sqrt{\frac{\omega_m}{\lambda_{\max}(P)\Gamma_c}},
\]

which along with (3.22a) leads to (3.21). □

**Corollary 3.1** Given the system in (3.1) and the fast estimator in (3.4–3.6), we have

\[
\lim_{\Gamma_c \to \infty} (\omega_e(t) - \omega_r(t)) = 0, \quad \forall t \geq 0.
\]  (3.27)

We then characterize the performance bound between \( \omega_r(t) \) and \( \omega(t) \). For simplicity, we use a first-order \( C(s) \) as given in (3.7). It follows from (3.9) that

\[
\dot{\omega}_r(t) = -c\omega_r(t) + c\omega(t), \quad \omega_r(0) = \hat{\omega}_0.
\]  (3.28)

We note that \( \omega_r(t) \) can be decomposed into two components:

\[
\omega_r(t) = \omega_{r1}(t) + \omega_{r2}(t),
\]  (3.29)

where \( \omega_{r1}(t) \) and \( \omega_{r2}(t) \) are defined as follows:

\[
\dot{\omega}_{r1}(t) = -c\omega_{r1}(t) + c\omega(t), \quad \omega_{r1}(0) = \omega_0,
\]  (3.30a)

\[
\dot{\omega}_{r2}(t) = -c\omega_{r2}(t), \quad \omega_{r2}(0) = \hat{\omega}_0 - \omega_0.
\]  (3.30b)

It follows from (3.30a) that

\[
\|\omega_{r1} - \omega\|_{L_{\infty}} = \|1 - C(s)\|_{L_1}\|\omega\|_{L_{\infty}}.
\]  (3.31)

Since

\[
\lim_{c \to \infty} \|1 - C(s)\|_{L_1} = 0,
\]  (3.32)

the norm \( \|\omega_{r1} - \omega\|_{L_{\infty}} \) can be rendered arbitrarily small by increasing the bandwidth of \( C(s) \). Further, \( \omega_{r2}(t) \) decays to zero exponentially and the settling time is inverse proportional to the bandwidth of \( C(s) \). Increasing the bandwidth of \( C(s) \) implies that \( \omega_{r2}(t) \) decays to zero faster. It can be observed from equations (3.21) and (3.31) that \( \omega_e(t) \) estimates \( \omega(t) \) with the final precision given in (3.8) when the transients of \( C(s) \) due to the initial condition \(-\omega_0\) die out.
Remark 3.1 It was proved in Dippold (2009, Proposition 11, pp. 103–104) that if the Hurwitz matrix \( A_m \) in (3.1) is a diagonal matrix of the form \( A_m = \text{diag}(a_{m_1}, a_{m_2}) \) where \( a_{m_1} \) and \( a_{m_2} \) are negative constants, then for the choice of \( C(s) \) in (3.7),

\[
\| C(s)H^{-1}(s) \|_{L_1} = \| \frac{c}{s + c} (sI - A_m)^{-1} \|_{L_1} = \frac{1}{\min \{|a_{m_1}|, |a_{m_2}|\}}.
\]

(3.33)

It follows from equations (3.21) and (3.33) that

\[
\| \omega_e - \omega_r \|_{L_\infty} \leq \frac{1}{\Gamma_c \min \{|a_{m_1}|, |a_{m_2}|\}} \sqrt{\frac{\omega_m}{\lambda_{\min}(P)}},
\]

(3.34)

which is independent of \( c \) in (3.7). Thus, selection of the bandwidth of \( C(s) \) and the update gain \( \Gamma_c \) is independent of each other. Increasing the update gain \( \Gamma_c \) renders the term \( \| \omega_e - \omega_r \|_{L_\infty} \) arbitrarily small. Note that increasing the update gain \( \Gamma_c \) requires faster computation and smaller integration step. Further, increasing the bandwidth of \( C(s) \) ensures that \( \omega_r(t) \) tracks \( \omega(t) \) arbitrarily closely both in transient and steady state.

The low-pass filter removes the high-frequency component in its input signal. Though this is a well-adopted method, the proposed fast estimator that consists of the state predictor (3.4), the update law (3.5) and the application of the low-pass filter (3.6) is novel for the following features: (1) with the help of the low-pass filter, the proposed estimator is able to estimate the time-varying signal with a final precision bound that can be made arbitrarily small by increasing the update gain and the bandwidth of the low-pass filter, subject to hardware limit; (2) the proposed estimator estimates the unknown time-varying signal with specifically characterized final precision bound given in (3.8) and (3) all derivations are performed analytically.

3.4 Performance of fast estimation in the presence of non-zero initialization error

The performance of the fast estimator is also analysed with respect to non-zero initialization error \( \hat{x}_0 - x_0 \), associated with the following state predictor:

\[
\dot{\hat{x}}(t) = A_m \hat{x}(t) + \hat{\omega}(t), \quad \hat{x}(0) = \hat{x}_0 \neq x_0.
\]

(3.35)

Lemma 3.2 Given the system in (3.1) and the fast estimator with the state predictor in (3.35), we have

\[
\| \hat{x}(t) \| \leq \kappa(t), \quad \forall t \geq 0,
\]

(3.36)

where

\[
\kappa(t) = \sqrt{\frac{(V(0) - \omega_m/\Gamma_c)e^{-\alpha t} + \omega_m/\Gamma_c}{\lambda_{\min}(P)}},
\]

(3.37)

and \( \omega_m \) is given in (3.11).
Proof. The proof is similar to that performed for Lemma 3.1. The difference is to take care of the non-zero initialization error. Consider the same Lyapunov function in (3.12). Since \( \hat{x}_0 \neq x_0 \), equation (3.14) reduces to

\[
\dot{\tilde{x}}(t) = A_m \tilde{x}(t) + \tilde{\omega}(t), \quad \tilde{x}(0) = \hat{x}_0 - x_0.
\]

The projection algorithm ensures that equations (3.15) and (3.16) are true, along the trajectory \( \tilde{x}(t) \) in (3.38). Thus,

\[
V(t) = \tilde{x}^T(t) P \tilde{x}(t) + \tilde{\omega}^T(t) \tilde{\omega}(t) / \Gamma_c 
\leq \tilde{x}^T(t) P \tilde{x}(t) + 4 \mu_{\omega}^2 / \Gamma_c
\]

and

\[
\tilde{x}^T(t) Q \tilde{x}(t) > \frac{\lambda_{\min}(Q)}{\lambda_{\max}(P)} \tilde{x}^T(t) P \tilde{x}(t) - \frac{\lambda_{\min}(Q)}{\lambda_{\max}(P)} (V(t) - 4 \mu_{\omega}^2 / \Gamma_c).
\]

For the derivative of the Lyapunov function, we have

\[
\dot{V}(t) = -\tilde{x}^T(t) Q \tilde{x}(t) + 2 \tilde{\omega}^T(t) \tilde{\omega}(t) / \Gamma_c
\leq \frac{\lambda_{\min}(Q)}{\lambda_{\max}(P)} V(t) + \frac{\lambda_{\min}(Q)}{\lambda_{\max}(P)} 4 \mu_{\omega}^2 / \Gamma_c + 4 \mu_{\omega} d_{\omega} / \Gamma_c
\]

\[
= \frac{\lambda_{\min}(Q)}{\lambda_{\max}(P)} V(t) + \frac{\lambda_{\min}(Q) \omega_m}{\lambda_{\max}(P) \Gamma_c},
\]

where \( \omega_m \) is given in (3.11). It follows from (3.41) that

\[
V(t) \leq (V(0) - \omega_m / \Gamma_c) e^{-\alpha t} + \omega_m / \Gamma_c
\]

where \( \alpha \) is defined in (3.37). Since \( \lambda_{\min}(P) \| \tilde{x}(t) \|^2 \leq \tilde{x}^T(t) P \tilde{x}(t) \leq V(t) \), then

\[
\| \tilde{x}(t) \|^2 \leq \frac{(V(0) - \omega_m / \Gamma_c) e^{-\alpha t} + \omega_m / \Gamma_c}{\lambda_{\min}(P)}
\]

which concludes the proof. \( \square \)

Let \( \tilde{x}_a(t) \) be a signal with its Laplace transformation

\[
\tilde{x}_a(s) = H(s)(\hat{x}_0 - x_0),
\]

where \( H(s) \) is given in (3.22b). The next theorem characterizes the performance bound of \( (\omega_e(t) - \omega_r(t)) \).

**Theorem 3.2** Given the system in (3.1) and the fast estimator with the state predictor in (3.35), we have

\[
\| \omega_e(t) - \omega_r(t) \|_\infty \leq \psi(t) * [\kappa(t) + \| \tilde{x}_a(t) \|],
\]

(3.45)
where $\ast$ denotes the convolution operation and

$$
\psi(t) = \max_{i=1,\ldots,n} \left( \sum_{j=1}^{m} h_{ij}^2(t) \right),
$$

(3.46)

where $h_{ij}(t)$ is the $i$th row and $j$th column of the impulse response of $C(s)H^{-1}(s)$.

**Proof.** The proof is similar to that performed for Theorem 3.1. The difference is to take care of the non-zero initialization error. From equations (3.1) and (3.35), we have

$$
x(s) - x_0 = A_m x(s) + \omega(s), \quad s\dot{x}(s) - \dot{x}_0 = A_m \dot{x}(s) + \ddot{\omega}(s),
$$

which leads to

$$
x(s) = H(s)[\omega(s) + x_0], \quad \dot{x}(s) = H(s)[\ddot{\omega}(s) + \ddot{x_0}],
$$

and hence

$$
\ddot{x}(s) = H(s)[\dddot{\omega}(s) - \dddot{x_0}] + H(s)(\dddot{x}_0 - x_0),
$$

(3.47)

where $H(s)$ is given in (3.22b). Then $\omega_e(s) - \omega_r(s)$ becomes

$$
\omega_e(s) - \omega_r(s) = C(s)[\dddot{\omega}(s) - \dddot{x_0}] = C(s)H^{-1}(s)[\dddot{x}(s) - H(s)(\dddot{x}_0 - x_0)]
$$

$$
= C(s)H^{-1}(s)[\dddot{x}(s) - \dddot{x_a}(s)],
$$

(3.48)

where $\dddot{x_a}(s)$ is given in (3.44). Since

$$
\|\dddot{x}(t) - \dddot{x_a}(t)\| \leq \|\dddot{x}(t)\| + \|\dddot{x_a}(t)\| \leq \kappa(t) + \|\dddot{x_a}(t)\|,
$$

(3.49)

where $\|\dddot{x}(t)\| \leq \kappa(t)$ is already shown in Lemma 3.2, it follows from Lemma 11 in Cao & Hovakimyan (2008, p. 65) that

$$
\|\omega_e(t) - \omega_r(t)\|_{\infty} \leq \psi(t) * \kappa(t) + \|\dddot{x_a}(t)\|,
$$

where $\kappa(t)$ and $\psi(t)$ are given in (3.37) and (3.46), respectively. This completes the proof. \qed

**Remark 3.2** Notice that $\kappa(t)$ in (3.37) is an exponentially decaying signal with the ultimate bound $\sqrt{\omega_m/[\lambda_{\min}(P)T_c]}$ as given in Lemma 3.1. Besides, $\|\dddot{x_a}(t)\|$ exponentially decays to zero. Thus, $(\omega_e(t) - \omega_r(t))$ will decay exponentially with the ultimate bound stated in Theorem 3.1.

If the time-varying signal $\omega(t)$ can be linearly parameterized in unknown constant parameters and known non-linear functions, extraction of the unknown parameters can be achieved by the RLS algorithm under a PE-type of condition. The RLS algorithm is reviewed in the Appendix.

4. **Range identification via fast estimation**

Denote

$$
\eta(t) = \begin{bmatrix} \eta_1(t) \\ \eta_2(t) \end{bmatrix}
$$

(4.1)
and write the first equation in (2.2) as
\[
\begin{bmatrix}
\dot{x}_1(t) \\
\dot{x}_2(t)
\end{bmatrix}
= w^T(t) \begin{bmatrix} x_3(t) \\
\theta \end{bmatrix} = \eta(t), \quad x(0) = x_0,
\] (4.2)
where \(\theta\) is defined in (2.1) and \(w^T(t) (x_1(t), x_2(t))\) is given in (2.3). That is,
\[
\begin{bmatrix}
b_1 - b_3 x_1 \\
b_2 - b_3 x_2
\end{bmatrix} x_3 
+ 
\begin{bmatrix} x_3(t) \\
\theta \end{bmatrix} = \eta(t).
\] (4.3)
Letting
\[
N_1(t) = b_1(t) - b_3(t)x_1(t),
\]
\[
N_2(t) = b_2(t) - b_3(t)x_2(t),
\] (4.4)
equation (4.3) can be rewritten as
\[
N_2(t)\eta_1(t) - N_1(t)\eta_2(t) = \begin{bmatrix} N_2(t)x_2 + N_1(t)x_1 \\
N_2(t)(1 + x_1^2) - N_1(t)x_1x_2 \\
N_2(t)x_1x_2 - N_1(t)(1 + x_2^2) \end{bmatrix}^T \theta. \] (4.5)
The RLS method can be used to estimate \(\theta\) according to (7.6), with \(\omega(t)\) replaced by \(N_2(t)\eta_1(t) - N_1(t)\eta_2(t)\). Once \(\theta\) is available, equation (4.3) becomes
\[
\begin{bmatrix}
b_1 - b_3 x_1 \\
b_2 - b_3 x_2
\end{bmatrix} x_3 = \begin{bmatrix} \eta_1(t) \\
\eta_2(t) \end{bmatrix} - \begin{bmatrix} x_2 \\
x_1x_2 \\
-x_1x_2 \\
1 + x_2^2 \end{bmatrix} \theta,
\] (4.6)
where \(x_3(t)\) can be extracted using the pseudoinverse.

Using the fast estimator in (3.4–3.6), estimation of \(\eta(t)\) in (4.2), denoted by \(\eta_e(t)\), can be obtained via the following steps:

- **State predictor:**
  \[
  \begin{bmatrix}
  \dot{x}_1(t) \\
  \dot{x}_2(t)
  \end{bmatrix} = A_m \begin{bmatrix} \tilde{x}_1(t) \\
  \tilde{x}_2(t) \end{bmatrix} + \hat{\eta}(t), \quad \hat{x}(0) = x_0,
  \] (4.7)
  where \(\tilde{x}_i(t) = \hat{x}_i(t) - x_i(t)\), for \(i = 1, 2\). The above state predictor, along with the system dynamics in (4.2), gives the error dynamics \(\dot{\hat{x}}(t) = A_m \tilde{x}(t) + \hat{\eta}(t), \quad \tilde{x}(0) = 0\).

- **Update law for the parameter:**
  \[
  \dot{\hat{\eta}}(t) = \Gamma \text{Proj} \left( \eta(t), -P \begin{bmatrix} \tilde{x}_1(t) \\
  \tilde{x}_2(t) \end{bmatrix} \right), \quad \hat{\eta}(0) = \hat{\eta}_0.
  \] (4.8)

- **Applying low-pass filter:**
  \[
  \eta_e(s) = C(s)\hat{\eta}(s), \quad C(s) = \frac{c}{s + c}, \quad \eta_e(0) = \hat{\eta}_0.
  \] (4.9)

A flow chart of state and parameter estimation of a rigid-body motion using the fast estimator is illustrated in Fig. 2. In the first step to estimate \(\eta(t)\), both the estimation precision and transient time can
be arbitrarily reduced by increasing the bandwidth of $C(s)$ and larger $\Gamma_c$. In the second step of extracting parameters $\hat{\omega}_i(t)$ from $\eta_e(t)$ using the RLS method, fast speed can be achieved by properly tuning the RLS gains. Estimate of $x_3(t)$, denoted by $\hat{x}_3(t)$, can be obtained from $\eta_e(t)$ and $\hat{\omega}_i(t)$ via pseudoinverse.

5. Simulation results

State estimate of $[x_3(t), \theta^\top]^\top$ using the IBO in (2.6) and the fast estimator in (4.7–4.9) are implemented in Matlab, where the motion dynamics are

$$
\begin{bmatrix}
\dot{X}(t) \\
\dot{Y}(t) \\
\dot{Z}(t)
\end{bmatrix} =
\begin{bmatrix}
0 & -4 & -0.8 \\
4 & 0 & -0.6 \\
0.8 & 0.6 & 0
\end{bmatrix}
\begin{bmatrix}
X(t) \\
Y(t) \\
Z(t)
\end{bmatrix} +
\begin{bmatrix}
10 \\
3\pi \sin(2\pi t) \\
3\pi \sin(2\pi t + \pi/4)
\end{bmatrix},
$$

with initial values

$$(X_0, Y_0, Z_0) = (1, 1.5, 2.5), \quad x_0 = (X_0/Z_0, Y_0/Z_0, 1/Z_0).$$

First, we present simulation results in the ideal case with no measurement noise. The design gains for the IBO and the fast estimator are chosen as

- IBO parameters (referring to (2.6)):
  $$G = 10, \quad (\hat{x}_3(0), \hat{\omega}_1(0), \hat{\omega}_2(0), \hat{\omega}_3(0)) = (0, 0, 0, 0).$$

- Fast estimator parameters (referring to equations (7.6), (4.7), (4.8) and (4.9)):
  $$p = 100, \quad \lambda = 0.99999, \quad \Gamma_c = 2 \times 10^4, \quad (\hat{\eta}_1(0), \hat{\eta}_2(0)) = (0, 0), \quad c = 100.$$

- Common parameters:
  $$(\hat{x}_1(0), \hat{x}_2(0)) = (x_1(0), x_2(0)), \quad M = 20, \quad A_m = -I_2, \quad P = 1/2 \times I_2,$$
  where $I_2$ denotes the $2 \times 2$ identity matrix.

Estimate of $\omega_i$ (for $i = 1, 2, 3$) when using the IBO and the fast estimator is shown in Figs 3 and 4, respectively. Figure 4 (b) shows an enlarged view of Fig. 4 (a). State estimation error of $x_3(t)$ is plotted in Fig. 5 for comparison of these two methods. From Figs 3 and 4, it can be observed that the fast estimator achieves faster estimation of the motion parameters. The same is true for $x_3(t)$.

Simulation results are also presented in Figs 6–8 where 1% uniform noise is injected into the visual measurements via the Matlab function randn(). The simulation parameters are the same as above. In this case, when extracting $\hat{x}_3(t)$, the output from the pseudoinverse is further processed using a low-pass filter $\frac{30}{s^2+30}$ to give the final state estimation. We observe that corresponding plots with or without measurement noise are very similar.
6. Further extension

In addition to the rigid-body motion in (1.1), extension to a more general motion, i.e., an affine motion, is discussed in this section.
FIG. 5. Comparison of state estimation errors (without measurement noise).

FIG. 6. Estimation of motion parameters via IBO (with measurement noise).
6.1 Affine motion

For a general affine motion described by Dixon et al. (2003) and Ma et al. (2007a)

\[
\begin{bmatrix}
\dot{X}(t) \\
\dot{Y}(t) \\
\dot{Z}(t)
\end{bmatrix} =
\begin{bmatrix}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{bmatrix}
\begin{bmatrix}
X(t) \\
Y(t) \\
Z(t)
\end{bmatrix} +
\begin{bmatrix}
b_1(t) \\
b_2(t) \\
b_3(t)
\end{bmatrix},
\]

(6.1)
the rotational matrix contains nine parameters. Again, we limit the discussion to constant parameters \(a_{ij}\). The system (6.1) with output observations (1.3) is equivalent to the following system Dixon et al. (2003) and Ma et al. (2007a):

\[
\begin{align*}
\begin{bmatrix}
\dot{x}_1(t) \\
\dot{x}_2(t) \\
\dot{x}_3(t) \\
\end{bmatrix} &=
\begin{bmatrix}
b_1(t) - b_3(t)x_1(t) \\
b_2(t) - b_3(t)x_2(t) \\
(6.1) && \left(a_{13} + (a_{11} - a_{33})x_1(t) + a_{12}x_2(t) - a_{31}x_1^2(t) - a_{32}x_1(t)x_2(t)\right) \\
& + \left(a_{23} + a_{21}x_1(t) + (a_{22} - a_{33})x_2(t) - a_{31}x_1(t)x_2(t) - a_{32}x_2^2(t)\right),
\end{align*}
\]  

(6.2)

with the output given in (1.5).

Define

\[
\dot{\theta} = [a_{11}, a_{12}, a_{13}, a_{21}, a_{22}, a_{23}, a_{31}, a_{32}]^T. \tag{6.3}
\]

The system in (6.2) can be rewritten as

\[
\begin{align*}
\begin{bmatrix}
\dot{x}_1(t) \\
\dot{x}_2(t) \\
\dot{x}_3(t) \\
\end{bmatrix} &=
\begin{bmatrix}
w_s^T(x_1(t), x_2(t)) \\
0 \\
-\left(a_{31}x_1 + a_{32}x_2 + a_{33}\right)x_3 - b_3x_3^2 \\
\end{bmatrix} - \left[a_{31} x_1 \\
0 \right],
\end{align*}
\]

(6.4)

where

\[
w_s^T(x_1, x_2) =
\begin{bmatrix}
b_1 - b_3x_1 & x_1 & 1 & 0 & 0 & 0 & -x_1^2 & -x_1x_2 & 0 & 0 & x_1 \\
0 & b_2 - b_3x_2 & 0 & 0 & 0 & x_2 & 1 & -x_1x_2 & -x_2^2 & -x_2 \\
\end{bmatrix}. \tag{6.5}
\]

Assuming that \(a_{ij}\) for \(i, j = 1, 2, 3\) (except for \(a_{33}\)) are unknown constants, in the next we show how \(x_3(t)\) and \(a_{ij}\) can be estimated using the fast estimator described in Section 3, followed by the RLS method. Note that \(a_{33}\) is assumed to be known.

**Remark 6.1** Assuming that the \([a_{ij}]\) (for \(i, j = 1, 2, 3\)) are unknown constants, the method described in Section 4 cannot lead to extraction of the nine unknown parameters in a straightforward way. Let \(\theta_{9 \times 1}\) be a vector of these unknown constants as

\[
\theta_{9 \times 1} = [a_{11}, a_{12}, a_{13}, a_{21}, a_{22}, a_{23}, a_{31}, a_{32}, a_{33}]^T. \tag{6.6}
\]

The system (6.2) can be written in the form of (2.2) with

\[
w_s^T(x_1, x_2) =
\begin{bmatrix}
b_1 - b_3x_1 & x_1 & 1 & 0 & 0 & 0 & -x_1^2 & -x_1x_2 & -x_1 \\
0 & b_2 - b_3x_2 & 0 & 0 & 0 & x_2 & 1 & -x_1x_2 & x_2^2 & -x_2 \\
\end{bmatrix}. \tag{6.7}
\]

The ten column vectors of \(w_s^T(x_1(t), x_2(t))\) in (6.7) are linearly dependent. For example, letting \(v_i\) denote the \(i\)th column of \(w_s^T(x_1, x_2)\), we have \(v_{10} = -v_2 - v_6\). Thus, extraction of the nine unknown parameters cannot be performed by the RLS method since it violates the PE condition in (7.7). It is worth mentioning that the above restriction on the knowledge of \(a_{33}\) is not imposed by the method proposed in this paper. It is due to the nature of the estimation problem itself.
6.2 Fast estimation

Following the logic in Section 4, equation (4.2) becomes

\[
\begin{bmatrix}
\dot{x}_1(t) \\
\dot{x}_2(t)
\end{bmatrix} = w_s^\top \left[ x_1(t), x_2(t) \right] \begin{bmatrix} x_3 \\ \vartheta \end{bmatrix} - a_{33} \begin{bmatrix} x_1 \\ x_2 \end{bmatrix},
\]

(6.8)

where \( \vartheta \) and \( w_s^\top (x_1(t), x_2(t)) \) are given in (6.3) and (6.5), respectively. Equation (4.5) becomes

\[
N_2(t) \eta_1(t) - N_1(t) \eta_2(t) = \begin{bmatrix} N_2(t) [x_1, x_2, 1]^\top \\ -N_1(t) [x_1, x_2, 1]^\top \\ (N_1(t)x_2 - N_2(t)x_1) [x_1, x_2]^\top \end{bmatrix} \vartheta,
\]

(6.9)

for the same \( N_1(t) \) and \( N_2(t) \) in (4.4). The RLS method can be used to extract the unknown parameters \( \vartheta \) according to (7.6). Once \( \vartheta \) is available, we have

\[
\begin{bmatrix} b_1 - b_3x_1 \\ b_2 - b_3x_2 \end{bmatrix} x_3(t) = \begin{bmatrix} \eta_1(t) \\ \eta_2(t) \end{bmatrix} = \begin{bmatrix} x_1 & x_2 & 1 & 0 & 0 & 0 & -x_1^2 & -x_1x_2 \\ 0 & 0 & 0 & x_1 & x_2 & 1 & -x_1x_2 & -x_2^2 \end{bmatrix} \vartheta,
\]

(6.10)

where \( x_3(t) \) can be extracted using the pseudoinverse. Application of the fast estimator is similar to those performed in Section 4 and is omitted from here.

**Fig. 9.** Estimation of motion parameters via IBO (affine).
Fig. 10. Estimation of motion parameters via fast estimator (affine).

Fig. 11. Comparison of state estimation errors (affine).
6.3 Simulation results

Estimation of \([x_3(t), \theta^T] \) using the IBO and the fast estimator are implemented in Matlab with the following motion dynamics:

\[
\begin{bmatrix}
\dot{X}(t) \\
\dot{Y}(t) \\
\dot{Z}(t)
\end{bmatrix}
= \begin{bmatrix}
0.3 & -4 & 0.4 \\
4 & -0.2 & 0.4 \\
-0.7 & -0.5 & 0
\end{bmatrix}
\begin{bmatrix}
X(t) \\
Y(t) \\
Z(t)
\end{bmatrix}
+ \begin{bmatrix}
2\pi \sin(2\pi t) \\
2\pi \cos(2\pi t) \\
0
\end{bmatrix},
\]

(6.11)

for the same initial values in (5.2). The parameters are selected to be \( G = 30, \Gamma_c = 2 \times 10^7 \) and \( c = 200 \). Other parameters for the IBO and the fast estimator are the same as those in equations (5.3–5.5). Simulation results are presented in Figs 9–11 where the visual measurements are corrupted by 1% noise. It can be observed that the fast estimator achieves faster estimation of the motion parameters. The same is true for \( x_3(t) \).

7. Conclusion

A fast estimator is proposed and applied to the range identification problem for both rigid-body and affine motions in the presence of unknown constant rotational parameters. The fast estimator allows for fast estimation of the unknown time-varying signal via large update gain and low-pass filter. Simulation results show that fast convergence speed is achieved compared to existing non-linear perspective observers. Future research will consider motion estimation with unknown rotational and translational parameters.
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Appendix A

We recall basic definitions and facts from linear systems theory (Khalil, 2002; Zhou & Doyle, 1998).

**Definition 7.1** For a signal \( \xi(t) = [\xi_1(t) \cdots \xi_n(t)]^\top \in \mathbb{R}^n \) defined for all \( t \geq 0 \), the \( L_\infty \)-norm is

\[
\| \xi \|_{L_\infty} = \max_{i=1, \ldots, n} (\sup_{t \geq 0} |\xi_i(t)|).
\]

**Definition 7.2** The \( L_1 \)-norm of an asymptotically stable and proper single-input-single-output system is defined

\[
\| H(s) \|_{L_1} = \int_0^{\infty} |h(t)| \, dt,
\]

where \( h(t) \) is the impulse response of \( H(s) \).

**Definition 7.3** For an asymptotically stable and proper \( m \) input \( n \) output system \( H(s) \), the \( L_1 \)-norm is defined as

\[
\| H(s) \|_{L_1} = \max_{i=1, \ldots, n} \left( \sum_{j=1}^{m} \| H_{ij}(s) \|_{L_1} \right),
\]

where \( H_{ij}(s) \) is the \( i \)th row and \( j \)th column entry of \( H(s) \).

Appendix B

The projection operator is defined as Pomet & Praly (1992):

**Definition 7.4** Consider a convex compact set with a smooth boundary given by

\[
\Omega_c \triangleq \{ \theta \in \mathbb{R}^n \mid f(\theta) \leq c \}, \quad 0 \leq c \leq 1,
\]

where \( f : \mathbb{R}^n \rightarrow \mathbb{R} \) is the following smooth convex function:

\[
f(\theta) = \frac{\theta^\top \theta - \theta_{\max}^2}{\epsilon_0 \theta_{\max}^2}, \tag{7.1}
\]

where \( \theta_{\max} \) is the norm bound imposed on the parameter vector \( \theta \) and \( \epsilon_0 \) denotes the convergence tolerance of our choice. Let the true value of the parameter \( \theta \), denoted by \( \theta^* \), belong to \( \Omega_0 \), i.e. \( \theta^* \in \Omega_0 \). The projection operator is defined as

\[
\text{Proj}(\theta, y) \triangleq \begin{cases} 
  y & \text{if } f(\theta) < 0, \\
  y - \frac{\nabla f \left( \frac{\nabla f^\top}{\| \nabla f \|} \right) f(\theta)}{\| \nabla f \|} & \text{if } f(\theta) \geq 0 \text{ and } \nabla f^\top y \leq 0, \\
  y - \frac{\nabla f \left( \frac{\nabla f^\top}{\| \nabla f \|} \right) f(\theta)}{\| \nabla f \|} \cdot \frac{1}{\| \nabla f \|} & \text{if } f(\theta) \geq 0 \text{ and } \nabla f^\top y > 0.
\end{cases} \tag{7.2}
\]
Appendix C

The RLS algorithm is reviewed here. Consider a linear scalar regression model

\[ \omega_k = \theta^\top \phi_k + e_k, \quad (7.3) \]

where

\[ \theta = [\theta_1, \theta_2, \ldots, \theta_n]^\top \quad (7.4) \]

is the \( n \times 1 \) vector of the plant parameters, and

\[ \phi_k = [\phi_{k,1}, \phi_{k,2}, \ldots, \phi_{k,n}]^\top \quad (7.5) \]

is the \( n \times 1 \) regressor vector at time instant \( k \), while \( e_k \) is a zero-mean discrete white noise sequence with variance \( \sigma_k^2 \). When the observation of \((\omega_k, \phi_k)\) has been obtained for \( k = 1, \ldots, N \) (with \( N > n \)), the RLS estimate for \( \theta \), denoted by \( \hat{\theta} \), can be obtained in the following discrete form (Verhaegen, 1989):

\[
\begin{align*}
L_k &= \frac{P_{k-1}\phi_k}{\lambda + \phi_k^\top P_{k-1}\phi_k}, \\
\hat{\theta}_k &= \hat{\theta}_{k-1} + L_k (\omega_k - \phi_k^\top \hat{\theta}_{k-1}), \\
P_k &= \frac{1}{\lambda} \left( P_{k-1} - \frac{P_{k-1}\phi_k\phi_k^\top P_{k-1}}{\lambda + \phi_k^\top P_{k-1}\phi_k} \right),
\end{align*}
\]

(7.6)

where \( P_0 = p\mathbb{I}_{p\times p} \) and \( \lambda \in (0, 1] \). Coefficients \( p \) and \( \lambda \) are the design gains. When \( \phi_k \) is persistently exciting during the observation period, RLS algorithm ensures the convergence of \( \hat{\theta}(t) \) to \( \theta \). The convergence rate of the RLS can be increased by choosing large \( \lambda \). The PE condition of the regressor vector is defined as Verhaegen (1989).

**Definition 7.5** The regressor vector \( \phi_k \) is persistently exciting over the observation interval \( k_0 \leq k \leq k_N \) with an exponentially forgetting factor \( \lambda \leq 1 \), if the following condition is satisfied:

\[
\rho_1 \mathbb{I} \leq \sum_{k=k_0}^{k_N} \phi_k \phi_k^\top \lambda^{k_N-k} \leq \rho_2 \mathbb{I},
\]

(7.7)

for some positive \( \rho_1 > 0 \) and \( \rho_2 > 0 \).