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Abstract

In this paper, we propose a new objective evaluation method for hidden Markov model (HMM)-based speech synthesis using Kullback-Leibler divergence (KLD). The KLD is used to measure the difference between the probability density functions (PDFs) of the acoustic feature vectors extracted from natural training and synthetic speech data. For the evaluation, Gaussian mixture model (GMM) is used to model the distribution of acoustic feature vectors, including the fundamental frequency (F0). Continuous F0, obtained with linear interpolation, is used in the evaluation. In essence, the KLD is the expectation of the logarithmic difference between the likelihoods calculated on training and synthetic speech. This likelihood difference is appropriate to characterize the quality of a HMM-based speech synthesis system in generating synthetic speech using a maximum likelihood criterion. The objective evaluation is tested with 3 different HMM-based speech synthesis systems which use multi-space distribution (MSD) to model continuous F0. These systems are trained on a common speech corpus in French. We propose an index to evaluate HMM-based speech synthesis system which takes into account the relative variation of the KLDs on test sets of synthetic and natural speech. This index correlates inversely with the result of the MOS (mean opinion score) perceptual test.

Index Terms: HMM-based speech synthesis, Objective evaluation, Kullback-Leibler divergence, Gaussian mixture model, Fundamental frequency (F0)

1. Introduction

Evaluation of speech synthesis system is an active research topic in speech synthesis. Subjective evaluation is usually used as the principal quality measure of a speech synthesis system. However, performing subjective tests is time consuming and, sometimes, the result is not perfectly reproducible. In contrast, objective evaluation can be automatically done and is completely reproducible. There are a number of objective measures which can be used to evaluate the quality of a speech synthesis system, for instance the PESQ (Perceptual Evaluation of Speech Quality) [1] or the speech intelligibility prediction based on the model of auditory pre-processing [2]. These criteria are perceptually-motivated, i.e. the human speech perception mechanism is taken into account in the design of the objective evaluation. Taking into account the perception of synthetic speech makes it possible to ascertain a given correlation between objective and subjective evaluations.

Currently, the intelligibility of speech generated by speech synthesis systems, and particularly by HMM-based speech synthesis system, is rather high [3]. The focus of the evaluation of HMM-based synthetic speech has therefore shifted towards how closely a synthetic voice mirrors a human voice [3]. In speech synthesis system based on HMMs, e.g. HTS [5, 6], the spectral and excitation parameters for synthesizing synthetic speech are generated from statistical models, namely the HMMs, which are trained on natural speech. The models parameters are trained by maximizing the likelihood of the models on training data. During the parameters generation process, given a word sequence, the acoustic parameters are generated by maximizing the output likelihood given the models parameters, obtained from training. Therefore, evaluating HMM-based speech synthesis using a criterion which takes into account the likelihood of the training and synthetic data is appropriate. On the other hand, the difference of likelihoods calculated on natural training and synthetic speech might mirror the difference between natural and synthetic speech. To the best of our knowledge, there is not yet an objective evaluation for HMM-based speech synthesis system based on this criterion.

In this paper, we propose a new objective evaluation method of HMM-based speech synthesis system which takes into account the likelihood difference between natural training and synthetic speech. This objective evaluation makes use of the Kullback-Leibler divergence [7]. Kullback-Leibler divergence (KLD) is a measure of dissimilarity between two probability distributions. It has been successfully applied to outline the mismatch between training and test conditions in automatic speech recognition [4]. In our proposition, the KLD will be used to characterize how well a HMM-based speech synthesis system generates synthetic speech that mirrors natural speech. The experiments are performed on HMM-based speech synthesis systems which use maximum likelihood criterion [5].

The paper is organized as follows. Section 2 describes the principle of the proposed objective evaluation method using the KLD. The speech corpus for the experiments is introduced in section 3. Section 4 presents the HMM-based speech synthesis systems. Objective evaluation results are introduced in section 5. The result of a MOS (mean opinion score) perceptual test is presented in section 6. Finally, section 7 concludes the paper and introduces perspectives of the work.

2. Objective Evaluation using the Kullback-Leibler Divergence

2.1. Kullback-Leibler divergence

In HMM-based TTS (text-to-speech), during the synthesis process, an arbitrary given text to be synthesized is first converted to a context-based labels sequence. After that, the context-dependent HMMs are concatenated to build the sentence HMMs from the labels sequences. The state durations of the HMMs are calculated by maximizing the output likelihood of the state durations. In a similar manner, the acoustic feature vectors, including the dynamic features, are calculated by max-
improving the output likelihood of the sentence HMMs using the speech parameter generation algorithm [8]. Indeed, maximum likelihood is the essential criterion which is used in state-of-the-art HMM-based TTS, including the generation of the acoustic feature vectors [5].

The KLD between two probability distributions, or two probability density functions (PDFs) \( f(x) \) and \( g(x) \) if the variable \( x \) is continuous, is defined as follows:

\[
D(f(x), g(x)) = \int f(x) \log \frac{f(x)}{g(x)} \, dx
\]

where \( f(x) \) is the reference PDF. In essence, the KLD is the expectation of the logarithmic difference between the likelihoods calculated with \( f(x) \) and \( g(x) \). If the PDFs \( f(x) \) and \( g(x) \) are the global PDFs of the natural and synthetic speech, respectively, this divergence would be able to measure how well the synthetic speech mirrors the natural one, based on the difference of the global likelihoods.

2.2. GMM-based acoustic modeling for objective evaluation

In general, an acoustic feature vector \( x \) of an HMM-based TTS system consists of spectral and excitation features along with their dynamic features (delta and delta-delta coefficients) [5]. In a standard HMM-based TTS system, the modeling of the fundamental frequency (F0) is not trivial due to the discontinuity of F0 values across unvoiced regions. Generally, the F0 values in the unvoiced regions cannot be estimated, using standard F0 estimation algorithms [9, 10], and they are assumed to be undefined in these regions. The discontinuity of F0 makes it impossible to correctly model it using a simple continuous distribution, for instance the Gaussian Mixture Model (GMM).

The multi-space distribution HMM (MSD-HMM) [11] provides a solution to this problem by using a combination of discrete and continuous distributions and it is now the default modeling approach in state-of-the-art HMM TTS system [5, 6]. Within the MSD-HMM modeling framework, the state output distribution \( b(f_0) \) of the F0 has the following form [12]:

\[
b(f_0) = \begin{cases} 
\lambda N(f_0, \mu, \sigma) & \text{if } f_0 \in \text{voiced region} \\
1 - \lambda & \text{if } f_0 \in \text{unvoiced region}
\end{cases}
\]

where \( f_0 \) is the observation of F0, \( \lambda \) and \( 1 - \lambda \) are the probabilities of voiced and unvoiced regions, and \( \mu \) and \( \sigma \) are the means and variances of the Gaussian distribution of F0 in the voiced regions. Good speech synthesis performance could be achieved with the MSD-HMM. However, if the distribution of the acoustic feature vectors is modeled with MSD, the calculation of the KLD would be not readily feasible since, to our knowledge, there are no existing algorithms which permit to calculate the KLD between the MSDs.

In this paper, for the sake of the calculation of the KLD, we simplify the acoustic modeling within the objective evaluation by using the Gaussian mixture model (GMM) to model the distribution of the acoustic feature vectors \( x \). Hence, the form of \( f(x) \) is defined as:

\[
f(x) = \sum_{\delta=1}^{M} \lambda_{\delta} N(x, \mu_{\delta}, \Sigma_{\delta})
\]

for \( x \in \text{voiced and unvoiced regions} \). In equation (2), \( \lambda_{\delta}, \mu_{\delta} \) and \( \Sigma_{\delta} \) are the prior probability, mean vector and covariance matrix, respectively, of the \( \delta \)-th multivariate Gaussian component \( N(x, \mu_{\delta}, \Sigma_{\delta}) \) in the GMM consisting of \( M \) Gaussian components. Using GMM to model the distribution of the acoustic feature vectors needs the F0 (and the \( \Delta \) and \( \Delta \Delta \) of F0) to be continuous. To this end, we use linear interpolation to interpolate the values of F0, and the \( \Delta \) and \( \Delta \Delta \) of F0, in the unvoiced regions. A continuous F0 has advantages. Indeed, it has been shown that an HMM-based speech synthesis system using a continuous F0 produces more expressive F0 contours than one based on the MSD [12, 13]. However, in this work, continuous F0 and GMMs are used only for the evaluation. Inside the HMM-based TTS systems, the MSDs are used for acoustic modeling. An example of continuous F0 values of an utterance, obtained after linear interpolation, is shown in Fig. 1. The original F0 values (blue line) is taken from the acoustic feature vectors extracted by an HMM-based TTS system. The continuous F0 values (red line) are obtained by linear interpolating the original F0 values. The continuous F0 is modeled with GMMs for the objective evaluation using KLD.

![Figure 1: Example of continuous F0 values.](image)

2.3. Kullback-Leibler divergence between GMMs

The calculation of the KLD between the GMMs is not analytically tractable. Amongst the currently available methods [14], Monte Carlo sampling is the sole method that can calculate the KLD between GMMs with arbitrary accuracy. We thus apply the Monte Carlo sampling method to calculate the KLDs between the acoustic feature vectors global PDFs which are modeled with GMMs. Indeed, the equation (1) can be rewritten as

\[
D(f(x), g(x)) = E_x \left[ \log \frac{f(x)}{g(x)} \right]
\]

where \( E \) is the mathematical expectation. This expectation can be approximated by generating \( N \) independent identically distributed (i.i.d) random vectors \( x_i, i = 1, \ldots, N \) following the PDF \( f(x) \), and then, by calculating the empirical mean of \( \log \frac{f(x_i)}{g(x_i)} \)

\[
\frac{1}{N} \sum_{i=1}^{N} \log \frac{f(x_i)}{g(x_i)} \rightarrow E_x \left[ \log \frac{f(x)}{g(x)} \right]
\]

when \( N \to +\infty \). To generate a random i.i.d vector following the PDF \( f(x) \) which is a GMM, a random indicator \( \delta \in \{1, \ldots, M\} \) is generated following the prior probabilities \( \lambda_{\delta}, k = 1, \ldots, M \). Then, the random vector \( x_i \) is generated from the corresponding Gaussian component \( N(x, \mu_{\delta}, \Sigma_{\delta}) \).

3. Speech Corpus

The experiments in this paper use a natural speech corpus in French consisting of 1155 utterances. The sentences in the corpus are phonetically balanced according to phones, diphones and triphones segmentations. All the sentences in the corpus have been recorded with a native male voice in a slow reading, neutral expression with moderate hyper-articulation. The utterances have been recorded using a dynamic microphone with a cardioid polar pattern at sampling frequency of 48 kHz and 16...
bits resolution. Subsequently, the utterances have been downsampled to 16 kHz. The corpus has been labeled either automatically by using the E-HMM (ergodic HMM) labeler of Festvox [16] or manually by a human. The average duration of each utterance in the corpus is around 3 seconds. The corpus is divided into training and test sets. The training set consists of 1115 utterances and the test set consists of 40 utterances. These two sets are not overlapped.

4. HMM-based TTS Systems

The KLD is applied to evaluate the quality of three different French HMM-based TTS systems trained on this corpus. These 3 HMM-based TTS systems have been implemented based on the HTS (HMM-based speech synthesis system) toolkit [6]. They are denoted as TTS$_1$, TTS$_2$ and TTS$_3$. The 3 systems share the same standard structure, including the natural language processing (NLP), training and synthesis components [15]. In this work, the systems TTS$_1$ and TTS$_2$ are implemented within the Festival TTS platform [17] using the labels aligned manually. The only difference between the implementation of these two systems is the amount of acoustic training data. The system TTS$_3$ uses 1115 utterances in the training corpus for training acoustic models. The system TTS$_3$ uses only 300 out of the 1115 utterances in the training corpus for acoustic models training. Indeed, the purpose is to evaluate the impact of the amount of acoustic training data on the quality of the HMM-based TTS systems. The TTS$_3$ and TTS$_2$ systems use a common NLP (natural language processing) component which is adapted from the Festival TTS platform to French language. This NLP component extracts 53 contextual factors from the text, as suggested in [18].

The system TTS$_2$ is trained with 1115 utterances from the training speech corpus, the same as those used for training the system TTS$_1$, with the labels aligned automatically by using the E-HMM labeler. However, it differs from the TTS$_1$ and TTS$_3$ in the NLP component. Actually, the NLP component of the TTS$_2$ system extracts only 19, amongst 53 [18], contextual factors from the text. These 19 contextual factors were selected based on the particularities of the French language. The purpose is to evaluate the impact of the contextual factors on the quality of HMM-based TTS system [19].

The three TTS systems use the HTS toolkit [6] for training context-dependent HMMs. The training of the context-dependent HMMs utilizes the acoustic features, extracted every 5 ms from the training utterances using the SPTK toolkit, and the labels from the training corpus. The acoustic features include mel-generalized cepstrum (MGC) coefficients, the log of F0 and their $\Delta$ and $\Delta\Delta$ coefficients. The duration is also modeled within the HMMs. In the synthesis, speech waveform is synthesized directly from the generated GIC coefficients and F0 values by using the MLSA filter [6]. The speech synthesis component of each TTS system takes the contextual factors extracted from input text using the corresponding NLP component.

5. Objective Evaluation Results

5.1. Objective evaluation experimental protocol

Each TTS system is used to synthesize 40 synthetic utterances having the same linguistic contents of the utterances in the test set consisting of 40 natural utterances (see section 3). These 40 utterances have the same nature of those used for the training, i.e. the utterances are phonetically balanced and have 3-second average duration. The total duration of 40 testing utterances is around 2 minutes. In the evaluation, for each TTS system, acoustic feature vectors are extracted from the training and synthetic data every 5 ms. An acoustic feature vector $x$ has 108 dimensions which consist of 35 MGC coefficients, the log(F0) along with their $\Delta$ and $\Delta\Delta$ coefficients. From the training corpus of 1115 utterances, around 711K acoustic feature vectors are extracted for estimating the reference PDF $f_1(x)$ and $f_2(x)$ of the system TTS$_1$ and TTS$_2$, respectively. With the system TTS$_3$ using 300 utterances for training, around 185K feature vectors have been extracted from the training speech to estimate its reference PDF $f_3(x)$. From the 40 synthetic utterances, around 24K acoustic feature vectors are extracted. Around 24K feature vectors have also been extracted from the 40 natural utterances. The feature vectors extracted from the sets of 40 synthetic utterances, synthesized by the systems TTS$_1$, TTS$_2$ and TTS$_3$, are used to estimate the PDFs $g_{s1}(x)$, $g_{s2}(x)$ and $g_{s3}(x)$, respectively.

The feature vectors extracted from the natural speech set, using the feature extraction of the system TTS$_1$, TTS$_2$ and TTS$_3$, are used to estimate the PDFs $g_{x1}(x)$, $g_{x2}(x)$ and $g_{x3}(x)$, respectively. The acoustic feature vectors, extracted during the evaluation, are the same as those extracted and generated during the training and synthesis, i.e. the F0 is undefined in unvoiced regions. However, the feature vectors, extracted from the same natural speech set by using different feature extractors, might be slightly different since the TTS systems are developed at different sites.

The PDFs $f(x)$ and $g(x)$ are modeled by using GMMs of 16 Gaussian components with diagonal covariance matrices ($M = 16$). As mentioned in section 2.2, the F0 is linearly interpolated to be continuous so that the acoustic modeling using the GMMs is applicable for the evaluation. For $i \in \{1, 2, 3\}$, the KLDs $D_{S_i}$ are calculated between $f_i(x)$ and $g_{s_i}(x)$, and the KLDs $D_{N_i}$ are calculated between $f_i(x)$ and $g_{x_i}(x)$. The KLD between the GMMs are calculated by using the Monte Carlo sampling method (see section 2.3). In our experiments, $N = 100K$ vectors are randomly generated following the reference PDF $f_i(x)$ of each TTS system and the KLDs are calculated by using these vectors. The expectation-maximization (EM) algorithm [20] is applied once on the training data to estimate the GMMs $f_i(x)$, $i = 1, 2, 3$. However, the EM algorithm is initialization-dependent [20]. Therefore, in each KLD calculation, e.g. the $D_{S_1}$ between $f_1(x)$ and $g_{s_1}(x)$, we apply the EM algorithm 50 times on the same test data (synthetic data of the $i$th TTS system) to get 50 variational versions of $g_{s_i}(x)$. After that, the KLD $D_{S_1}$ is defined as the average of the 50 KLDs calculated between $f_1(x)$ and the 50 variational versions of $g_{s_1}(x)$. The standard deviation of $D_{S_1}$ is also calculated from these 50 KLDs.

5.2. Numerical results

Figure 2 shows the numerical results of the KLDs calculated for three systems, TTS$_1$, TTS$_2$ and TTS$_3$. It can be observed that, in each TTS system, the KLD of synthetic speech is larger than that of the natural speech. That is, the KLD, calculated in this manner, has the ability to distinguish between synthetic and natural speech. Further, it can be observed that the $D_{N_1}$ and $D_{N_2}$ are different even though the systems TTS$_1$ and TTS$_2$ use the same sets of natural speech for training and test, and the same type of acoustic feature vector is used. This difference can be explained from the fact that the TTS systems have been developed in different sites with slight differences in the pre-processing of the audio data. However, these differences raise the difficulties in comparing directly the KLDs calculated on different TTS systems.

5.3. System evaluation index

We thus propose a system evaluation index (SEI) $I$, based on the KLDs calculated on synthetic and natural speech of an HMM-
based TTS system, to evaluate the overall quality of the system. The expression of $I$ is as follows:

$$I = D_N \left(1 - \frac{D_N}{D_S}\right)$$

where $D_N$ and $D_S$ are the KLD calculated between the reference PDF $f(x)$ and the PDFs $g_N(x)$ and $g_S(x)$ of test sets consisting of natural and synthetic speech, respectively. In Equation (3), $D_N$ is used as a multiplication factor since it represents the quality of the acoustic training data and of the acoustic feature vectors used by a TTS system. The smaller the $D_N$, the better the TTS system. On the other hand, the ratio $\frac{D_N}{D_S} \leq 1$ since $D_N \leq D_S$ in general (and also as observed empirically). The closer the $D_S$ moves towards the $D_N$, the better the TTS system. Therefore, the smaller the index $I$, the better the TTS system. In an ideal system, $I = 0$ when $D_S = D_N$.

Calculating the index $I$, using the values $D_{N_1}$ and $D_{S_1}$, $i = \{1, 2, 3\}$ of the three systems TTS$_1$, TTS$_2$ and TTS$_3$, we have $I_1 = 2.05$, $I_2 = 2.35$ and $I_3 = 2.57$, i.e., the order of the three systems following their overall quality is: TTS$_1$ > TTS$_2$ > TTS$_3$.

6. MOS Perceptual Test

A MOS (mean opinion score) perceptual test is performed to evaluate subjectively the quality of the three TTS systems. From 40 utterances of synthetic speech synthesized by each TTS system, 21 utterances are selected for the perceptual test. The selected utterances are the same for three TTS systems and natural speech. Amongst 21 utterances, one is used at the beginning of the listening session in order to present the listeners with the quality of the sounds they will have to judge. The 20 remaining utterances are used for the perceptual test. From three TTS systems and the natural speech, 84 utterances were selected and presented to listeners in a random order (the scores of the first 4 utterances for familiarization were not counted).

Nine subjects participated in the test. They had to rate the overall quality of each utterance, based on a scale from 1 to 5 (1-Bad, 2-Poor, 3-Fair, 4-Good, 5-Excellent). A two-way ANOVA was run on the result. The two factors were the TTS system (4 levels) and the utterances (20 levels). The two factors have significant effects, as single factor, on the MOS score. The interaction is not significant. The TTS system factor explains most

of the observed variance ($\eta^2 = 0.63$). A post-hoc Tukey test groups the systems into 3 groups of homogeneous levels of perceived quality, ordered by descending levels of the MOS scores: natural speech, TTS$_1$ and TTS$_2$, and TTS$_3$. The MOS scores and the system evaluation indices (SEIs) $I$ are shown in Fig. 3. It can be observed from the Fig. 3 that, the SEIs correlates inversely with the MOS scores. Indeed, the smaller the SEI, the better the system, whereas, the larger the MOS score, the better the system.

7. Conclusion and Perspectives

In this paper, we have proposed to use Kullback-Leibler divergence in the evaluation of the overall quality of HMM-based speech synthesis system. The KLD is calculated between the global PDFs, which are GMMs, of the acoustic feature vectors extracted from natural training and synthetic speech data. During the evaluation, the F0 has been linearly interpolated to be continuous across unvoiced regions so that the GMMs are applicable for acoustic modeling in the evaluation. This modeling facilitates the calculation of the KLD between the GMMs by using the Monte Carlo sampling method. However, multi-space distribution (MSD) has been used for acoustic modeling, including the discontinuous F0, inside three HMM-based TTS systems which have been developed to test the objective evaluation based on the KLD.

Experimental results have shown that the KLD calculated on natural speech is substantially smaller compared to that calculated on synthetic speech synthesized by an HMM-based TTS system. We have proposed a system evaluation index (SEI) to evaluate the overall quality of an HMM-based TTS system. This index is based on the KLD, calculated on a test set of natural speech, and the relative variation of the KLDs calculated on test sets of synthetic and natural speech. Experimental results have shown that the SEI correlates inversely with the MOS score obtained by perceptual test.

The current objective evaluation method uses GMMs for acoustic modeling for the sake of the KLD calculation. Future work would investigate the calculation of KLDs between the MSDs so that the acoustic modeling for evaluation and that used in the TTS system are homogeneous. Furthermore, temporal information, e.g., duration parameter, is not taken into account in the current evaluation method. The integration of temporal information into this objective evaluation method would be one of the directions of our future work.
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