Abstract

In this paper, a novel and computationally fast algorithm for computing weighted $v$-statistics in resampling both univariate and multivariate data is proposed. To avoid any real resampling, we have linked this problem with finite group action and converted it into a problem of orbit enumeration. For further computational cost reduction, an efficient method is developed to list all orbits by their symmetry orders and calculate all index function orbit sums and data function orbit sums recursively. The computational complexity analysis shows reduction in the computational cost from $n!$ or $n^n$ level to low-order polynomial level.

1 Introduction

Resampling methods (e.g., bootstrap, cross-validation, and permutation) [3,5] are becoming increasingly popular in statistical analysis due to their high flexibility and accuracy. They have been successfully integrated into most research topics in machine learning, such as feature selection, dimension reduction, supervised learning, unsupervised learning, reinforcement learning, and active learning [2, 3, 4, 7, 9, 11, 12, 13, 20].

The key idea of resampling is to generate the empirical distribution of a test statistic by resampling with or without replacement from the original observations. Then further statistical inference can be conducted based on the empirical distribution, i.e., resampling distribution. One of the most important problems in resampling is calculating resampling statistics, i.e., the expected values of test statistics under the resampling distribution, because resampling statistics are compact representations of the resampling distribution. In addition, a resampling distribution may be approximated by a parametric model with some resampling statistics, for example, the first several moments of a resampling distribution [5, 16]. In this paper, we focus on computing resampling weighted $v$-statistics [18] (see Section 2 for the formal definition). Suppose our data includes $n$ observations, a weighted $v$-statistic is a summation of products of data function terms and index function terms, i.e., weights, over all possible $k$ observations chosen from $n$ observations, where $k$ is the order of the weighted $v$-statistic. If we treat our data as points in a multi-dimensional space, a weighted $v$-statistic can be considered as an average of all possible weighted $k$-points distances. The higher $k$, the more complicated interactions among observations can be modeled in the weighted $v$-statistic.

Machine learning researchers have already used weighted $v$-statistics in hypothesis testing, density estimation, dependence measurement, data pre-processing, and classification [6, 14, 19, 21].

Traditionally, estimation of resampling statistics is solved by random sampling since exhaustive examination of the resampling space is usually ill advised [5,16]. There is a tradeoff between accuracy and computational cost with random sampling. To date, there is no systematic and efficient solution to the issue of exact calculation of resampling statistics. Recently, Zhou et.al. [21] proposed a recursive method to derive moments of permutation distributions (i.e., empirical distribution generated by resampling without replacement). The key strategy is to divide the whole index set (i.e., indices of all possible $k$ observations) into several permutation equivalent index subsets such that the summa-
tion of the data/index function term over all permutations is invariant within each subset and can be calculated without conducting any permutation. Therefore, moments are obtained by summing up several subtotals. However, methods for listing all permutation equivalent index subsets and calculating of the respective cardinalities were not emphasized in the previous publication [21]. There is also no systematic way to obtain coefficients in the recursive relationship. Even only for calculating the first four moments of a second order resampling weighted $v$ statistic, hundreds of index subsets and thousands of coefficients have to be derived manually. The manual derivation is very tedious and error-prone. In addition, Zhou’s work is limited to permutation (resampling without replacement) and is not applicable to bootstrapping (resampling with replacement) statistics.

In this paper, we propose a novel and computationally fast algorithm for computing weighted $v$-statistics in resampling both univariate and multivariate data. In the proposed algorithm, the calculation of weighted $v$-statistics is considered as a summation of products of data function terms and index function terms over a high-dimensional index set and all possible resamplings with or without replacement. To avoid any resampling, we link this problem with finite group actions and convert it into a problem of orbit enumeration [10]. For further computational cost reduction, an efficient method has been developed to list all orbits by their symmetry order and to calculate all index function orbit sums and data function orbit sums recursively. With computational complexity analysis, we have reduced the computational cost from $n!$ or $n^n$ level to low-order polynomial level. Detailed proofs have been included in the supplementary material.

In comparison with previous work [21], this study gives a theoretical justification of the permutation equivalence partition idea and extends it to other types of resamplings. We have built up a solid theoretical framework that explains the symmetry of resampling statistics using a product of several symmetric groups. In addition, by associating this problem with finite group action, we have developed an algorithm to enumerate all orbits by their symmetry order and generated a recursive relationship for orbits sum calculation systematically. This is a critical improvement which makes the whole method fully programmable and frees ourselves from onerous derivations in [21].

2 Basic idea

In general, people prefer choosing statistics which have some symmetric properties. All resampling strategies, such as permutation and bootstrap, are also more or less symmetric. These facts motivated us to reduce the computational cost by using abstract algebra.

This study is focused on computing resampling weighted $v$-statistics, i.e., $T(x) = \sum_{i_1=1}^{n} \cdots \sum_{i_d=1}^{n} w(i_1, \cdots, i_d) h(x_{i_1}, \cdots, x_{i_d})$, where $x = (x_1, x_2, \cdots, x_n)^T$ is a collection of $n$ observations (univariate/multivariate), $w$ is an index function of $d$ indices, and $h$ is a data function of $d$ observations. Both $w$ and $h$ are symmetric, i.e., invariant under permutations of the order of variables. Weighted $v$-statistics cover a large amount of popular statistics. For example, in the case of multiple comparisons, observations are collected from $g$ groups: first group $(x_1, \cdots, x_{n_1})$, second group $(x_{n_1+1}, \cdots, x_{n_1+n_2})$, and last group $(x_{n-n_g+1}, \cdots, x_n)$, where $n_1, n_2, \cdots, n_g$ are numbers of observations in each group. In order to test the difference among groups, it is common to use the modified $F$ test statistic $T(x) = (\sum_{i=1}^{n_1} x_i)^2/n_1 + (\sum_{i=n_1+1}^{n_1+n_2} x_i)^2/n_2 + \cdots + (\sum_{i=n-n_g+1}^{n} x_i)^2/n_g$, where $n = n_1 + n_2 + \cdots + n_g$. We can rewrite the modified $F$ statistic [3] as a second order weighted $v$-statistic, i.e., $T(x) = \sum_{i_1=1}^{n_1} \sum_{i_2=1}^{n_2} w(i_1, i_2) h(x_{i_1}, x_{i_2})$, where $h(x_{i_1}, x_{i_2}) = x_{i_1} x_{i_2}$ and $w(i_1, i_2) = 1/n_q$ if both $x_{i_1}$ and $x_{i_2}$ belong to the $k$-th group, and $w(i_1, i_2) = 0$ otherwise.

The $r$-th moment of a resampling weighted $v$-statistic is:

$$E_\sigma \left( T^r (x) \right) = E_\sigma \left( \sum_{i_1, \cdots, i_d} w(i_1, \cdots, i_d) h(x_{\sigma, i_1}, \cdots, x_{\sigma, i_d}) \right)^r$$

$$= E_\sigma \left\{ \prod_{k=1}^{r} w(i_1^k, \cdots, i_d^k) \left( \prod_{k=1}^{r} h(x_{\sigma, i_1^k}, \cdots, x_{\sigma, i_d^k}) \right) \right\}$$

$$= \frac{1}{|R|} \sum_{\sigma \in R} \left\{ \prod_{k=1}^{r} w(i_1^k, \cdots, i_d^k) \left( \prod_{k=1}^{r} h(x_{\sigma, i_1^k}, \cdots, x_{\sigma, i_d^k}) \right) \right\}, \tag{1}$$
where $\sigma$ is a resampling which is uniformly distributed in the whole resampling space $R$. $|R|$, the number of all possible resamplings, is equal to $n!$ or $n^v$ for resampling without or with replacement. Thus the $r$-th moment of a resampling weighted $v$-statistic can be considered as a summation of products of data function terms and index function terms over a high-dimensional index set $U_d^r = \{1, \cdots, n\}^{dr}$ and all possible resamplings in $R$. Since both index space and resampling space are huge, it is computationally expensive for calculating resampling statistics directly.

For terminology convenience, $\{(i_1^1, \cdots, i_n^1), \cdots, (i_1^r, \cdots, i_n^r)\}$ is called an index paragraph, which includes $r$ index sentences $\langle i_1^1, \cdots, i_n^1 \rangle, k = 1, \cdots, r$, and each index sentence has $d$ index words $i_{m^k}^j, j = 1, \cdots, d$. Note that there are three different types of symmetry in computing resampling weighted $v$-statistics. The first symmetry is that permutation of the order of index words will not affect the result since the data function is assumed to be symmetric. The second symmetry is the permutation of the order of index words since multiplication is commutative. The third symmetry is that each possible resampling is equally likely to be chosen.

In order to reduce the computational cost, first, the summation order is exchanged,

$$E_\sigma(T'(x)) = \sum \left\{ \left( \prod_{k=1}^r \omega(i_1^k, \cdots, i_n^k) \right) E_\sigma \left( \prod_{k=1}^r h(x_{\sigma \cdot i_1^k}, \cdots, x_{\sigma \cdot i_n^k}) \right) \right\},$$

where $E_\sigma \left( \prod_{k=1}^r h(x_{\sigma \cdot i_1^k}, \cdots, x_{\sigma \cdot i_n^k}) \right) = \frac{1}{|R|} \sum_{E \in R} \left( \prod_{k=1}^r h(x_{\sigma \cdot i_1^k}, \cdots, x_{\sigma \cdot i_n^k}) \right)$. The whole index set $U_d^r = \{1, \cdots, n\}^{dr} = \{(i_1^1, \cdots, i_n^1), \cdots, (i_1^r, \cdots, i_n^r)\}$ is then divided into disjoint index subsets, in which $E_\sigma \left( \prod_{k=1}^r h(x_{\sigma \cdot i_1^k}, \cdots, x_{\sigma \cdot i_n^k}) \right)$ is invariant. The above index set partition simplifies the computing of resampling statistics in the following sense: (a) we only need to calculate $E_\sigma \left( \prod_{k=1}^r h(x_{\sigma \cdot i_1^k}, \cdots, x_{\sigma \cdot i_n^k}) \right)$ once per each index subset, (b) due to the symmetry of resampling, the calculation of $E_\sigma \left( \prod_{k=1}^r h(x_{\sigma \cdot i_1^k}, \cdots, x_{\sigma \cdot i_n^k}) \right)$ is equivalent to calculating the average of all data function terms within the corresponding index subset, then we can completely replace all resamplings with simple summations, and (c) for further computational cost reduction, we can sort all index subsets in their symmetry order and calculate all index subset summations recursively. We will discuss the details in the following sections for both resampling without or with replacement.

The abstract algebra terms used in this paper are listed as follows.

**Terminology.** A group is a non-empty set $G$ with a binary operation satisfying the following axioms: closure, associativity, identity, and invertibility. The symmetric group on a set, denoted as $S_n$, is the group consisting of all bijections or permutations of the set. A semigroup has an associative binary operation defined and is closed with respect to this operation, but not all its elements need to be invertible. A monoid is a semigroup with an identity element. A set of generators is a subset of group elements such that all the elements in the group can be generated by repeated composition of the generators. Let $X$ be a set and $G$ be a group. A group action is a mapping $G \times X \to X$ which satisfies the following two axioms: (a) $e \cdot x \mapsto x$ for all $x \in X$, and (b) for all $a, b \in G$ and $x \in X$, $a \cdot (b \cdot x) = (ab) \cdot x$. Here the \cdot denotes the action. It is well known that a group action defines an equivalence relationship on the set $X$, and thus provides a disjoint set partition on it. Each part of the set partition is called an orbit that denotes the trajectory moved by all elements within the group. We use symbol $[\ ]$ to represent an orbit. Two elements, $x$ and $y \in X$ fall into the same orbit if there exists a $g \in G$ such that $x = g \cdot y$. The set of orbits is denoted by $G \sslash X$. A transversal of orbits is a set of representatives containing exactly one element from each orbit. In this paper, we limit our discussion to only finite groups [10,17].

### 3 Permutation

For permutation statistics, observations are permuted in all possible ways, i.e., $R = S_n$. Based on the three types of symmetry, we link the permutation statistics calculation with a group action.

**Definition 1.** The action of $G := S_n \times S_r \times S_d^r$ on the index set $U_d^r$ is defined as
Here, $\pi_k$ denotes the permutation of the order of index words within the $k$-th index sentence, $\tau$ denotes the permutation of the order of $r$ index sentences, and $\sigma$ denotes the permutation of the value of an index word from 1 to $n$. For example, let $n = 4$, $d = 2$, $r = 2$, $\pi_1 = \pi_2 = \tau_1 = \tau_2 = 1 \rightarrow 2, 2 \rightarrow 1, 3 \rightarrow 4, 4 \rightarrow 1$, then $(\sigma, \tau, \pi, \sigma_2) \cdot \{(1, 4)(3, 4)\} = \{(3, 1)(1, 2)\}$ by $(\{1, 4\}(3, 4)) \rightarrow \{(3, 4)(1, 4)\} \rightarrow \{(3, 1)(1, 2)\}$. Note that the reason to define the action in this way is to guarantee $G \times U_d \rightarrow U_d^r$ is a group action.

In most applications, both $r$ and $d$ are much less than the sample size $n$, we assume throughout this paper that $n \gg dr$.

**Proposition 1.** The data function sum $E_\sigma \left( \prod_{k=1}^r h(x_{\sigma_1, i_1^k}, \ldots, x_{\sigma_r, i_d^k}) \right)$ is invariant within each index orbit of group action $G := S_n \times S_r \times S_d$ acting on the index set $U_d^r$ as defined in definition 1, and $E_\sigma \left( \prod_{k=1}^r h(x_{\sigma_1, i_1^k}, \ldots, x_{\sigma_r, i_d^k}) \right) = \frac{\prod_{k=1}^r h(x,j_1^k, \ldots, x,j_d^k)}{\text{card}\left(\{(i_1^1, \ldots, i_d^1), \ldots, (i_1^r, \ldots, i_d^r)\}\right)},$ (3)

where $\text{card}\left(\{(i_1^1, \ldots, i_d^1), \ldots, (i_1^r, \ldots, i_d^r)\}\right)$ is the cardinality of the orbit index, i.e., the number of indices within the index orbit $\{(i_1^1, \ldots, i_d^1), \ldots, (i_1^r, \ldots, i_d^r)\}$.

Due to the invariance property of $E_\sigma \left( \prod_{k=1}^r h(x_{\sigma_1, i_1^k}, \ldots, x_{\sigma_r, i_d^k}) \right)$, the calculation of permutation statistics can be simplified by summing up all function product terms in each index orbit.

**Proposition 2.** The $r$-th moment of permutation statistics can be obtained by summing up the product of the data function orbit sum $h_\lambda$ and the index function orbit sum $w_\lambda$ over all index orbits, $E_\sigma \left( T^r(x) \right) = \sum_{\lambda \in L} \frac{w_\lambda h_\lambda}{\text{card}(\lambda)}$, (4)

where $\lambda = \{(i_1^1, \ldots, i_d^1), \ldots, (i_1^r, \ldots, i_d^r)\}$ is a representative index paragraph, $[\lambda]$ is the index orbit including $\lambda$, and $L$ is a transversal of all index orbits. The data function orbit sum is

$$h_\lambda = \sum_{(j_1^1, \ldots, j_d^1), \ldots, (j_1^r, \ldots, j_d^r) \in [\lambda]} \prod_{k=1}^r h(x,j_1^k, \ldots, x,j_d^k),$$ (5)

and the index function orbit sum is

$$w_\lambda = \sum_{(j_1^1, \ldots, j_d^1), \ldots, (j_1^r, \ldots, j_d^r) \in [\lambda]} \prod_{k=1}^r w(j_1^k, \ldots, j_d^k).$$ (6)

Proposition 2 shows that the calculation of resampling weighted $v$-statistics can be solved by computing data function orbit sums, index function orbit sums, and cardinalities of all orbits defined in definition 1. We don’t need to conduct any real permutation at all.

Now we demonstrate how to calculate orbit cardinalities, $h_\lambda$ and $w_\lambda$. The following shows a naïve algorithm to enumerate all index paragraphs and cardinality of each orbit of $G \not\sim U_d^r$, which are needed to calculate $h_\lambda$ and $w_\lambda$. We construct a Cayley Action Graph with a vertex set of all possible index paragraphs in $U_d^r$. We connect a directed edge from $\{(i_1^1, \ldots, i_d^1), \ldots, (i_1^r, \ldots, i_d^r)\}$ to $\{(j_1^1, \ldots, j_d^1), \ldots, (j_1^r, \ldots, j_d^r)\}$ if $\{j_1^1, \ldots, j_d^1, \ldots, (j_1^1, \ldots, j_d^1)\} = g_k \cdot \{(i_1^1, \ldots, i_d^1), \ldots, (i_1^r, \ldots, i_d^r)\}$, where $g_k$ is a generator of $\{g_1, \ldots, g_p\}$, $\{g_1, \ldots, g_p\}$ is the set of generators of group $G$, i.e., $G = \langle g_1, \ldots, g_p \rangle$. It is sufficient and efficient to use the set of generators of group to construct the Cayley Action Graph, instead of using the set of all group elements. For example, we can choose $\{g_1, \ldots, g_p\} = \{\sigma_1, \sigma_2\} \times \{\tau_1, \tau_2\} \times \{\pi_1, \pi_2\}$, where $\sigma_1 = (12 \cdots n)$, $\sigma_2 = (12)$, $\tau_1 = (12 \cdots r)$, $\tau_2 = (12)$, $\pi_1 = (12 \cdots d)$, and $\pi_2 = (12)$. Here $\sigma_1 = (12 \cdots n)$ denotes the permutation $1 \rightarrow 2, 2 \rightarrow 3, \ldots, n \rightarrow 1$, and $\sigma_2 = (12)$ denotes
1 → 2, 2 → 1, 3 → 3, ⋮, n → n. Note that listing the index paragraphs of each orbit is equivalent to finding all connected components in the Cayley Action Graph, which can be performed by using existing depth-first or breadth-first search methods [15]. Figure 1 demonstrates the Cayley Action Graph of $G \setminus U_d^r$, where $d = 2$, $r = 1$, and $n = 3$. Since the main effort here is to construct the Cayley Action Graph, the computational cost of the naive algorithm is $O(n^{dr}p) = O(n^{dr}2^{2+r})$. Moreover, the memory cost is $O(n^{dr})$. Unfortunately, this algorithm is not an offline one since we usually do not know the data size $n$ before we have the data at hand, even $d$ and $r$ can be preset. In other words, we can not list all index orbits before we know the data size $n$. Moreover, since $n^{dr}2^{2+r}$ is still computationally expensive, the naive algorithm is ill advised even if $n$ is preset.

In table 1, we propose an improved offline algorithm in which we assume that $d$ and $r$ are preset. For computing $h_\lambda$ and $w_\lambda$, we find that do not need to know all the index paragraphs within each index orbit. Since each orbit is well structured, it is enough to only list a transversal of orbits $G \setminus U_d^r$ and corresponding cardinalities. For example, there are two orbits, $\{(1, 1)\}$ and $\{(1, 2)\}$, when $d = 2$ and $r = 1$. $\{(1, 1)\}$, with cardinality $n$, includes all index paragraphs with $i_1 = i_2$. $\{(1, 2)\}$, with cardinality $n(n - 1)$, includes all index paragraphs with $i_1 \neq i_2$. Actually, the transversal $L = \{(1, 1)\}$, $\{(1, 2)\}$ carries all the above information. This finding reduces the computation cost dramatically.

**Definition 2.** We define an index set $U_d^* = \{1, \cdots, dr\} = \{i_1, \cdots, i_d, \cdots, i_1, \cdots, i_d\}$, includes all index paragraphs with $i_1 \neq i_2$. Actually, the transversal $L = \{(1, 1)\}$, $\{(1, 2)\}$ carries all the above information. This finding reduces the computation cost dramatically.

Since we assumed $n \gg dr$, $U_d^*$ is a subset of the index set $U_d^r$. The group $G^*$ can be considered a subgroup of $G$ since the group $S_{dr}$ can be naturally embedded into the group $S_n$. Both $U_d^*$ and $G^*$ are unrelated to the sample size $n$.

**Proposition 3.** The transversal of $G^* \setminus U_d^*$ is also a transversal of $G \setminus U_d^r$.

By proposition 3, we notice that the listing of the transversal of $G \setminus U_d^r$ is equivalent to the listing of the transversal of $G^* \setminus U_d^*$ (see Figure 2). The latter is computationally much easier than the former since the cardinalities of $G^*$ and $U_d^*$ are much smaller than those of $G$ and $U_d^r$ when $n \gg dr$. Furthermore, finding the transversal of $G^* \setminus U_d^*$ can be done without knowing sample size $n$. Due to the structure of each orbit of $G \setminus U_d^r$, we can calculate the cardinality of each orbit of $G \setminus U_d^r$ with the transversal of $G^* \setminus U_d^*$, although $G \setminus U_d^r$ and $G^* \setminus U_d^*$ have different cardinalities for corresponding orbits.

**Figure 1:** Cayley action graph for $G \setminus U_d^r$. **Figure 2:** Finding the transversal.

<table>
<thead>
<tr>
<th>Table 1: Offline double sided searching algorithm for listing the transversal</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong> $d$ and $r$.</td>
</tr>
<tr>
<td><strong>1.</strong> Starting from an orbit representative ${(1, \cdots, d), \cdots, ((r - 1)d + 1, \cdots, rd)}$</td>
</tr>
<tr>
<td><strong>2.</strong> Construct the transversal of $S_{dr} \setminus U_d^r$ by merging</td>
</tr>
<tr>
<td><strong>3.</strong> Construct the transversal of of $G^* \setminus U_d^r$ by graph isomorphism testing</td>
</tr>
<tr>
<td><strong>4.</strong> Ending to an orbit representative ${(1, \cdots, 1), \cdots, (1, \cdots, 1)}$</td>
</tr>
<tr>
<td><strong>Output:</strong> a transversal $L$ of $G \setminus U_d^r$, $#(\lambda)$, $#(\lambda \rightarrow \nu)$, and merging order(symmetry order) of orbits</td>
</tr>
</tbody>
</table>

Comparing with the Cayley Action Graph naive algorithm, our improved algorithm lists the transversal of $G \setminus U_d^r$ and calculates the cardinalities of all orbits more efficiently. In addition, the improved algorithm also assigns a symmetry order to all orbits, which helps further reduce the computational
cost of the data function orbit sum $h_\lambda$ and the index function orbit sum $w_\lambda$. The base of our improved algorithm is on the fact that a subgroup acting on the same set causes a finer partition. On one hand, it is challenging to directly list the transversal of $G^* \setminus U^*_d$. On the other hand, it is much easier to find two related group actions, causing finer and coarser partitions of $U^*_d$. These two group actions help us find the transversal of $G^* \setminus U^*_d$ efficiently with a double sided searching method.

**Definition 3.** The action of $S_{dr}$ on the index set $U^*_d$ is defined as $m \in \{1, \ldots, d\}$, and $k \in \{1, \ldots, r\}$. Each orbit of $S_{dr} \setminus U^*_d$ is denoted by $\{(i_1, \ldots, i_d)\}^s$.

Note the group action defined in definition 3 only allows permutation of index values, it does not allow shuffling of index words within each index sentence or of index sentences. Since $S_{dr}$ is embedded in $G^*$, the set of orbits $S_{dr} \setminus U^*_d$ is a finer partition of $G^* \setminus U^*_d$. For example, both $\{(1, (2)(1, 2))\}$ and $\{(1, (2)(2, 1))\}$ are finer partitions of $\{(1, (2)(1, 2))\}$. In addition, it is easy to construct a transversal of $S_{dr} \setminus U^*_d$ by merging distinct index elements.

**Definition 4.** Given a representative $I$, which includes at least two distinct index values, for example $i \neq j$, an operation called merging replaces all index values of $i$ or $j$ with $\min(i, j)$.

For example, $\{(1, (2)(2, 3))\}$ becomes $\{(1, (1)(1, 3))\}$ after merging the index values of 1 and 2.

**Definition 5.** The action of $S_{dr} \times S_{dr}$ on the index set $U^*_d$ is defined as $d \in \{1, \ldots, d\}$, and $k \in \{1, \ldots, r\}$. Each orbit of $S_{dr} \setminus U^*_d$ is denoted by $\{(i_1, \ldots, i_d)\}^s$.

Since the group action defined in definition 5 allows free shuffling of the order of all $dr$ index words, the order does not matter for $S_{dr} \times S_{dr} \setminus U^*_d$ and shuffling can across different sentences. For example, $\{(1, (1)(1, 2))\}$ is a finer partition of $G^* \setminus U^*_d$.

**Proposition 4.** A transversal of $S_{dr} \setminus U^*_d$ can be generated by all possible mergings of $\{(1, \ldots, d), \ldots, (d(r - 1) + 1, \ldots, dr)\}$.

**Proposition 5.** Enumerating a transversal of $S_{dr} \setminus U^*_d$ is equivalent to the integer partition of $dr$.

We start the transversal graph construction from an initial orbit $\{(1, \ldots, d), \ldots, (d(r - 1) + 1, \ldots, dr)\}$, i.e., all index elements have distinct values. Then we generate new orbits of $S_{dr} \setminus U^*_d$ by merging distinct index values in existing orbits until we meet $\{(1, \ldots, 1), \ldots, (1, \ldots, 1)\}$, i.e., all index elements have equal values. We also add an edge from an existing orbit to a new orbit generated by merging the existing one. The procedure for $d = 2$, $r = 2$ case is shown in Figure 3.

Now we generate the transversal of $G^* \setminus U^*_d$ from that of $S_{dr} \setminus U^*_d$. This can be done by checking whether two orbits in $S_{dr} \setminus U^*_d$ are equivalent in $G^* \setminus U^*_d$. Actually, orbit equivalence checking is equivalent to the classical graph isomorphism problem since we can consider each index word as a vertex and connect two index words if they belong to the same index sentence.

The graph isomorphism testing can be done by Luks’s famous algorithm [1,15] with computational cost $\exp(O(\sqrt{v \log v}))$, where $v$ is the number of vertices. Figure 4 shows a transversal of $G^* \setminus U^*_d$ generated from that of $S_{dr} \setminus U^*_d$ (Figure 3). By proposition 3, it is also a transversal of $G^* \setminus U^*_d$. Since $G^* \setminus U^*_d$ is a finer partition of $S_{dr} \setminus S_{dr} \setminus U^*_d$, orbit equivalence testing is only necessary when two orbits of $S_{dr} \setminus U^*_d$ correspond to the same integer partition. This is why we named this algorithm double sided searching.

---

Figure 3: Transversal graph for $S_d \setminus U^*_d$.

Figure 4: Transversal graph for $G \setminus U^*_d$. 

\[ \text{Figure 3: Transversal graph for } S_d \setminus U^*_d. \]

\[ \text{Figure 4: Transversal graph for } G \setminus U^*_d. \]
Definition 6. For any two index orbit representatives $\lambda \in L$ and $\nu \in L$, we say that $\nu$ has a lower merging or symmetry order than that of $\lambda$, i.e., $\nu \prec \lambda$, if $[\nu]$ can be obtained from $[\lambda]$ by several mergings. Or there is a path from $[\lambda]$ to $[\nu]$ in the transversal graph. Here $L$ denotes a transversal set of all orbits.

Definition 7. We define $\#(\lambda)$ as the number of $S_{dr} \setminus U_{d}^{r*}$ orbits in $[\lambda]$. We also define $\#(\lambda \rightarrow \nu)$ as the number of different $[\nu]$’s which can be reached from a $[\lambda]$.

It is easy to get $\#(\lambda)$ when we generate a transversal graph of $G \setminus U_{d}^{r*}$ from that of $S_{dr} \setminus U_{d}^{r*}$. The $\#(\lambda \rightarrow \nu)$ can also be obtained from the transversal graph of $G \setminus U_{d}^{r*}$ by counting the number of different $[\nu]$’s which can be reached from a $[\lambda]$.

The difficulty for computing data function orbit sum and index function orbit sum comes from two constraints: equal constraint and unequal constraint. For example, in the orbit $\{(1,1),(2,2)\}$, the equal constraint is that the first and the second index values are equal and the third and fourth index values are also equal. On the other hand, the unequal constraint requires that the first two index values are different from the last two. Due to the difficulties mentioned, we solve this problem by first relaxing the unequal constraint and then applying the principle of inclusion and exclusion.

Thus, the calculation of an orbit sum can be separated into two parts: the relaxed orbit sum without unequal constraint and lower order orbit sums. For example, the relaxed index function orbit sum is

$$w_{\lambda} = \sum_{i,j} w(i,i)w(j,j) = \left(\sum_{i} w(i,i)\right)^{2}.$$

Proposition 6. The index function orbit sum $w_{\lambda}$ can be calculated by subtracting all lower order orbit sums from the corresponding relaxed index function orbit sum $w_{\lambda}$, i.e., $w_{\lambda} = w_{\lambda} - \sum_{\nu < \lambda} w_{\nu} \#(\lambda \rightarrow \nu) \#(\lambda \rightarrow \nu)$. The cardinality of $[\lambda]$ is $\#(\lambda)n(n-1)\cdots(n-q+1)$, where $q$ is the number of distinct values in $\lambda$. The calculation of the data index function orbit sum $h_{\lambda}$ is similar.

So the computational cost mainly depends on the calculation of relaxed orbit sum and the lowest order orbit sum. The computational cost of the lowest order term is $O(n)$. The calculation of relaxed orbit can be done by Zhou’s greedy graph search algorithm [21].

Proposition 7. For $d \geq 2$, let $m(m-1)/2 \leq rd(d-1)/2 < (m+1)m/2$, where $r$ is the order of moment and $m$ is an integer. For a $d$-th order weighted $v$-statistic, the computational cost of the orbit sum for the $r$-th moment is bounded by $O(n^{m})$. When $d = 1$, the computational complexity of the orbit sum is $O(n)$.

4 Bootstrap

Since Bootstrap is resampling with replacement, we need to change $S_{n}$ to the set of all possible endofunctions $\text{End}_{n}$ in our computing scheme. In mathematics, an endofunction is a mapping of a set to its subset. With this change, $H := \text{End}_{n} \times S_{r} \times S_{r}^{*}$ acting on $U_{d}^{r*}$ becomes a monoid action instead of a group action since endofunction is not invertible. The monoid action also divides the $U_{d}^{r*}$ into several subsets. However, these subsets are not necessarily disjoint after mapping. For example, when $d = 2$ and $r = 1$, we can still divide the index set $U_{d}^{2}$ into two subsets, i.e., $\{(1,1)\}$ and $\{(1,2)\}$. However, $\{(1,2)\}$ is mapped to $U_{d}^{2} = \{(1,2)\} \cup \{(1,1)\}$ by monoid action $H \times U_{d}^{2} \rightarrow U_{d}^{2}$, although $\{(1,1)\}$ is still mapped to itself. Fortunately, the computation of Bootstrap weighted $v$-statistics only needs index function orbit sums and relaxed data function orbit sums in the corresponding permutation computation. Therefore, the Bootstrap weighted $v$-statistics calculation is just a sub-problem of permutation weighted $v$-statistics calculation.

Proposition 8. We can obtain the $r$-th moment of bootstrapping weighted $v$-statistics by summing up the product of the index function orbit sum $w_{\lambda}$ and the relaxed data function orbit sum $h_{\lambda}$ over all index orbits, i.e.,

$$E_{\sigma} \langle T^{r}(x) \rangle = \sum_{\lambda \in L} \frac{w_{(\lambda)}h_{\lambda}}{\text{card}([\lambda])},$$

where $\sigma \in \text{End}_{n}$, $\text{card}([\lambda]) = \#(\lambda)n^{q}$, and $q$ is the number of distinct values in $\lambda$. 
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Table 2: Comparison of accuracy and complexity for calculation of resampling statistics.

<table>
<thead>
<tr>
<th>Methods</th>
<th>2nd moment</th>
<th>3rd</th>
<th>4th</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Permutation Linear</td>
<td>0.7172</td>
<td>-0.8273</td>
<td>1.0495</td>
<td>1.1153e3</td>
</tr>
<tr>
<td>Our</td>
<td>0.7172</td>
<td>-0.8273</td>
<td>1.0495</td>
<td>0.0057</td>
</tr>
<tr>
<td>Random</td>
<td>0.7014</td>
<td>-0.8326</td>
<td>1.0555</td>
<td>0.5605</td>
</tr>
<tr>
<td>Quadratic Linear</td>
<td>1.0611e3</td>
<td>-4.6020e4</td>
<td>2.1560e6</td>
<td>1.718e3</td>
</tr>
<tr>
<td>Exact</td>
<td>1.0611e3</td>
<td>-4.6020e4</td>
<td>2.1560e6</td>
<td>0.006</td>
</tr>
<tr>
<td>Our</td>
<td>1.0569e3</td>
<td>-4.5785e4</td>
<td>2.1825e6</td>
<td>2.405</td>
</tr>
<tr>
<td>Random</td>
<td>1.0590e3</td>
<td>-4.5927e4</td>
<td>2.1825e6</td>
<td>2.405</td>
</tr>
<tr>
<td>Bootstrap Linear</td>
<td>3.5166</td>
<td>8.9737</td>
<td>35.4241</td>
<td>204.4381</td>
</tr>
<tr>
<td>Exact</td>
<td>3.5166</td>
<td>8.9737</td>
<td>35.4241</td>
<td>0.0053</td>
</tr>
<tr>
<td>Our</td>
<td>3.4705</td>
<td>8.8990</td>
<td>34.6935</td>
<td>0.3294</td>
</tr>
<tr>
<td>Random</td>
<td>2.4739e3</td>
<td>-6.0322e6</td>
<td>2.6998e8</td>
<td>445.536</td>
</tr>
<tr>
<td>Quadratic</td>
<td>2.4739e3</td>
<td>-6.0322e6</td>
<td>2.6998e8</td>
<td>0.005</td>
</tr>
<tr>
<td>Exact</td>
<td>2.4739e3</td>
<td>-6.0322e6</td>
<td>2.6998e8</td>
<td>445.536</td>
</tr>
<tr>
<td>Our</td>
<td>2.4739e3</td>
<td>-6.0322e6</td>
<td>2.6998e8</td>
<td>0.005</td>
</tr>
<tr>
<td>Random</td>
<td>2.4576e5</td>
<td>-5.9825e6</td>
<td>2.6589e8</td>
<td>1.987</td>
</tr>
</tbody>
</table>

The computational cost of bootstrapping weighted \( v \)-statistics is the same level as that of permutation statistics.

5 Numerical results

To evaluate the accuracy and efficiency of our methods, we generate simulated data and conduct permutation and bootstrapping for both linear test statistic \( \sum_{i=1}^{n} w(i)h(x_i) \) and quadratic test statistic \( \sum_{i_1=1}^{n} \sum_{i_2=1}^{n} w(i_1, i_2)h(x_{i_1, x_{i_2}}) \). To demonstrate the universal applicability of our method and prevent a chance result, we generate \( w(i), h(x_i), w(i_1, i_2), h(x_{i_1, x_{i_2}}) \) randomly. We compare the accuracy and complexity among exact permutation/bootstrap, random permutation/bootstrap (10,000 times), and our methods. Table 2 shows comparisons for computing the second, third, and fourth moments of permutation statistics with 11 observations (the running time is in seconds) and of bootstrap statistics with 8 observations.

In all cases, our method achieves the same moments as those of exact permutation/bootstrap, and reduces computational cost dramatically comparing with both random sampling and exact sampling. For demonstration purpose, we choose a small sample size here, i.e., sample size is 11 for permutation and 8 for bootstrap. Our method is expected to gain more computational efficiency as \( n \) increases.

6 Conclusion

In this paper, we propose a novel and computationally fast algorithm for computing weighted \( v \)-statistics in resampling both univariate and multivariate data. Our theoretical framework reveals that the three types of symmetry in resampling weighted \( v \)-statistics can be represented by a product of symmetric groups. As an exciting result, we demonstrate the calculation of resampling weighted \( v \)-statistics can be converted into the problem of orbit enumeration. A novel efficient orbit enumeration algorithm has been developed by using a small group acting on a small index set. For further computational cost reduction, we sort all orbits by their symmetry order and calculate all index function orbit sums and data function orbit sums recursively. With computational complexity analysis, we have reduced the computational cost from \( n! \) or \( n^n \) level to low-order polynomial level.
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Supplementary Material

Proposition 1. The data function sum $E_\sigma \left( \prod_{k=1}^r h(x_{\sigma(i_1^k)}, \cdots, x_{\sigma(i_r^k)}) \right)$ is invariant within each index orbit of group action $G := S_n \times S_r \times S_d$ acting on the index set $U_d^r$ as defined in definition 1, and $E_\sigma \left( \prod_{k=1}^r h(x_{\sigma(i_1^k)}, \cdots, x_{\sigma(i_r^k)}) \right) = \sum_{\{j_1^1, \cdots, j_d^1\}, \cdots, \{j_1^r, \cdots, j_d^r\}} \prod_{k=1}^r h(x_{\sigma(i_1^k)}, \cdots, x_{\sigma(i_r^k)}) \left( \prod_{k=1}^r h(x_{\sigma(i_1^k)}, \cdots, x_{\sigma(i_r^k)}) \right)$

$$E_\sigma \left( \prod_{k=1}^r h(x_{\sigma(i_1^k)}, \cdots, x_{\sigma(i_r^k)}) \right) = \sum_{\{j_1^1, \cdots, j_d^1\}, \cdots, \{j_1^r, \cdots, j_d^r\}} \prod_{k=1}^r h(x_{\sigma(i_1^k)}, \cdots, x_{\sigma(i_r^k)}) \left( \prod_{k=1}^r h(x_{\sigma(i_1^k)}, \cdots, x_{\sigma(i_r^k)}) \right) \left( \prod_{k=1}^r h(x_{\sigma(i_1^k)}, \cdots, x_{\sigma(i_r^k)}) \right)$$

(1)

where card $\left( \{\{i_1^1, \cdots, i_d^1\}, \cdots, \{i_1^r, \cdots, i_d^r\}\} \right)$ is the cardinality of the index orbit, i.e., the number of indices within the index orbit $\{\{i_1^1, \cdots, i_d^1\}, \cdots, \{i_1^r, \cdots, i_d^r\}\}$.

Proof: first, it is obvious that $G := S_n \times S_r \times S_d$ is a group with identity $e_G = (e_n, e_r, e_d, \cdots, e_d)$, where $e_n$, $e_r$, and $e_d$ are identity mappings of $S_n$, $S_r$, and $S_d$ respectively. Then it is easy to verify that $e_G \cdot \{\{i_1^1, \cdots, i_d^1\}, \cdots, \{i_1^r, \cdots, i_d^r\}\} = \{\{i_1^1, \cdots, i_d^1\}, \cdots, \{i_1^r, \cdots, i_d^r\}\}$.

In addition, let $g_1 = (\sigma_1, \tau_1, \pi_1, \cdots, \pi_1, \cdots, \pi_r)$ and $g_2 = (\sigma_2, \tau_2, \pi_2, \cdots, \pi_2, \cdots, \pi_r) \in G$, then $g_1 \cdot g_2 \cdot \{\{i_1^1, \cdots, i_d^1\}, \cdots, \{i_1^r, \cdots, i_d^r\}\}$

$\{\{i_1^1, \cdots, i_d^1\}, \cdots, \{i_1^r, \cdots, i_d^r\}\}$

Therefore, the action defined in definition 1 is a group action acting on the set of $U_d^r$. It is well known that a group action partitions the set into disjoint orbits. By the definition of orbit, for any index paragraph

$\{\{j_1^1, \cdots, j_d^1\}, \cdots, \{j_1^r, \cdots, j_d^r\}\} \in \{\{i_1^1, \cdots, i_d^1\}, \cdots, \{i_1^r, \cdots, i_d^r\}\}$,

there exists a $(\tilde{\sigma}, \tau, \pi_1, \cdots, \pi_r) \in G$ such that

$\{\{j_1^1, \cdots, j_d^1\}, \cdots, \{j_1^r, \cdots, j_d^r\}\} = (\tilde{\sigma}, \tau, \pi_1, \cdots, \pi_r) \cdot \{\{i_1^1, \cdots, i_d^1\}, \cdots, \{i_1^r, \cdots, i_d^r\}\}$.

Since the data function $h$ is symmetric and multiplication is commutative,

$E_\sigma \left( \prod_{k=1}^r h(x_{\sigma(i_1^k)}, \cdots, x_{\sigma(i_r^k)}) \right) = \frac{1}{|S_n|} \sum_{\sigma \in S_n} \left( \prod_{k=1}^r h(x_{\sigma(i_1^k)}, \cdots, x_{\sigma(i_r^k)}) \right)$

$= E_\sigma \left( \prod_{k=1}^r h(x_{\sigma(i_1^k)}, \cdots, x_{\sigma(i_r^k)}) \right) = E_\sigma \left( \prod_{k=1}^r h(x_{\sigma(i_1^k)}, \cdots, x_{\sigma(i_r^k)}) \right)$.

So $E_\sigma \left( \prod_{k=1}^r h(x_{\sigma(i_1^k)}, \cdots, x_{\sigma(i_r^k)}) \right)$ is invariant within each index orbit. In addition, since a permutation moves any obit to itself, we get

$\sum_{\{j_1^1, \cdots, j_d^1\}, \cdots, \{j_1^r, \cdots, j_d^r\}} \left( \prod_{k=1}^r h(x_{\sigma(i_1^k)}, \cdots, x_{\sigma(i_r^k)}) \right)$

$= \sum_{\{j_1^1, \cdots, j_d^1\}, \cdots, \{j_1^r, \cdots, j_d^r\}} \left( \prod_{k=1}^r h(x_{\sigma(i_1^k)}, \cdots, x_{\sigma(i_r^k)}) \right)$, thus
\[\text{card}([((i_1^1, \cdots, i_d^1), \cdots, (i_1^r, \cdots, i_d^r))]) E_{\sigma} \left( \prod_{k=1}^{r} h(x_{\sigma \cdot i_1^k}, \cdots, x_{\sigma \cdot i_d^k}) \right)\]

\[= \sum_{\{ (i_1^1, \cdots, i_d^1), \cdots, (i_1^r, \cdots, i_d^r) \}} E_{\sigma} \left( \prod_{k=1}^{r} h(x_{\sigma \cdot j_1^k}, \cdots, x_{\sigma \cdot j_d^k}) \right)\]

\[= E_{\sigma} \left( \prod_{k=1}^{r} h(x_{\sigma \cdot j_1^k}, \cdots, x_{\sigma \cdot j_d^k}) \right)\]

Finally, we get

\[E_{\sigma} (\prod_{k=1}^{r} h(x_{\sigma \cdot i_1^k}, \cdots, x_{\sigma \cdot i_d^k})) = \frac{\sum_{\{ (i_1^1, \cdots, i_d^1), \cdots, (i_1^r, \cdots, i_d^r) \}} \prod_{k=1}^{r} h(x_{j_1^k}, \cdots, x_{j_d^k}) \cdot \text{card}([((i_1^1, \cdots, i_d^1), \cdots, (i_1^r, \cdots, i_d^r))])}{\text{card}([((i_1^1, \cdots, i_d^1), \cdots, (i_1^r, \cdots, i_d^r))])}\]  \hspace{1cm} (2)

**Proposition 2.** The \(r\)-th moment of permutation statistics can be obtained by summing up the product of the data function orbit sum \(h_{\lambda}\) and the index function orbit sum \(w_{\lambda}\) over all index orbits, i.e.,

\[E_{\sigma} (T^r(x)) = \sum_{\lambda \in L} \frac{w_{\lambda} h_{\lambda}}{\text{card}([\lambda])},\]  \hspace{1cm} (3)

where \(\lambda = \{ (i_1^1, \cdots, i_d^1), \cdots, (i_1^r, \cdots, i_d^r) \}\) is a representative index paragraph, \([\lambda]\) is the index orbit including index paragraph \(\lambda\), and \(L\) is a transversal of all index orbits. The data function orbit sum is

\[h_{\lambda} = \sum_{\{ (i_1^1, \cdots, i_d^1), \cdots, (i_1^r, \cdots, i_d^r) \} \in [\lambda]} \prod_{k=1}^{r} h(x_{j_1^k}, \cdots, x_{j_d^k}),\]  \hspace{1cm} (4)

and the index function orbit sum is

\[w_{\lambda} = \sum_{\{ (i_1^1, \cdots, i_d^1), \cdots, (i_1^r, \cdots, i_d^r) \} \in [\lambda]} \prod_{k=1}^{r} w(j_1^k, \cdots, j_d^k).\]  \hspace{1cm} (5)

**Proof:** With Proposition 1, \(E_{\sigma} (\prod_{k=1}^{r} h(x_{\pi (i_1^k)}, \cdots, x_{\pi (i_d^k)})\) is invariant within each equivalent index subset, therefore,

\[E_{\sigma} (T^r(x)) = \sum_{i_1^1, \cdots, i_d^1, \cdots, i_1^r, \cdots, i_d^r} \left\{ \left( \prod_{k=1}^{r} w(i_1^k, \cdots, i_d^k) \right) E_{\sigma} \left( \prod_{k=1}^{r} h(x_{\sigma \cdot i_1^k}, \cdots, x_{\sigma \cdot i_d^k}) \right) \right\}\]

\[= \sum_{\lambda \in L} \sum_{\{ (j_1^1, \cdots, j_d^1), \cdots, (j_1^r, \cdots, j_d^r) \} \in [\lambda]} \left\{ \left( \prod_{k=1}^{r} w(j_1^k, \cdots, j_d^k) \right) E_{\sigma} \left( \prod_{k=1}^{r} h(x_{\sigma \cdot j_1^k}, \cdots, x_{\sigma \cdot j_d^k}) \right) \right\}\]

\[= \sum_{\lambda \in L} \sum_{\{ (j_1^1, \cdots, j_d^1), \cdots, (j_1^r, \cdots, j_d^r) \} \in [\lambda]} \prod_{k=1}^{r} \frac{w(j_1^k, \cdots, j_d^k) h_{\lambda}}{\text{card}([\lambda])} = \sum_{\lambda \in L} \frac{w_{\lambda} h_{\lambda}}{\text{card}([\lambda])}.\]  \hspace{1cm} (6)
Proposition 3. The transversal of $G^* \setminus U_d^*$ is also a transversal of $G \setminus U_d^*$.

Proof: We define a mapping $\theta : G \setminus U_d^* \rightarrow G^* \setminus U_d^*$ as follows:
\[
\forall \{(i_1^1, \ldots, i_1^d), \ldots, (i_r^1, \ldots, i_r^d)\} \in U_d^*, \\
\theta[\{(i_1^1, \ldots, i_1^d), \ldots, (i_r^1, \ldots, i_r^d)\}] := \{(\sigma_1, e_r, e_d, \ldots, e_d)\{(i_1^1, \ldots, i_1^d), \ldots, (i_r^1, \ldots, i_r^d)\}\}
\]
where $\sigma_1 \in S_n$. $U_d^* \rightarrow U_d^*$ permutes the smallest index value to 1, permutes the second smallest index value to 2, and so on.

First, we prove the mapping $\theta$ is well-defined. We choose any two index paragraphs belonging to the same orbit, $\{(i_1^1, \ldots, i_1^d), \ldots, (i_r^1, \ldots, i_r^d)\} = \{(j_1^1, \ldots, j_1^d), \ldots, (j_r^1, \ldots, j_r^d)\}$. So there exists $g = (\sigma, r, \pi_1, \ldots, \pi_r) \in G$ such that
\[
\{(i_1^1, \ldots, i_1^d), \ldots, (i_r^1, \ldots, i_r^d)\} = \{(\sigma, r, \pi_1, \ldots, \pi_r)\{(j_1^1, \ldots, j_1^d), \ldots, (j_r^1, \ldots, j_r^d)\}\},
\]
By applying the mapping $\theta$ with $g_\theta = (\sigma_1, \epsilon_r, \epsilon_d, \ldots, \epsilon_d)$ and $g_\epsilon = (\epsilon_2, \epsilon_r, \epsilon_d, \ldots, \epsilon_d)$, we have
\[
\{(i_1^1, \ldots, i_1^d), \ldots, (i_r^1, \ldots, i_r^d)\} = g_\theta \{(i_1^1, \ldots, i_1^d), \ldots, (i_r^1, \ldots, i_r^d)\},
\]
\[
\{(j_1^1, \ldots, j_1^d), \ldots, (j_r^1, \ldots, j_r^d)\} = g_\epsilon \{(j_1^1, \ldots, j_1^d), \ldots, (j_r^1, \ldots, j_r^d)\},
\]
and
\[
\{(i_1^1, \ldots, i_r^d), \ldots, (i_r^1, \ldots, i_r^d)\} = g_\theta \epsilon \{(j_1^1, \ldots, j_r^d), \ldots, (j_1^1, \ldots, j_r^d)\},
\]
where $g_\theta \epsilon \{(j_1^1, \ldots, j_r^d), \ldots, (j_1^1, \ldots, j_r^d)\}$.

Secondly, we prove the mapping $\theta$ is one-to-one. For the sake of contradiction,
\[
\forall \{(i_1^1, \ldots, i_1^d), \ldots, (i_r^1, \ldots, i_r^d)\} \neq \{(j_1^1, \ldots, j_1^d), \ldots, (j_r^1, \ldots, j_r^d)\},
\]
then there exists a $g^* = (\sigma^*, r, \pi_1, \ldots, \pi_r) \in G^*$, such that
\[
\{(i_1^1, \ldots, i_r^d), \ldots, (i_r^1, \ldots, i_r^d)\} = g^* \{(j_1^1, \ldots, j_r^d), \ldots, (j_1^1, \ldots, j_r^d)\},
\]
\[
\{(i_1^1, \ldots, i_r^d), \ldots, (i_r^1, \ldots, i_r^d)\} = g^* \{(j_1^1, \ldots, j_r^d), \ldots, (j_1^1, \ldots, j_r^d)\},
\]
Similarly, it is straightforward to verify that $g_\theta \epsilon \{(j_1^1, \ldots, j_r^d), \ldots, (j_1^1, \ldots, j_r^d)\}$.

Then, we prove the mapping $\theta$ is onto. This is obvious because $U_d^* \subset U_d^*$. A representative of any orbit in $G^* \setminus U_d^*$ itself is also a representative of the corresponding orbit in $G \setminus U_d^*$.

Proposition 4. A transversal of $S_d \setminus U_d^*$ can be generated by all possible mergings of $\{(1, \ldots, d), \ldots, (d(r-1) + 1, \ldots, dr)\}$.

Proof: It is easy to verify that $\{(1, \ldots, d), \ldots, (d(r-1) + 1, \ldots, dr)\}$ is an orbit of $S_d \setminus U_d^*$. Here, $\{(1, \ldots, d), \ldots, (d(r-1) + 1, \ldots, dr)\}$ denotes the orbit that all $dr$ index words have distinct index values. Since the group action $S_d \times U_d^* \rightarrow U_d^*$ permutes any shuffling of index words and allows permutation of index values, each orbit of $S_d \setminus U_d^*$ is determined by which orbit of $G^* \setminus U_d^*$ it corresponds to. For example, starting from $\{(1,2)(3,4)\}$, we can get the orbit of $\{(1,2)(1,2)\}$ by merging 1 and 3, and 2 and 4.

Proposition 5. Enumerating a transversal of $S_d \times S_d \setminus U_d^*$ is equivalent to the integer partition of $dr$.

Proof: Since the group action $S_d \times S_d \times U_d^* \rightarrow U_d^*$ allows free shuffling of index words and permutation of index values, the order of index words does not matter now. Each orbit of $S_d \times S_d \setminus U_d^*$ is determined by how many (not which) index words have the same index values. For example, $\{(1,2)(1,2)\}$ corresponds to the integer partition of $dr$. In the previous example, $\{(1,2)(1,2)\}$ corresponds to the integer partition
of $4 = 2 + 2$.

**Proposition 6.** The index function orbit sum $w_\lambda$ can be calculated by subtracting all lower order orbit sums from the corresponding relaxed index function orbit sum $w^*_\lambda$, i.e., $w_\lambda = w^*_\lambda - \sum_{\nu<\lambda} w^* \frac{\#(\lambda)}{\#(\nu)} \#(\lambda \rightarrow \nu)$. The cardinality of $[\lambda]$ is $\#([\lambda])n(n-1)\cdots(n-q+1)$, where $q$ is the number of distinct values in $\lambda$. The calculation of the data index function orbit sum $h_\lambda$ is similar.

**Proof:** In order to calculate $w_\lambda$, we can calculate the relaxed orbit sum $w^*_\lambda$ first, then exclude all terms violating the inequality constraint. Note that each relaxed orbit sum includes all orbit sums that have lower symmetric orders. Since each orbit $[(\lambda)]$ includes $\#(\lambda)$ different $[(\lambda)]$ violating the inequality constraint in a relaxed orbit sum is equivalent to all sorts of merging operations, $w_\lambda = w^*_\lambda - \sum_{\nu<\lambda} w^* \frac{\#(\lambda)}{\#(\nu)} \#(\lambda \rightarrow \nu)$. It is obvious that there are $n(n-1)\cdots(n-q+1)$ index words within each $[(\lambda)]$. Therefore, the cardinality of $[\lambda]$ is $\#([\lambda])n(n-1)\cdots(n-q+1)$.

**Proposition 7.** For $d \geq 2$, let $m(m-1)/2 \leq rd(d-1)/2 < (m+1)m/2$, where $r$ is the order of moment and $m$ is an integer. For a $d$-th order weighted $\nu$-statistic, the computational cost of the orbit sum for the $r$-th moment is bounded by $O(n^m)$. When $d = 1$, the computational complexity of the orbit sum is $O(n)$.

**Proof:** As we know, the main computational cost comes from computing relaxed data function orbit sums. When $d = 1$, each relaxed sum can be represented by a polynomial of power sums, thus the computational complexity is $O(n)$. When $d \geq 2$, the computational complexity depends on the largest symmetric subgraph among all relaxed index orbit graph representations needed for the $r$-th moment. Since there are at most $rd(d-1)/2$ edges connecting distinct index words, the computational cost of the orbit sum for the $r$-th moment is bounded by $O(n^m)$, where $m$ is an integer that satisfies $m(m-1)/2 \leq rd(d-1)/2 < (m+1)m/2$.

**Proposition 8.** We can obtain the $r$-th moment of bootstrapping weighted $\nu$-statistics by summing up the product of the index function orbit sum $w_\lambda$ and the relaxed data function orbit sum $h^*_\lambda$ over all index orbits, i.e.,

$$E_\sigma(T^r(x)) = \frac{1}{\text{card}([\lambda^*])} \sum_{\lambda \in L} \frac{w_\lambda h^*_\lambda}{\text{card}([\lambda^*])},$$

where $\sigma \in \text{End}_n$, $\text{card}([\lambda^*]) = \#([\lambda])n^q$, and $q$ is the number of distinct values in $\lambda$.

**Proof:** Similar to proposition 1, we divide the index set $U^r_d$ into index orbits $G \upharpoonright U^r_d$ by $G := S_n \times S_r \times S^d_\delta$ acting on $U^r_d$, not monoid action $H \times U^r_d \rightarrow U^r_d$. Therefore,

$$E_\sigma(T^r(x)) = \sum_{i_1, \ldots, i_d} \left\{ \left( \prod_{k=1}^{r} w(i_1^k, \ldots, i_d^k) \right) E_\sigma \left( \prod_{k=1}^{r} h(x_{\sigma^{-1}i_1^k}, \ldots, x_{\sigma^{-1}i_d^k}) \right) \right\}$$

$$= \sum_{\lambda \in L} \sum_{(j_1, \ldots, j_d) \in [\lambda]} \left\{ \left( \prod_{k=1}^{r} w(j_1^k, \ldots, j_d^k) \right) E_\sigma \left( \prod_{k=1}^{r} h(x_{\sigma j_1^k}, \ldots, x_{\sigma j_d^k}) \right) \right\}$$

It is obvious that each index paragraph is mapped to a same index subset (we call it bootstrap index subset) by the monoid action $H \times U^r_d \rightarrow U^r_d$ since $\sigma \in \text{End}_n$ is uniformly distributed. For resampling with replacement, there are $\text{card}([\lambda^*]) = \#([\lambda])n^q$ index paragraphs within the bootstrap index subset. $E_\sigma\left( \prod_{k=1}^{r} h(x_{\sigma j_1^k}, \ldots, x_{\sigma j_d^k}) \right)$ is equivalent to the corresponding relaxed data function sum $h^*_\lambda$ divided by $\text{card}([\lambda^*])$, i.e.,

$$E_\sigma\left( \prod_{k=1}^{r} h(x_{\sigma j_1^k}, \ldots, x_{\sigma j_d^k}) \right) = \frac{h^*_\lambda}{\text{card}([\lambda^*])}.$$
First order test statistics

The first moment

\[ [U^1_i] = \{1\} \]

(8)

\[ w_{\{1\}} = \sum_{i \in \{1\}} w(i) = \sum_i w(i) \]

(9)

\[ E(T) = \frac{h_{\{1\}}}{\#(\{1\})} w_{\{1\}} = \frac{h_{\{1\}}}{n} w_{\{1\}} \]

(10)

The second moment

\[ [U^2_i] = \{1, 1\} \cup \{1, 2\} \]

(11)

\[ w_{\{1,1\}} = \sum_{i_1, i_2 \in \{1, 1\}} w(i_1) w(i_2) = \sum_i w(i)^2 \]

(12)

\[ w_{\{1,2\}}^* = \sum_{i_1, i_2} w(i_1) w(i_2) = (\sum_i w(i))^2 \]

(13)

\[ w_{\{1,2\}} = \sum_{i_1, i_2 \in \{1, 2\}} w(i_1) w(i_2) = w_{\{1,2\}}^* - \frac{1}{1} \times 1 \times w_{\{1,1\}} \]

(14)

\[ E(T^2) = \frac{h_{\{1,1\}}}{\#(\{1, 1\})} w_{\{1,1\}} + \frac{h_{\{1,2\}}}{\#(\{1, 2\})} w_{\{1,2\}} \]

(15)

\[ = \frac{h_{\{1,1\}}}{n} w_{\{1,1\}} + \frac{h_{\{1,2\}}}{n(n-1)} w_{\{1,2\}} \]

The third moment

\[ [U^3_i] = \{1, 1, 1\} \cup \{1, 1, 2\} \cup \{1, 2, 3\} \]

(16)

\[ w_{\{1,1,1\}} = \sum_{i_1, i_2, i_3 \in \{1, 1, 1\}} w(i_1) w(i_2) w(i_3) = \sum_i w(i)^3 \]

(17)

\[ w_{\{1,1,2\}}^* = 3 \times \sum_{i,j} w(i)^2 w(j) = 3 \times (\sum_i w(i)^2) (\sum_j w(j)) \]

(18)

\[ w_{\{1,1,2\}} = \sum_{i_1, i_2, i_3 \in \{1, 1, 2\}} w(i_1) w(i_2) w(i_3) = w_{\{1,1,2\}}^* - \frac{3}{1} \times 1 \times w_{\{1,1,1\}} \]

(19)

\[ w_{\{1,2,3\}}^* = \sum_{i,j,k} w(i) w(j) w(k) = (\sum_i w(i))^3 \]

(20)

\[ w_{\{1,2,3\}} = \sum_{i,j,k} w(i) w(j) w(k) = w_{\{1,2,3\}}^* - w_{\{1,1,2\}} - w_{\{1,1,1\}} \]

(21)

\[ E(T^3) = \frac{h_{\{1,1,1\}}}{\#(\{1, 1, 1\})} w_{\{1,1,1\}} + \frac{h_{\{1,1,2\}}}{\#(\{1, 1, 2\})} w_{\{1,1,2\}} + \frac{h_{\{1,2,3\}}}{\#(\{1, 2, 3\})} w_{\{1,2,3\}} \]

(22)

\[ = \frac{h_{\{1,1,1\}}}{n} w_{\{1,1,1\}} + \frac{h_{\{1,1,2\}}}{3n(n-1)} w_{\{1,1,2\}} + \frac{h_{\{1,2,3\}}}{n(n-1)(n-2)} w_{\{1,2,3\}} \]

The fourth moment

\[ [U^4_i] = \{1, 1, 1, 1\} \cup \{1, 1, 1, 2\} \cup \{1, 1, 2, 2\} \cup \{1, 1, 2, 3\} \cup \{1, 2, 3, 4\} \]

(23)

\[ w_{\{1,1,1,1\}} = \sum_{i_1, i_2, i_3, i_4 \in \{1, 1, 1, 1\}} w(i_1) w(i_2) w(i_3) w(i_4) = \sum_i w(i)^4 \]

(24)

\[ w_{\{1,1,1,2\}}^* = 4 \times \sum_{i,j} w(i)^3 w(j) = 4 \times (\sum_i w(i)^3) (\sum_j w(j)) \]

(25)
\[ w_{[[1,1,1,2]]} = \sum_{i_1, i_2, i_3, i_4 \in \{(1,1,1,2)\}} w(i_1)w(i_2)w(i_3)w(i_4) \]
\[ = w_{[[1,1,1,2]]}^* - \frac{4}{3} \times 1 \times w_{[[1,1,1,1]]} \]  
(26)

\[ w_{[[1,1,2,2]]}^* = 3 \times \sum_{i,j} w(i)^2 w(j)^2 = 3 \times (\sum_i w(i)^2)^2 \]  
(27)

\[ w_{[[1,1,2,2]]} = \sum_{i_1, i_2, i_3, i_4 \in \{(1,1,2,2)\}} w(i_1)w(i_2)w(i_3)w(i_4) \]
\[ = w_{[[1,1,2,2]]}^* - \frac{3}{4} \times 1 \times w_{[[1,1,1,1]]} \]  
(28)

\[ w_{[[1,1,2,3]]}^* = 6 \times \sum_{i,j,k} w(i)^2 w(j)w(k) = 6 \times (\sum_i w(i)^2)(\sum_j w(j))^2 \]  
(29)

\[ w_{[[1,1,2,3]]} = \sum_{i_1, i_2, i_3, i_4 \in \{(1,1,2,3)\}} w(i_1)w(i_2)w(i_3)w(i_4) \]
\[ = w_{[[1,1,2,3]]}^* - \frac{6}{3} \times 1 \times w_{[[1,1,2,2]]} - \frac{6}{4} \times 2 \times w_{[[1,1,1,2]]} - \frac{6}{1} \times 1 \times w_{[[1,1,1,1]]} \]  
(30)

\[ w_{[[1,2,3,4]]}^* = \sum_{i,j,k,l} w(i)w(j)w(k)w(l) = (\sum_i w(i))^4 \]  
(31)

\[ w_{[[1,2,3,4]]} = w_{[[1,2,3,4]]}^* - w_{[[1,1,2,3]]} - w_{[[1,1,2,2]]} - w_{[[1,1,1,2]]} - w_{[[1,1,1,1]]} \]  
(32)

**Second order test statistics**

The first moment

\[ [U_{12}^1] = \{(1,1)\} \cup \{(1,2)\} \]  
(33)

\[ w_{[[1,1]}} = \sum_{i_1, i_2 \in \{(1,1)\}} w(i_1, i_2) = \sum_i w(i, i) \]  
(34)

\[ w_{[[1,2]]}^* = \sum_{i_1, i_2 \in \{(1,2)\}} w(i_1, i_2) \]  
(35)

\[ w_{[[1,2]]} = \sum_{i_1, i_2 \in \{(1,2)\}} w(i_1, i_2) = w_{[[1,2]]}^* - \frac{1}{4} \times 1 \times w_{[[1,1]]} \]  
(36)

\[ E(T) = \frac{h_{[[1,1]]}}{\#(\{(1,1)\})} w_{[[1,1]]} + \frac{h_{[[1,2]]}}{\#(\{(1,2)\})} w_{[[1,2]]} \]
\[ = \frac{h_{[[1,1]]}}{n} w_{[[1,1]]} + \frac{h_{[[1,2]]}}{n(n-1)} w_{[[1,2]]} \]  
(37)

The second moment

\[ [U_{12}^2] = \{(1,1)(1,1)\} \cup \{(1,1)(1,2)\} \cup \{(1,1)(2,2)\} \cup \{(1,2)(1,2)\} \]
\[ \cup \{(1,1)(2,3)\} \cup \{(1,2)(1,3)\} \cup \{(1,2)(3,4)\} \]  
(38)

\[ w_{[[1,1](1,1)]} = \sum_{i_1, i_2, i_3, i_4 \in \{(1,1)(1,1)\}} w(i_1, i_2)w(i_3, i_4) = \sum_i w(i, i)^2 \]  
(39)

\[ w_{[[1,1](1,2)]}^* = 4 \times \sum_{i,j} w(i, i)w(i, j) \]  
(40)
\[ w_{[(1,1)(1,2)]} = w_{[(1,1)(1,1)]} - \frac{4}{1} \times 1 \times w_{[(1,1)(1,1)]} \]  
\[ w_{[(1,1)(2,2)]} = \sum_{i,j} w(i, i)w(j, j) = (\sum_i w(i, i))^2 \]  
\[ w_{[(1,1)(2,2)]} = w_{[(1,1)(2,2)]} = \frac{1}{1} \times 1 \times w_{[(1,1)(1,1)]} \]  
\[ w_{[(1,2)(1,2)]} = 2 \sum_{i,j} w(i, j)^2 \]  
\[ w_{[(1,2)(1,2)]} = w_{[(1,2)(1,2)]} = \frac{2}{1} \times 1 \times w_{[(1,1)(1,1)]} \]  
\[ w_{[(1,2)(1,2)]} = 2 \sum_{i,j,k} w(i, i)w(j, j)w(k, k) \]  
\[ w_{[(1,2)(1,3)]} = \sum_{i,j,k,l} w(i, j)w(k, l) = (\sum_i w(i, j))^2 \]  
\[ w_{[(1,2)(3,4)]} = w_{[(1,2)(3,4)]} = -w_{[(1,2)(1,3)]} - w_{[(1,2)(2,3)]} - w_{[(1,1)(2,2)]} \]  
\[ E(T^2) = \frac{h_{[(1,1)(1,1)]}}{\#(\{(1,1)(1,1)\})} w_{[(1,1)(1,1)]} + \frac{h_{[(1,1)(1,2)]}}{\#(\{(1,1)(1,2)\})} w_{[(1,1)(1,1)]} \]  
\[ + \frac{h_{[(1,2)(2,2)]}}{\#(\{(1,2)(2,2)\})} w_{[(1,1)(2,2)]} + \frac{h_{[(1,2)(1,2)]}}{\#(\{(1,2)(1,2)\})} w_{[(1,1)(1,1)]} \]  
\[ + \frac{h_{[(1,2)(1,3)]}}{\#(\{(1,2)(1,3)\})} w_{[(1,1)(2,3)]} + \frac{h_{[(1,2)(2,3)]}}{\#(\{(1,2)(2,3)\})} w_{[(1,1)(1,1)]} \]  
\[ + \frac{h_{[(1,2)(3,4)]}}{\#(\{(1,2)(3,4)\})} w_{[(1,1)(3,4)]} \]  
\[ = \frac{h_{[(1,1)(1,1)]}}{n} w_{[(1,1)(1,1)]} + \frac{h_{[(1,1)(1,2)]}}{4n(n-1)} w_{[(1,1)(1,2)]} \]  
\[ + \frac{h_{[(1,2)(2,2)]}}{n(n-1)} w_{[(1,1)(2,2)]} + \frac{h_{[(1,2)(1,2)]}}{2n(n-1)} w_{[(1,1)(2,2)]} \]  
\[ + \frac{h_{[(1,2)(1,3)]}}{2n(n-1)(n-2)} w_{[(1,1)(2,3)]} + \frac{h_{[(1,2)(2,3)]}}{4n(n-1)(n-2)} w_{[(1,1)(2,3)]} \]  
\[ + \frac{h_{[(1,2)(3,4)]}}{n(n-1)(n-2)(n-3)} w_{[(1,1)(3,4)]} \]  

The third moment
\[ [U^3_2] = \{(1,1)(1,1)(1,1)\} \cup \{(1,1)(1,1)(1,2)\} \cup \{(1,1)(1,2)(1,2)\} \cup \{(1,2)(1,2)(2,2)\} \cup \{(1,1)(1,2)(1,3)\} \cup \{(1,1)(1,2)(1,2)\} \cup \{(1,2)(1,2)(1,2)\} \cup \{(1,1)(1,1)(2,3)\} \cup \{(1,1)(1,2)(1,3)\} \cup \{(1,1)(1,1)(3,3)\} \]
\[
\begin{align*}
&\bigcup\{((1,2)(1,2)(1,3))\}\bigcup\{((1,1)(1,2)(2,3))\}\bigcup\{((1,1)(2,2)(3,3))\} \\
&\bigcup\{((1,1)(2,3)(2,3))\}\bigcup\{((1,2)(1,3)(2,3))\}\bigcup\{((1,2)(1,3)(1,4))\} \\
&\bigcup\{((1,1)(1,2)(3,4))\}\bigcup\{((1,1)(2,2)(3,4))\}\bigcup\{((1,1)(2,3)(2,4))\} \\
&\bigcup\{((1,2)(1,3)(1,4))\}\bigcup\{((1,2)(1,3)(4,5))\}\bigcup\{((1,2)(1,3)(4,5))\} \\
&\bigcup\{((1,2)(1,3)(4,5))\}\bigcup\{((1,2)(3,4)(5,6))\} \\
\end{align*}
\]

\[
w[[i,j]] = \sum_{i_1, i_2, i_3, j_1, j_2 \in [i,j]} w(i_1, i_2)w(i_3, i_4)w(i_5, i_6) = \sum_i w(i, i)^3
\]

\[
w^*_{[[i,j]]} = 6 \times \sum_{i,j} w(i, i)^2 w(i, j) = 6 \times \sum_i w(i, i)^2 \sum_j w(i, j)
\]

\[
w^*_{[[i,j],[i,j]]} = w^*_{[[i,j],[i,j]]} - \frac{6}{1} \times 1 \times w^*_{[[i,j],[i,j]]}
\]

\[
w^*_{[[i,j],[i,j]]} = 3 \times \sum_{i,j} w(i, i)^2 w(j, j) = 3 \times \sum_i w(i, i)^2 \sum_j w(i, j)
\]

\[
w^*_{[[i,j],[i,j]]} = 6 \times \sum_{i,j} w(i, i)w(i, j)w(j, j)
\]

\[
w^*_{[[i,j],[i,j]]} = 6 \times \sum_i w(i, i) \sum_j w(i, j)w(j, j)
\]

\[
w^*_{[[i,j],[i,j]]} = 6 \times \sum_i (w(i, i) \sum_j w(i, j)w(j, j))
\]

\[
w^*_{[[i,j],[i,j]]} = 4 \times \sum_i w(i, j)^3
\]

\[
w^*_{[[i,j],[i,j]]} = 4 \times \sum_i w(i, j)^3
\]

\[
w^*_{[[i,j],[i,j]]} = 3 \times \sum_{i,j,k} w(i, i)^2 w(j, k) = 3 \times \sum_i w(i, i)^2 \sum_{j,k} w(j, k)
\]

\[
w^*_{[[i,j],[i,j]]} = \frac{3}{3} \times 1 \times w^*_{[[i,j],[i,j]]}
\]

\[
w^*_{[[i,j],[i,j]]} = \frac{3}{3} \times 1 \times w^*_{[[i,j],[i,j]]}
\]

\[
w^*_{[[i,j],[i,j]]} = 12 \times \sum_{i,j,k} w(i, i)w(i, j)w(i, k) = 12 \times \sum_i (w(i, i) \sum_j w(i, j))
\]

\[
w^*_{[[i,j],[i,j]]} = \frac{12}{12} \times 1 \times w^*_{[[i,j],[i,j]]}
\]

\[
w^*_{[[i,j],[i,j]]} = \frac{12}{12} \times 1 \times w^*_{[[i,j],[i,j]]}
\]
\[
\begin{align*}
w^*_{[(1,1)(1,2)(3,3)]} &= 12 \times \sum_{i,j,k} w(i, i)w(i, j)w(k, k) \\
&= 12 \times \left( \sum_i (w(i, i) \sum_j w(i, j))(\sum_k w(k, k)) \right) \\
&= 12 \times w_{[(1,1)(1,2)(3,3)]} - \frac{12}{6} \times 1 \times w_{[(1,1)(1,2)(2,2)]} \\
&\quad - \frac{12}{3} \times 1 \times w_{[(1,1)(1,1)(1,2)]} \\
&\quad - \frac{12}{1} \times 1 \times w_{[(1,1)(1,1)(1,1)]} \\
\end{align*}
\]

(69)

\[
\begin{align*}
w^*_{[(1,2)(1,2)(1,3)]] &= 24 \times \sum_{i,j,k} w(i, j)^2 w(i, k) = 24 \times \sum_i (\sum_j w(i, j)^2)(\sum_k w(i, k)) \\
&= 24 \times \sum_i (\sum_j w(i, i)w(i, j))(\sum_k w(j, k)) \\
&= 24 \times \sum_j (\sum_i w(i, i)w(i, j))(\sum_k w(j, k)) \\
&= 24 \times \sum_i (\sum_j w(i, j))(\sum_k w(k, k)) \\
&= 24 \times \sum_i w(i, i)w(i, j)w(k, k) = (\sum_i w(i, i))^3 \\
\end{align*}
\]

(70)

\[
\begin{align*}
w^*_{[(1,1)(1,2)(2,3)]] &= 6 \times \sum_{i,j,k} w(i, i)w(j, k)w(k, k) = 6 \times (\sum_i w(i, i))(\sum_j w(j, k)^2) \\
\end{align*}
\]

(71)

\[
\begin{align*}
w^*_{[(1,1)(2,3)(2,3)]] &= \frac{6}{3} \times 2 \times w_{[(1,1)(2,3)(2,3)]} \\
\end{align*}
\]

(72)

\[
\begin{align*}
w^*_{[(1,1)(1,1)(1,1)]} &= 1 \times \sum_{i,j,k} w(i, i)w(j, j)w(k, k) = (\sum_i w(i, i))^3 \\
\end{align*}
\]

(73)

\[
\begin{align*}
w^*_{[(1,1)(2,2)(3,3)]] &= \frac{1}{3} \times 3 \times w_{[(1,1)(2,2)(3,3)]} \\
\end{align*}
\]

(74)

\[
\begin{align*}
w^*_{[(1,1)(2,2)(2,3)]] &= 8 \times \sum_{i,j,k} w(i, j)w(j, k)w(i, k) \\
&= 8 \times \sum_{i,j} w(i, j)(\sum_k w(j, k)w(i, k)) \\
\end{align*}
\]

(75)

\[
\begin{align*}
w^*_{[(1,1)(1,1)(1,1)]} &= 8 \times \sum_{i,j,k} w(i, j)w(j, k)w(i, k) \\
&= 8 \times \sum_{i,j} w(i, j)(\sum_k w(j, k)w(i, k)) \\
\end{align*}
\]

(76)

\[
\begin{align*}
w^*_{[(1,2)(1,3)(2,3)]] &= \frac{8}{12} \times 3 \times w_{[(1,2)(1,3)(2,3)]} \\
\end{align*}
\]

(77)

\[
\begin{align*}
w^*_{[(1,1)(1,2)(2,2)]} &= \frac{8}{12} \times 3 \times w_{[(1,1)(1,2)(2,2)]} \\
\end{align*}
\]

(78)
$$w^*_{[(1,2),(1,3),(1,4)]} = 8 \sum_{i,j,k,l} w(i,j)w(i,k)w(i,l) = 8 \sum_i \left( \sum_j w(i,j) \right)^3$$  \hspace{1cm} (81)$$

$$w^{*}_{[(1,2),(1,3),(1,4)]} = w^{*}_{[(1,2),(1,3),(1,4)]} - \frac{8}{24} \times 3 \times w^{*}_{[(1,2),(1,2),(1,3)]} - \frac{8}{12} \times 3 \times w^{*}_{[(1,1),(1,2),(1,3)]} - \frac{8}{4} \times 1 \times w^{*}_{[(1,2),(1,2),(1,2)]} - \frac{8}{6} \times 3 \times w^{*}_{[(1,1),(1,1),(1,2)]} - \frac{8}{1} \times 1 \times w^{*}_{[(1,1),(1,1),(1,1)]}$$

$$w^{*}_{[(1,1),(1,2),(3,4)]} = 12 \sum_{i,j,k,l} w(i,i)w(j,j)w(k,l)$$  \hspace{1cm} (82)$$

$$w^{*}_{[(1,1),(1,2),(3,4)]} = w^{*}_{[(1,1),(1,2),(3,4)]} - \frac{12}{24} \times 2 \times w^{*}_{[(1,1),(1,2),(2,3)]} - \frac{12}{12} \times 1 \times w^{*}_{[(1,1),(1,2),(3,3)]} - \frac{12}{3} \times 1 \times w^{*}_{[(1,1),(1,1),(2,2)]} - \frac{12}{12} \times 2 \times w^{*}_{[(1,1),(1,2),(2,2)]} - \frac{12}{6} \times 3 \times w^{*}_{[(1,1),(1,1),(1,2)]} - \frac{12}{1} \times 1 \times w^{*}_{[(1,1),(1,1),(1,1)]}$$

$$w^{*}_{[(1,1),(2,2),(3,4)]} = 3 \sum_{i,j,k,l} w(i,i)w(j,j)w(k,l)$$  \hspace{1cm} (83)$$

$$w^{*}_{[(1,1),(2,2),(3,4)]} = w^{*}_{[(1,1),(2,2),(3,4)]} - \frac{3}{24} \times 1 \times w^{*}_{[(1,1),(2,2),(2,3)]} - \frac{3}{12} \times 4 \times w^{*}_{[(1,1),(1,2),(3,3)]} - \frac{3}{3} \times 1 \times w^{*}_{[(1,1),(1,1),(2,3)]} - \frac{3}{6} \times 2 \times w^{*}_{[(1,1),(1,2),(2,2)]} - \frac{3}{3} \times 3 \times w^{*}_{[(1,1),(1,1),(1,2)]} - \frac{3}{1} \times 1 \times w^{*}_{[(1,1),(1,1),(1,1)]}$$

$$w^{*}_{[(1,1),(2,3),(2,4)]} = 12 \sum_{i,j,k,l} w(i,i)w(j,j)w(k,l)$$  \hspace{1cm} (84)$$

$$w^{*}_{[(1,1),(2,3),(2,4)]} = w^{*}_{[(1,1),(2,3),(2,4)]} - \frac{12}{24} \times 1 \times w^{*}_{[(1,1),(2,3),(2,3)]} - \frac{12}{12} \times 2 \times w^{*}_{[(1,1),(1,2),(2,3)]} - \frac{12}{12} \times 2 \times w^{*}_{[(1,1),(1,2),(3,3)]} - \frac{12}{6} \times 1 \times w^{*}_{[(1,1),(1,2),(1,3)]} - \frac{12}{6} \times 2 \times w^{*}_{[(1,1),(1,2),(2,2)]}$$
\[-\frac{12}{3} \times 1 \times w_{\{(1,1),(1,2),(2,2)\}} - \frac{12}{6} \times 2 \times w_{\{(1,1),(1,2)\}} \]

\[-\frac{12}{1} \times 1 \times w_{\{(1,1),(1,1)\}} \]

\[w^{*}_{\{(1,2),(1,2),(3,4)\}} = 6 \times \sum_{i,j,k,l} w(i,j)w(i,j)w(k,l)\]

\[-6 \times \left(\sum_{i,j} w(i,j)^2\right) \left(\sum_{k,l} w(k,l)\right)\]  

\[w_{\{(1,2),(1,2),(3,4)\}} - \frac{6}{24} \times 4 \times w_{\{(1,2),(1,2),(3,4)\}} - \frac{6}{24} \times 2 \times w_{\{(1,1),(1,2),(2,3)\}} - \frac{6}{12} \times 2 \times w_{\{(1,1),(1,2),(2,3)\}} - \frac{6}{6} \times 2 \times w_{\{(1,1),(1,1),(1,2)\}} - \frac{6}{6} \times 2 \times w_{\{(1,1),(1,1),(1,1)\}}\]

\[w^{*}_{\{(1,2),(1,3),(2,4)\}} = 24 \times \sum_{i,j,k,l} w(i,j)w(i,k)w(j,l)\]

\[= 24 \times \sum_{i,j} \left(\sum_{k} w(i,k)\right) \left(\sum_{l} w(j,l)\right)\]

\[w_{\{(1,2),(1,3),(2,4)\}} - \frac{24}{8} \times 1 \times w_{\{(1,2),(1,3),(2,3)\}} - \frac{24}{24} \times 2 \times w_{\{(1,1),(1,2),(2,3)\}} - \frac{24}{12} \times 1 \times w_{\{(1,1),(1,2),(1,3)\}} - \frac{24}{6} \times 1 \times w_{\{(1,1),(1,2),(2,2)\}}\]

\[-\frac{24}{4} \times 1 \times w_{\{(1,2),(1,2),(1,2)\}} - \frac{24}{12} \times 2 \times w_{\{(1,1),(1,1),(2,2)\}} - \frac{24}{4} \times 1 \times w_{\{(1,1),(1,1),(1,1)\}}\]

\[w_{\{(1,1),(2,3),(4,5)\}} = 3 \times \sum_{i,j,k,l,m} w(i,j)w(j,k)w(l,m)\]

\[= 3 \times \left(\sum_{i} w(i,i)\right) \left(\sum_{j,k} w(j,k)\right)^2\]

\[w_{\{(1,1),(2,3),(4,5)\}} - \frac{3}{3} \times 2 \times w_{\{(1,1),(2,2),(3,3)\}} - \frac{3}{12} \times 4 \times w_{\{(1,1),(2,2),(4,4)\}} - \frac{3}{12} \times 4 \times w_{\{(1,1),(1,2),(2,2)\}}\]

\[-\frac{3}{1} \times 1 \times w_{\{(1,1),(2,2),(3,3)\}} - \frac{3}{6} \times 2 \times w_{\{(1,1),(2,3),(2,3)\}} - \frac{3}{6} \times 4 \times w_{\{(1,1),(1,2),(3,3)\}} - \frac{3}{3} \times 2 \times w_{\{(1,1),(1,2),(2,3)\}} - \frac{3}{6} \times 4 \times w_{\{(1,1),(1,2),(1,3)\}}\]
\[-\frac{3}{3} \times 3 \times w_{[[1,1],[1,1],[2,2]]} - \frac{3}{12} \times 4 \times w_{[[1,1],[1,1],[1,2]]} \]
\[-\frac{3}{6} \times 4 \times w_{[[1,1],[1,1],[1,2]]} - \frac{3}{1} \times 1 \times w_{[[1,1],[1,1],[1,1]]} \]
\[w_{[[1,2],[1,3],[4,5]]}^* = 12 \times \sum_{i,j,k,l,m} w(i,j)w(i,k)w(l,m) \]
\[= 12 \times \left( \sum_{i,j} w(i,j)^2 \right) \left( \sum_{l,m} w(l,m) \right) \]

\[w_{[[1,2],[1,3],[4,5]]} = w_{[[1,2],[1,3],[4,5]]}^* - \frac{12}{12} \times 1 \times w_{[[1,1],[1,2],[2,4]]} \]
\[-\frac{12}{6} \times 1 \times w_{[[1,2],[1,2],[3,4]]} - \frac{12}{24} \times 4 \times w_{[[1,2],[1,2],[1,3]]} \]
\[-\frac{12}{8} \times 2 \times w_{[[1,2],[1,3],[1,4]]} - \frac{12}{12} \times 2 \times w_{[[1,1],[1,1],[2,4]]} \]

\[w_{[[1,2],[1,3],[4,5],[6]]} = w_{[[1,2],[3,4],[5,6]]}^* - w_{[[1,1],[1,1],[1,1]]} - w_{[[1,1],[1,1],[1,2]]} \]
\[-w_{[[1,1],[1,1],[2,2]]} - w_{[[1,1],[1,2],[1,2]]} - w_{[[1,2],[1,2],[1,2]]} \]
\[-w_{[[1,1],[1,1],[1,2],[1,2]]} - w_{[[1,1],[1,2],[1,2],[1,3]]} - w_{[[1,1],[1,1],[2,2],[2,4]]} \]
\[-w_{[[1,1],[1,2],[1,2],[3,3]]} - w_{[[1,1],[1,2],[2,2],[2,3]]} - w_{[[1,2],[1,2],[2,2],[2,3]]} \]

\[E(T^3) = \frac{h_{[[1,1],[1,1],[1,1]]}}{\#(\{(1,1),(1,1),(1,1)\})} w_{[[1,1],[1,1],[1,1]]} \]
\[+ \frac{h_{[[1,1],[1,1],[1,2]]}}{\#(\{(1,1),(1,1),(1,2)\})} w_{[[1,1],[1,1],[1,2]]} + \frac{h_{[[1,1],[1,1],[2,2]]}}{\#(\{(1,1),(1,2),(2,2)\})} w_{[[1,1],[1,1],[2,2]]} \]
\[+ \frac{h_{[[1,1],[1,2],[1,2]]}}{\#(\{(1,1),(1,2),(1,2)\})} w_{[[1,1],[1,2],[1,2]]} + \frac{h_{[[1,1],[1,2],[2,2]]}}{\#(\{(1,1),(2,2),(2,2)\})} w_{[[1,1],[1,2],[2,2]]} \]
\[+ \frac{h_{[[1,2],[1,2],[1,2]]}}{\#(\{(1,2),(1,2),(1,2)\})} w_{[[1,2],[1,2],[1,2]]} + \frac{h_{[[1,1],[1,1],[1,2],[1,2]]}}{\#(\{(1,1),(1,1),(1,2),(1,2)\})} w_{[[1,1],[1,1],[1,2],[1,2]]} \]
\[
\begin{align*}
&+ \frac{h_{[[[(1,1)(1,2)(1,3)]]]}(1,1)(1,2)(1,3)}{n} w_{[[[(1,1)(1,2)(1,3)]]]}(1,1)(1,2)(1,3)
+ \frac{h_{[[[(1,1)(1,2)(3,3)]]]}(1,1)(1,2)(3,3)}{n} w_{[[[(1,1)(1,2)(3,3)]]]}(1,1)(1,2)(3,3)
+ \frac{h_{[[[(1,1)(2,1)(1,3)]]]}(1,2)(1,2)(1,3)}{n} w_{[[[(1,2)(1,2)(1,3)]]]}(1,2)(1,2)(1,3)
+ \frac{h_{[[[(1,1)(1,2)(2,3)]]]}(1,1)(1,2)(2,3)}{n} w_{[[[(1,1)(1,2)(2,3)]]]}(1,1)(1,2)(2,3)
+ \frac{h_{[[[(1,1)(2,1)(2,3)]]]}(1,1)(2,1)(2,3)}{n} w_{[[[(1,1)(2,1)(2,3)]]]}(1,1)(2,1)(2,3)
+ \frac{h_{[[[(1,1)(2,2)(1,3)]]]}(1,1)(2,2)(1,3)}{n} w_{[[[(1,1)(2,2)(1,3)]]]}(1,1)(2,2)(1,3)
+ \frac{h_{[[[(1,1)(1,2)(3,4)]]]}(1,1)(1,2)(3,4)}{n} w_{[[[(1,1)(1,2)(3,4)]]]}(1,1)(1,2)(3,4)
+ \frac{h_{[[[(1,1)(2,1)(3,4)]]]}(1,1)(2,1)(3,4)}{n} w_{[[[(1,1)(2,1)(3,4)]]]}(1,1)(2,1)(3,4)
+ \frac{h_{[[[(1,1)(2,2)(3,4)]]]}(1,1)(2,2)(3,4)}{n} w_{[[[(1,1)(2,2)(3,4)]]]}(1,1)(2,2)(3,4)
+ \frac{h_{[[[(1,1)(1,2)(3,5)]]]}(1,1)(1,2)(3,5)}{n} w_{[[[(1,1)(1,2)(3,5)]]]}(1,1)(1,2)(3,5)
+ \frac{h_{[[[(1,1)(2,1)(3,5)]]]}(1,1)(2,1)(3,5)}{n} w_{[[[(1,1)(2,1)(3,5)]]]}(1,1)(2,1)(3,5)
+ \frac{h_{[[[(1,1)(2,2)(3,5)]]]}(1,1)(2,2)(3,5)}{n} w_{[[[(1,1)(2,2)(3,5)]]]}(1,1)(2,2)(3,5)
+ \frac{h_{[[[(1,1)(1,2)(4,5)]]]}(1,1)(1,2)(4,5)}{n} w_{[[[(1,1)(1,2)(4,5)]]]}(1,1)(1,2)(4,5)
+ \frac{h_{[[[(1,1)(2,1)(4,5)]]]}(1,1)(2,1)(4,5)}{n} w_{[[[(1,1)(2,1)(4,5)]]]}(1,1)(2,1)(4,5)
+ \frac{h_{[[[(1,1)(2,2)(4,5)]]]}(1,1)(2,2)(4,5)}{n} w_{[[[(1,1)(2,2)(4,5)]]]}(1,1)(2,2)(4,5)
+ \frac{h_{[[[(1,1)(1,2)(5,6)]]]}(1,1)(1,2)(5,6)}{n} w_{[[[(1,1)(1,2)(5,6)]]]}(1,1)(1,2)(5,6)
+ \frac{h_{[[[(1,1)(2,1)(5,6)]]]}(1,1)(2,1)(5,6)}{n} w_{[[[(1,1)(2,1)(5,6)]]]}(1,1)(2,1)(5,6)
+ \frac{h_{[[[(1,1)(2,2)(5,6)]]]}(1,1)(2,2)(5,6)}{n} w_{[[[(1,1)(2,2)(5,6)]]]}(1,1)(2,2)(5,6)
\end{align*}
\]