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ABSTRACT

In this paper, we study a new problem on social network influence maximization. The problem is defined as, given a target user \( w \), finding the top-k most influential nodes for the user. Different from existing influence maximization works which aim to find a small subset of nodes to maximize the spread of influence over the entire network (i.e., global optima), our problem aims to find a small subset of nodes which can maximize the influence spread to a given target user (i.e., local optima). The solution is critical for personalized services on social networks, where fully understanding of each specific user is essential. Although some global influence maximization models can be narrowed down as the solution, these methods often bias to the target node itself. To this end, in this paper we present a local influence maximization solution. We first provide a random function, with low variance guarantee, to randomly simulate the objective function of local influence maximization. Then, we present efficient algorithms with approximation guarantee. For online social network applications, we also present a scalable approximate algorithm by exploring the local cascade structure of the target user. We test the proposed algorithms on several real-world social networks. Experimental results validate the performance of the proposed algorithms.
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Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org.

Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org.

CIKM ’13, Oct. 27–Nov. 1, 2013, San Francisco, CA, USA.
Copyright 2013 ACM 978-1-4503-2263-8/13/10 ...$15.00.

Keywords
Personalization; Social Networks; Influence Maximization

1. INTRODUCTION

Social networks, as a popular and effective medium for information dissemination, play an increasingly important role in daily communication among individuals, groups and communities. Influence maximization is a problem of finding a subset of nodes in a social network that can maximize the spread of influence [1]. This research has been found useful in market recommendations, such as products, services, and innovative ideas, etc [2–5], through the powerful word-of-mouth effect in social networks.

There are a line of research work in influence maximization in social networks [1, 3, 6–26]. However, they all focus on finding global influential nodes over the entire social networks, through which the influence spread can be maximized. These work cannot answer the following question: given a specific target node \( w \), which nodes are the most influential ones to \( w \)? Or more straightforward, who influence me most on a social network?

The above concern is critical for personalized services on social networks, such as personalized recommendation and search, target advertising, personal product promotion, personal misinformation limitation, to name a few. In these
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Figure 2: (a) User-neighbor Distribution (b) Top-K Influential Users and Their Influence Sphere

applications, it is essential to fully understand social influence on each specific user.
Actually, identifying top-k influential nodes for a given target user \( w \) is challenging, which cannot be easily obtained by intuitively selecting from \( w \)'s neighbors, or simply choosing the global influential nodes. We use two examples for explanation.

Example 1. We take the social network in Fig. 1 for example. The objective is to identify the most influential node to a given target node \( w \). To achieve this goal, we calculate the influence spread from each user to \( w \). From the figure, we can observe that the most influential node to \( w \) is neither its neighbors \( \{w_1, \ldots, w_t\} \), nor the global influential node \( m \), but surprisingly, its second-nearest node \( u \)!

Example 2. We use a small data set, crawled from a popular social network site in China, weibo.sina.com, for further explanation. The data set has 602 users and 17,595 links. We summarize the statistical characteristics of the data set in Figs. 2(a) and 2(b). From Fig. 2(a), we can observe that for a given user, there are always dozens, or even hundreds of neighbors. Thus, it is hard to determine which neighbors are the top-k influential nodes to a target user, especially when \( k \) is small. In Fig. 2(b), we summarize the influence coverage of the global top-k influential nodes (\( k \) from 1 to 30) under the independent cascade model. We can observe that even for the top-30 influential persons, there are still large blank of influence coverage, which validates our claim that finding the global influential nodes may not fulfill the personalized (local) influence maximization task.

Based on the above two observations, we summarize the challenges of the proposed problem as follows:

- Problem formulation. Each target user has her/his own local structure. How to construct the objective function by including the local structure is the first challenge.
- Algorithm. The uncertainty of influence spreading path leads to complicated measure and calculation. How to design algorithms that can balance efficiency and accuracy on large social networks is the second challenge.
- Scalability. Social networks grow fast in data volumes. How to scale to large volumes of social data is the third challenge.

In this paper, we study the problem of local influence maximization. The objective function is to find the top-k most influential nodes for a given target user. We simulate the objective function by a random function with low variance guarantee, under the IC propagation model. As the optimization problem is NP-hard, we present a near-optimal algorithm with \((1-1/e)\) approximation based on the submodular property of the optimization problem, and speed up the approximate algorithm’s efficiency by inducing a smaller graph via the target node’s neighbors. Furthermore, to scale well to large volumes of social data, we present an approximate algorithm by exploring the local cascade structure of the target user. Experimental results validate the performance of the proposed algorithms.

The rest of the paper is structured as follows. Section 2 formulates the proposed problem. Section 3 provides approximate algorithms. Section 4 presents experimental results. Section 5 surveys related work and Section 6 concludes this paper.

2. PERSONALIZED INFLUENCE MAXIMIZATION PROBLEM

In this section, we formulate the personalized influence maximization problem under the popularly used independent cascade model. Major symbols are summarized in Table 1.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( G )</td>
<td>Social network graph</td>
</tr>
<tr>
<td>( X )</td>
<td>Random activation result in ( G )</td>
</tr>
<tr>
<td>( \Omega )</td>
<td>Sample space of all possible activations</td>
</tr>
<tr>
<td>( D )</td>
<td>Number of simulations</td>
</tr>
<tr>
<td>( U )</td>
<td>Seed set</td>
</tr>
<tr>
<td>( k )</td>
<td>Number of nodes in ( U )</td>
</tr>
<tr>
<td>( \delta_U )</td>
<td>Nodes activated by ( U )</td>
</tr>
<tr>
<td>( P_{v_1v_2} )</td>
<td>Propagation probability through directed edge ( &lt;v_1, v_2&gt; )</td>
</tr>
<tr>
<td>( w )</td>
<td>Target node</td>
</tr>
<tr>
<td>( G_w )</td>
<td>Graph ( G ) without ( w )</td>
</tr>
<tr>
<td>( Y )</td>
<td>Random activation result in ( G_w )</td>
</tr>
<tr>
<td>( C_w )</td>
<td>Neighbor set of ( w )</td>
</tr>
<tr>
<td>( F(w, x) )</td>
<td>Activation result ( x ) without ( w )</td>
</tr>
<tr>
<td>( L )</td>
<td>Average number of edges</td>
</tr>
<tr>
<td>( G' )</td>
<td>Graph induced by adding a new neighbor ( w' ) to node ( w )</td>
</tr>
<tr>
<td>( m' )</td>
<td>Number of edges in ( G' )</td>
</tr>
<tr>
<td>( P(X) )</td>
<td>Probability of ( X ) in ( \Omega )</td>
</tr>
<tr>
<td>( R(u) )</td>
<td>Local influence degree from ( u ) on ( w )</td>
</tr>
<tr>
<td>( L(u, w) )</td>
<td>Corresponding local cascade community from node ( u ) to ( w )</td>
</tr>
<tr>
<td>( 1_{{w \in X}} )</td>
<td>Indicative function on the event ( w \in X )</td>
</tr>
</tbody>
</table>

In the IC model, each node in \( G \) is either in active state or inactive state. The state of a node can be switched from being inactive to active, but not vice versa. When a
node $v$ first becomes active in step $t$, the influence is independently propagated from node $v$ to its currently inactive neighbors $C_v^t = \{v_1, v_2, \ldots\}$. The node $v$ has a single chance to activate each of its inactive neighbors. Node $v_i \in C_v^t$ becomes active with the activation probability along the edge $(v, v_i)$ at step $t+1$. No matter $v$ succeeds in activating $v_i$ or not, $v$ cannot make any further attempts on $v_i$. As time unfolds, more and more of nodes become active, and the process runs until no more activations are possible.

Let $X$ be a random activation result (consisting of live edges [1]), through which all activated nodes can be reached from $U$) in the whole network $G$ with the seed set $U$. Then the influence degree from set $U$ to the target $w$ can be measured as shown in Eq. (1),

$$R_w(U) := P^U(w \in X)$$  \hspace{1cm} (1)

where $P^U$ is the probability measure via seed set $U$, and the notation $w \in X$ represents that $w$ is a node in the activation result $X$. Hence, the influence degree $R_w(U)$ is the probability that $w$ is successfully activated by the propagation process when the initial seed set is $U$.

2.2 Objective Function

The personalized influence maximization problem aims to find a seed set $U^* = \{u_1, u_2, \ldots, u_k\} \subseteq V \setminus \{w\}$, such that $R_w(U^*) \geq R_w(U)$ for any set $U \subseteq V \setminus \{w\}$ with $k$ nodes in the network $G$. Thus, the objective function of personalized influence maximization problem can be formally described as in Eq. (2),

$$U^* = \arg \max_{|U|=k, U \subseteq \V \setminus \{w\}} R_w(U).$$  \hspace{1cm} (2)

Note that the objective function of our problem is different from that of existing global influence maximization problem [1, 6] given in Eq. (3), where $R(U)$ is the influence degree from a seed set $U$ to the nodes in the network.

$$U^* = \arg \max_{|U|=k, U \subseteq \V} R(U).$$  \hspace{1cm} (3)

The key point of our problem is how to calculate the probability $R_w(U)$, which is a #P-hard problem, as we will explain in Section 2.3. An alternative method is to use Monte-Carlo simulation to evaluate $R_w(U)$. Based on Eq. (1), we have

$$R_w(U) = E^U(1_{w \in X}),$$  \hspace{1cm} (4)

where the indicative function $1_{w \in \X} = 1$ if $w \in X$ stands, otherwise, $1_{w \in \X} = 0$.

In particular, let $\Omega^U$ be the sample space of all possible activation results throughout the whole network $G$ under the IC model with the seed set $U$, then by Eq. (4), the influence degree on $w$ from set $U$ can be calculated in Eq. (5),

$$R_w(U) = \sum_{x \in \Omega^U} P(X = x) \cdot 1_{w \in x}$$  \hspace{1cm} (5)

where $P(X = x)$ is the probability of $x$ in the sample space $\Omega^U$, and $\sum_{x \in \Omega^U} P(X = x) = 1$.

From Eq. (5), we can observe that $1_{w \in X}$ is an unbiased statistics to $R_w(U)$. However, its variance is somewhat large when it is used in Monte-Carlo simulation. So the next question is, how to find a better random function to simulate the objective function? To answer the question, we use Example 3 for explanation.

Example 3: We calculate the influence degree $R_w(U)$ from the seed set $U = \{\S\}$ on the target node $w = \S$ in Fig. 3. The activation probability is marked along the directed edges.

![Figure 3](attachment:image.png)

**Table 2:** $R_w(U)$ under each path in $G$

<table>
<thead>
<tr>
<th>No.</th>
<th>$x$</th>
<th>$P(X = x)$</th>
<th>$P(w, x)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$\S \rightarrow \S$</td>
<td>0.1448</td>
<td>0.00448</td>
</tr>
<tr>
<td>2</td>
<td>$\S \rightarrow \S \rightarrow \S$</td>
<td>0.07392</td>
<td>0.0084</td>
</tr>
<tr>
<td>3</td>
<td>$\S \rightarrow \S \rightarrow \S \rightarrow \S$</td>
<td>0.0084</td>
<td>0.0084</td>
</tr>
<tr>
<td>4</td>
<td>$\S \rightarrow \S \rightarrow \S \rightarrow \S \rightarrow \S$</td>
<td>0.0084</td>
<td>0.0084</td>
</tr>
<tr>
<td>5</td>
<td>$\S \rightarrow \S \rightarrow \S \rightarrow \S \rightarrow \S \rightarrow \S$</td>
<td>0.0084</td>
<td>0.0084</td>
</tr>
<tr>
<td>6</td>
<td>$\S \rightarrow \S \rightarrow \S \rightarrow \S \rightarrow \S \rightarrow \S \rightarrow \S$</td>
<td>0.0084</td>
<td>0.0084</td>
</tr>
<tr>
<td>7</td>
<td>$\S \rightarrow \S \rightarrow \S \rightarrow \S \rightarrow \S \rightarrow \S \rightarrow \S \rightarrow \S$</td>
<td>0.0084</td>
<td>0.0084</td>
</tr>
<tr>
<td>8</td>
<td>$\S \rightarrow \S \rightarrow \S \rightarrow \S \rightarrow \S \rightarrow \S \rightarrow \S \rightarrow \S \rightarrow \S$</td>
<td>0.0084</td>
<td>0.0084</td>
</tr>
<tr>
<td>9</td>
<td>$\S \rightarrow \S \rightarrow \S \rightarrow \S \rightarrow \S \rightarrow \S \rightarrow \S \rightarrow \S \rightarrow \S \rightarrow \S$</td>
<td>0.0084</td>
<td>0.0084</td>
</tr>
<tr>
<td>10</td>
<td>$\S \rightarrow \S \rightarrow \S \rightarrow \S \rightarrow \S \rightarrow \S \rightarrow \S \rightarrow \S \rightarrow \S \rightarrow \S \rightarrow \S$</td>
<td>0.0084</td>
<td>0.0084</td>
</tr>
<tr>
<td>11</td>
<td>$\S \rightarrow \S \rightarrow \S \rightarrow \S \rightarrow \S \rightarrow \S \rightarrow \S \rightarrow \S \rightarrow \S \rightarrow \S \rightarrow \S \rightarrow \S$</td>
<td>0.0084</td>
<td>0.0084</td>
</tr>
<tr>
<td>12</td>
<td>$\S \rightarrow \S \rightarrow \S \rightarrow \S \rightarrow \S \rightarrow \S \rightarrow \S \rightarrow \S \rightarrow \S \rightarrow \S \rightarrow \S \rightarrow \S \rightarrow \S$</td>
<td>0.0084</td>
<td>0.0084</td>
</tr>
<tr>
<td>13</td>
<td>$\S \rightarrow \S \rightarrow \S \rightarrow \S \rightarrow \S \rightarrow \S \rightarrow \S \rightarrow \S \rightarrow \S \rightarrow \S \rightarrow \S \rightarrow \S \rightarrow \S \rightarrow \S$</td>
<td>0.0084</td>
<td>0.0084</td>
</tr>
</tbody>
</table>

From Table 2, we have two observations. First, $R_w(U)$ can be calculated as shown in Eq. (5), by summing up all the probabilities $P(X = x)$ with $w \in x$, i.e.,

$$R_w(U) = \sum_{w \in x} P(X = x) = \sum_{x=x_1, \ldots, x_{13}} P(X = x) = 0.37392$$  \hspace{1cm} (6)

We first list the path probability in network $G$ under seed set $U$, as shown in Table 2. Take path $3$ for example, the probability of $x = (\S \rightarrow \S \rightarrow \S \rightarrow \S \rightarrow \S \rightarrow \S \rightarrow \S \rightarrow \S \rightarrow \S)$ in the sample space $\Omega^U$ can be calculated as follows,
Second, we remove the target node $w$ from each activation result $x$ in $G$. Let $F(w, x)$ denote the activation result without $w$, then by simply merging identical terms in the fourth column of Table 2, we get the probability for each merged result, including $P(F(w, x) = 1) = 0.6$, $P(F(w, x) = 1 \rightarrow \tilde{2}) = 0.36$, $P(F(w, x) = 1 \rightarrow \tilde{2} \rightarrow \tilde{3}) = 0.04$.

\[
\begin{array}{c}
1 \quad p=0.6
\end{array}
\begin{array}{c}
2 \quad p=0.36
\end{array}
\begin{array}{c}
3 \quad p=0.04
\end{array}
\]

Figure 4: Graph without the target node

Obviously, the distribution of $F(w, x)$ is identical with the random activation result (which can be denoted as $Y$) throughout the whole network without the target node, as shown in Fig. 4.

For a given target node $w \in V$, each neighbor has its own propagation probability to the target. Thus, the personalized influence in network $G$ on the user $w$ can be calculated by combining two parts:

- Propagation information from the seed set $U$ to the activated (persuaded) neighbors of $w$;
- Propagation probability from the activated (persuaded) neighbors to the target user $w$.

Therefore, we can obtain the result by taking $Y$ into account under the IC model,

\[
\sum_y p(Y = y) \left(1 - \prod_{v \in Y} (1 - p_{uw}) \right)
= 0.6 \times 0.3 + 0.36 \times (1 - 0.7 \times 0.8)
+ 0.04 \times (1 - 0.7 \times 0.8 \times 0.2)
= 0.37392
\tag{7}
\]

We can observe that the results in Eqs. (6) and (7) are the same. This is not a coincidence; we will theoretically prove the point. Actually, based on the property of the conditional probability [27], we have

\[
R_u(U) = \mathbb{P}^U(w \in X)
= \mathbb{E}^U \left[ \mathbb{P}^U \left( w \in X | F(w, X) \right) \right]
= \mathbb{E}^U \left[ 1 - \prod_{v \in F(w, X)} (1 - p_{uw}) \right]
= \mathbb{E}^U \left[ 1 - \prod_{v \in Y} (1 - p_{uw}) \right].
\]

Namely, $1 - \prod_{v \in Y} (1 - p_{uw})$ is an unbiased statistics of $R_u(U)$. Moreover, it has smaller variance than $1_{\{w \in X\}}$. In fact, we have

\[
\begin{align*}
D^U & \left[ 1 - \prod_{v \in Y} (1 - p_{uw}) \right] \\
& = \mathbb{E}^U \left[ (1 - \prod_{v \in Y} (1 - p_{uw}) - R_u(U))^2 \right] \\
& = \mathbb{E}^U \left[ (1 - \prod_{v \in Y} (1 - p_{uw}))^2 \right] - [R_u(U)]^2
\end{align*}
\]

Thus, Theorem 1. The statistics $1 - \prod_{v \in Y} (1 - p_{uw})$ is unbiased for evaluating $R_u(U)$, and it has smaller variance than $1_{\{w \in X\}}$, i.e.,

\[
\mathbb{E}^U \left[ 1 - \prod_{v \in Y} (1 - p_{uw}) \right] = R_u(U),
\]

\[
\mathbb{E}^U \left[ 1 - \prod_{v \in Y} (1 - p_{uw}) \right] < \mathbb{D}^U \left[ 1_{\{w \in X\}} \right].
\]

The influence degree from $U$ to the target $w$ can be measured as in Eq. (8), which is demonstrated effective to measure the personalized influence degree with provable smaller variance by Theorem (1).

\[
R_u(U) = \mathbb{E}^U \left[ 1 - \prod_{v \in Y} (1 - p_{uw}) \right]. \tag{8}
\]

2.3 Properties of Objective Function

By combining Eqs. (2) and (8), we obtain the objective function in Eq. (9),

\[
U^* = \arg \max_{|U| = k, U \subseteq V \setminus \{w\}} \mathbb{E}^U \left[ 1 - \prod_{v \in Y} (1 - p_{uw}) \right]. \tag{9}
\]

There are two challenges, given in Theorems 2 and 3, in solving the objective function in Eq. (9).

Theorem 2. The problem

\[
U^* = \arg \max_{|U| = k, U \subseteq V \setminus \{w\}} R_u(U)
\]

is NP-hard, and an instance of the classical set cover problem can be viewed as a special case of this problem.

Proof. Consider a collection of subsets $S_1, S_2, \ldots, S_m$ of a ground set $U = \{u_1, u_2, \ldots, u_n\}$, the set cover problem is to find whether there exist $k$ of the subsets, whose union is equal to the ground set $U$ (We assume that $k << m$).

Given an arbitrary instance of the set cover problem, we can define a directed bipartite graph with $|V'| + |C_w|$ nodes, as shown in Fig. 5, where $V'$ denotes the node set in graph $G_w, |V'| = m$, and each node $i \in V'$ corresponding to a set $S_i$; $C_w$ denotes the neighbors of the target node $w$, $|C_w| = c$, and each node $j \in C_w$ corresponding to a element $u_j$. Each edge $< i, j >$ with propagation probability $p_{ij} = 1$, if $u_j \in S_i$. In this way, the set cover problem is equivalent to deciding if
there is a $k$-node seed set $U$ in this bi-partite graph that can activate all $C_w$. If any $k$-node seed set can reach this target, then the Set Cover problem must be solvable. □

Figure 5: Bipartite graph with $|V|+|C_w|$ nodes

As the given problem is NP-hard, it is impractical to solve with brute force, especially when the network is large. To solve the problem with provable accuracy, we prove the objective function has the sub-modular property, which can be exploited to develop $(1-1/e)(\approx 63\%)$ approximate algorithms (e.g., greedy algorithms).

Theorem 3. The computing

$$R_w(U) = E^U \left[ 1 - \prod_{v \in Y} (1- p_{vw}) \right]$$

is #P-hard, as it can be viewed as a reduction from an instance of the classical counting problem of $s$-$t$ connectivity in a directed graph.

Proof. Consider the classical counting problem of $s$-$t$ connectivity in a directed graph. This problem is equivalent to computing the probability that $s$ is connected to $t$, when we set the connection probability of each edge in $G$ with $p=1/2$.

We define $R_w(s, G)$ to denote the influence degree from a given set $s$ to a target node $w$ in $G$, and define $R_w(s, G')$ to denote the influence degree from a given set $s$ to a target node $w$ in $G'$, where $G'$ is a graph induced by adding a new neighbor $v'$ to $w$, and two directed edges $<v', w>$ with $p_{w',w}=1/2$ and $<t, w>$ with $p_{t,w}=1$ in original $G$. Therefore, $R_w(s, G') - R_w(s, G) = (1-R_w(s, G)) \cdot p_{st,G} \cdot p_{w,v} \cdot p_{w',w}$, where $p_{st,G}$ denotes the propagation probability from the seed set $s$ to $t$ in $G$. As a result, $R_w(s, G) - R_w(s, G')$ is related to the probability that $s$ connects to $t$. If $R_w(s, G) - R_w(s, G')$ is solved, then the $s$-$t$ connectivity problem is solvable.

As the local influence spread is #P-hard, we present two approximation solutions:

(I) We use Monte-Carlo method to simulate the influence cascade. The number of possible activation results is exponential, simulating the random diffusion process with sufficient times can obtain arbitrarily close approximations to $R_w(U)$ with high probability. Let $D$ denote the number of simulation times, $Y$ denote the random activation result (consisting of live edges) with seed set $U$ in $G_\omega$, $\Omega_w$ denote a sample space of all possible activations. On the basis of Eq. (8), $R_w(U)$ can be computed as in Eq. (10).

$$R_w(U) = \sum_{y \in \Omega_w} P(Y = y)(1- \prod_{v \in Y} (1- p_{vw})) \quad (10)$$

For simplicity, we denote $1 - \prod_{v \in y}(1 - p_{vw})$ as $R_w(U, y)$. With a limited simulation number $N$, we get $R_w(U)$ as shown in Eq. (11).

$$R_w(U) = \frac{1}{N} \sum_{i=1}^{D} R_w(U, y_i) \quad (11)$$

(II) We construct a local cascade community that consists of only the shortest paths between each node in the graph and the target node, and restrict computations within this community only. This method significantly reduces the uncertainty during the influence propagation, and shrinks computation cost. In doing so, the approximate estimations of the local influence propagation can be efficiently calculated.

3. APPROXIMATE ALGORITHMS

In this section, we present two near-optimal algorithm-s and an on-line algorithm for the personalized influence maximization.

3.1 Greedy algorithm

We first prove that the optimization problem in Eq. (2) has the sub-modular [1,28] property. Based on this property, we then develop a greedy hill-climbing solution, referred to as the local greedy algorithm (LGA for short).

Theorem 4. The objective function in Eq. (2) has the sub-modular property.

Proof. First, we show that $R_w(U, Y)$ is sub-modular. Let $A, B$ denote the node set in graph $G$ $(A \subseteq B \subseteq V)$, $\nabla R_w(A, Y) = R_w(A \cup Y) - R_w(A, Y)$ denote the marginal influence degree on the target node $w$ in $R_w(v, Y)$ that are not already in the union $\bigcup_{w \in B} R_w(U, Y)$. Obviously, $\nabla R_w(A, Y)$ is no less than $\nabla R_w(B, A)$, which can be converted as $R_w(A \cup v, Y) - R_w(A, Y) \geq R_w(B \cup v, Y) - R_w(B, Y)$, this satisfies the definition of sub-modularity. As sub-modular functions are closed under nonnegative linear combinations, the objective function in Eq. (2) has the sub-modular property.

For a non-negative, monotone sub-modular function $r$, let $S$ be a set of size $k$ obtained by selecting elements one at a time, each time choosing an element that provides the largest marginal increase in the function value. Let $S^*$ be a set that maximizes the value of $r$ over all $k$-element sets. Then $r(S) \geq (1-1/e)r(S^*)$. In other words, $S$ provides a $(1-1/e)$-approximation [1,28].

$$U = \bigcup_k \arg \max_{v \in V \setminus U} R_w(U \cup \{v\}) - R_w(U) \quad (12)$$

Now we introduce the LGA algorithm. The algorithm starts with an empty seed set, and repeatedly adds a node that gives the maximum marginal gain into the set, until $k$ nodes has been obtained.

We summarize LGA in Algorithm 1. The input is a graph $G$, a target node $w$ and a positive number $k$ which is the expected number of nodes to be selected in the seed set $U$. We use $\text{RandCas}$ to denote a random process in Monte-Carlo stochastic simulation.

LGA first adds one node as seed each round, such that this node can maximize the marginal influence degree on $w$, as
Speeding-up algorithm

We present a more efficient local greedy algorithm (ELGA) for short, based on the above LGA algorithm. Compared to LGA, ELGA reduces the time complexity from $O((n+m_D)Dm)$ to $O(kD(m+Dm^*))$, where $m^*$ denotes the average number of edges of all induced smaller graphs.

In fact, in one random activation result $Y$, whether the influence propagated through an edge or not [11] is determined, so we don’t need to simulate the influence cascade for all the nodes in graph $G_\infty$ one by one, as the LGA algorithm does. An alternative method is to induce a graph $G'_i$ from the original graph $G_\infty$ in each random process $i$ first, by simulating the influence cascade on all edges in graph $G_\infty$, and then calculate the $R_w(U,G'_i)$ for nodes in the graph in one time, shown as Fig. 6.

The following steps also are used to further increase the efficiency of ELGA algorithm.

First, further reduce the scale of graph $G'_i$. As a seed node always influences the target node $w$ through $w$‘s neighbors, we can remove the nodes and edges that can not reach $w$‘s neighbors in $G'_i$, which will have no impact on the calculation results, to further reduce the scale of graph $G'_i$.

Second, reduce unnecessary calculation. If a node $v$ is already activated by the current seed set $U$, then the node $v$ has no contribution to our influence calculation [10] on the target $w$. As a result, for each node $v \in V \setminus U$,

$$R_w(U \cup \{v\}, G'_i) = \begin{cases} R_w(U, G'_i) & \text{if } v \in \delta_U \\ R_w(U, G'_i) + R_w(v, G'_i) & \text{if } v \notin \delta_U \end{cases}$$

where $\delta_U$ denotes the nodes activated (reachable) by the current seed set $U$.
Algorithm 3: Local Cascade Algorithm (LCA)

Input: (1) k, a positive number (2) w, a target node (3) G, a graph
Output: U, the top-k influential nodes for w

\[ U \leftarrow \phi \]

for each node \( v \in V \setminus U \) do

\[ R_w(v) = 1 - \prod_{w_i \in C_v} (1 - R_{w_i}(v) \cdot p_{w_i, w}) \]

end

while \(|U| < k\) do

\[ U = U \cup \arg \max_{v \in V \setminus U} R_w(\{v\}) \]

end

Output U

4. EXPERIMENTS

We implement our algorithms using C++ with 3.3GHz CPU and 4GB memory. We use four data sets, one is crawled from a popular social network site in China, weibo.sina.com, and the other three are downloaded from Jure Leskovec’s Website [30]. We summarize the statistical information of the four data sets in Table 2.

We use other three algorithms as benchmark methods. Moreover, we use Monte-Carlo to choose seed sets in the greedy algorithms, and evaluate their influences on a given target node, as shown in Eq. (11).

- **LDegree algorithm.** Selecting nodes with the highest degree is a popular method in the influence maximization problem. In this algorithm, we instead use the global top-k influential nodes as the baseline solution.

- **LRandom algorithm.** In this algorithm, we randomly pick k nodes (expect the target node) in the networks as the local top-k influential nodes for the proposed problem.

- **LND algorithm.** In this algorithm, we simply pick k nodes from the neighbors with highest degree of the target node as the local top-k influential nodes for the proposed problem.

4.1 Parameter Study

4.1.1 Parameter k Study

We evaluate the performance on Dataset-1, by varying k from 1 to 10 with \( p = 0.03 \) in Figs. 7(a) and 7(b). From the results, we can come to three conclusions:

1. The local influence degree of seed sets in LGA and ELGA consistently outperforms the other four algorithms. For example, given the target node ID=132, for \( k=10 \), the influence degrees on the target node 132 of LGA and ELGA are both 0.3723, while that of LCA, LND, LDegree, LRandom algorithms are 0.3354, 0.3218, 0.1595, and 0.1632 respectively. In other words, LGA and ELGA improve the degree by 0.0369 (or 11.00%) compared to LCA, 0.0505 (or 15.69%) LND, 0.2128 (or 133.42%) LRandom and 0.2091 (or 128.13%) LDegree. This is because LGA and ELGA have performance guarantees as we analyzed before.

2. The local influence degree of seed sets in LCA is very close to that in LGA and ELGA w.r.t. different values of k, which validates the effectiveness of LCA. Meanwhile, LND outperforms LCA in Fig.7(a) for \( k=1 \) to 3. This is because LND chooses initial nodes from the perspective of the target node, taking both the factors of distance and degree into consideration. However, as they depend on neighbors of the target node, their superiorities are random and unstable.

3. The local influence degrees of seed sets in LDegree and LRandom are always worse than the other four algorithms w.r.t. most values of k, which means that LDegree and LRandom only choose initial nodes globally, while losing the local structure w.r.t. the target node itself.

Efficiency. The results are shown in Figs. 8(a) and 8(b). We report five algorithms except the LGA greedy algorithm which always consumes the heaviest time. Several conclusions can be made from these results: (1) the running time of ELGA is consistently far worse than the other four algorithms for all values of k. For example, given the target node ID=132, for \( k=3 \) and \( p=0.03 \), the running time of ELGA is
720.616ms, while that of LCA, LDegree, LRandom and LND algorithms are 15ms, 4ms, 4ms, and 1ms respectively. Moreover, the efficiency of ELGA is more sensitive w.r.t. the increasing number of nodes in the seed set than the other four algorithms. This is because ELGA’s time complex is $O(kDm^*)$, which means each round of a new seed node searching process takes $O(Dm^*)$ time. While Monte-Carlo method needs to simulate the random process with sufficient times to obtain very good estimates, $D$ is typically more than 10,000 times, which is very expensive. Therefore, ELGA keeps the computation accuracy at the cost of efficiency.

4.1.2 Parameter $p$ Study

We evaluate the performance on Dataset-1, by varying $p$ from 0.01 to 0.1 with $k=6$. The results are shown in Figs. 9(a) and 9(b).

![Figure 9](image-url)  
Figure 9: (a) Local influence degree of the target node 132 with $k=6$. (b) Local influence degree of the target node 125 with $k=6$.

(1) The quality of seed sets in LGA and ELGA consistently outperforms the other four algorithms for all values of $p$. For example, given the node ID=132, for $k=6$ and $p=0.03$, the running time of LCA is 14ms, while that of LDegree, LRandom and LND are 4ms, 4ms and 1ms respectively. Moreover, the efficiencies of LCA, LND, LDegree and LRandom are nearly the same with the increasing of the number of nodes in the seed set.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Extract from</th>
<th>#Description</th>
<th>#Nodes</th>
<th>#Directed Edges</th>
<th>#Average Degree</th>
<th>#Average Clustering Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Weibo.com</td>
<td>who-follow-whom network</td>
<td>692</td>
<td>17,595</td>
<td>29.2</td>
<td>0.3867</td>
</tr>
<tr>
<td>2</td>
<td>Wikipedia.org</td>
<td>who-votes-on-whom network</td>
<td>7,115</td>
<td>101,689</td>
<td>14.6</td>
<td>0.1409</td>
</tr>
<tr>
<td>3</td>
<td>Epinions.com</td>
<td>who-trusts-whom network</td>
<td>15,879</td>
<td>508,837</td>
<td>6.7</td>
<td>0.08</td>
</tr>
<tr>
<td>4</td>
<td>Wikipedia.org</td>
<td>who-edits-whoes talk page (communication) network</td>
<td>2,394,385</td>
<td>5,021,410</td>
<td>2.1</td>
<td>0.0620</td>
</tr>
</tbody>
</table>

4.1.3 Study

We study the performance of the algorithms for most values of $k$, with different target nodes, which testifies the efficiency of LCA. Meanwhile, the quality performance of LND even performs better than LCA in Figs. 9(a) for $p=0.09$. However, their dominance is randomness and unstable. For example, given the target node ID=132, for $k=6$ and $p=0.06$, the influence degree of LND and LCA are 0.5700 and 0.6297 respectively. While given the same node ID=132 for $k=6$ and $p=0.09$, the estimation of LND and LCA are 0.8035 and 0.7931 respectively. In other words, LND drops 9.5% (LCA) for $p=0.06$, while LND improves the evaluation of influence degree by 1.3% (LCA) for $p=0.09$.

(3) The quality of seed sets in LDegree and LRandom are unstable, which always performs worse than the other four algorithms for most values of $p$. For example, given the node ID=125, for $k=6$ and $p=0.03$, the influence degree of LDegree and LRandom are 0.2606 and 0.2488 respectively, while the evaluation of LND and LCA are 0.3686, 0.3686, 0.3554 and 0.3120 respectively. In other words, LDegree and LRandom drop their evaluation influence degrees by 26.7% and 29.3% (LND/ELGA), 30.0% and 20.3% (L-
CA), and 20.3% and 16.5% (LND).

Efficiency. Figs. 10(a) and 10(b) report the running time performance. Several conclusions can be drawn from these results.

1. The running time of ELGA is consistently far worse than the other four algorithms for all values of $p$. For example, given the target node ID=125, for $k$=6 and $p$=0.02, the running time of ELGA is 1326.446ms, while that of LCA, LDegree, LRandom and LND is 13ms, 3ms, 3ms and 1ms respectively. Meanwhile, the efficiency performance of ELGA is more sensitive to the increasing of the propagation probability than the other four algorithms. As the number of activated nodes in the graph is growing with the propagation probability, it further causes the increasing in the scale of the new induced graph $G^*$ in each iteration, and results in the efficiency-reduction of ELGA.

2. The running time of LCA is very close to that from the other four benchmark algorithms, for all values of $p$, which testifies the efficiency of LCA. For example, given the target node ID=125, for $k$=6 and $p$=0.04, the running time of LCA is 15ms, while that of LDegree, LRandom and LND are 4ms, 4ms and 1ms respectively. Meanwhile, the efficiencies of LCA, LND, LDegree and LRandom are almost unchanged with the increasing of the propagation probability. This is because the propagation probability in the seed set has little connection with efficiency performance.

4.2 Scalability Study

We evaluate the LCA algorithm under different network scales (from Dataset-1 to Dataset-4). Fig. 11(a) shows the efficiency results with $k$ varying from 1 to 10 and $p$=0.03. Fig. 11(b) shows the efficiency results with $p$ varying from 0.01 to 0.1 and $k$=6. We can observe that LCA has good adaptability under different networks, it can handle large-scale data sets with different values of parameters. For example, in Fig. 11(b), for $p$ varying from 0.05 to 0.07, the running time on Dataset-4 is 93ms (or 0.7%) and 15ms (or 0.1%), which can be viewed as a relatively stable process.

5. RELATED WORK

Given a social network with influence weights, the global influence maximization aims to identify a subset of seed nodes (i.e., leaders), through which the influence can be spread to the largest number of users in the social network. The pioneer work in global influence maximization, to the best of our knowledge, can be traced back to Domingos and Richardson [7, 8]. Then, Kempe et al. [1] formulated the influence maximization problem as a discrete optimization problem, and provided algorithms with provable approximation guarantees.

For algorithms, most recent work [3, 9–16, 21, 26] focus on the efficiency of the influence maximization problem, due to expensive computation on large-scale social networks. These research can be divided into two complementary directions. One direction is greedy algorithms and their extensions with provable approximation guarantees [3, 10–12, 16, 21, 26]. For example, Leskovec et al. [3, 11] and Goyal et al. [16] exploited the sub-modularity property of problem objective to reduce the number of evaluations on the influence spread of nodes. Kimura et al. [10] estimated all quantities on the basis of bond percolation and graph theory. Chen et al. [11] removed the edges that do not contribute to propagation from the original graph, and performed the influence diffusion on a smaller graph. Wang et al. [12] found influential nodes based on communities detecting and selecting. Barbieri et al. [26] studied social influence from the topic modeling perspective.

The other direction is to develop efficient heuristic algorithms on large-scale networks [9, 11, 13–15]. For example, Kimura and Saito [9] proposed two shortest-path based influence cascade models for efficient estimation. Chen et al. [11] found influential nodes under the assumption that the influence spread increases with the degree of nodes, and gained efficiency by restricting computations on the local influence communities of nodes [13, 14]. Goyal et al. [15] computed the spread by exploring simple paths in the neighborhood. Different from greedy algorithms, heuristics has high efficiency, but without provable performance guarantee.

However, existing work on global influence maximization cannot be directly transplanted to our local optimization problem. Therefore, we present several local near-optimal algorithms with approximation guarantee.

6. CONCLUSION AND FUTURE WORK

We have studied a new problem of personalized (local) influence maximization on social networks. We have provided a random function, with lower variance guarantee, to randomly simulate our objective function. Then, we have presented efficient algorithms with approximation guarantees. Experimental results have validated the performance of the proposed algorithms.

There are some interesting problems in the future. First, our local influence maximization model is based on the IC
model. How to model the problem under other cascade models (e.g., the linear threshold model) needs further study. Second, with the availability of big social network data generated by online shopping, advertising and instant messaging, how to identify the most influential users for a given target user across multiple sources is also a challenge.
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