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ABSTRACT
Organizational models play a key role in today’s enterprise modeling. They usually show up as partial models produced in a distributed and non-synchronized fashion by people with different conceptual understandings. For this reason, there is a major need to organize partial organizational models within a suitable modeling framework, and, moreover, to check their mutual conformance. This builds the basis to integrate the partial organizational models later on into one holistic model of the organization and for model checking certain security, risk, and compliance constraints. In order to attain this goal, the authors present two mutually aligned contributions. The first one is a new enterprise modeling framework—the EM-Cube. The second one is a new approach for checking conformance of models based on the suggested formal modeling technique associated with the proposed framework. They evaluate the potential solution against concrete requirements derived from a real-world scenario coming out of the finance industry.
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INTRODUCTION
At Credit Suisse we discovered that today’s enterprise modeling is facing several challenges concerning the sound integration of heterogeneous and incomplete models that are often developed and maintained in a distributed and decentralized way. For this reason, this paper focuses on how (organizational) models should be organized in an enterprise modeling framework given these hard side constraints. In particular, given a decentralized organization, the existing partial models need to be kept mutually aligned and consistent to make it possible to integrate them in a sound way later on. In order to do that, we review the real-world situation at Credit Suisse as well as the (scientific) literature with regards to enterprise modeling and conformance checks to come up with requirements based on a qualitative analysis for a potential solution.
From a practical point of view we focus on the **toolability** of a potential solution. Here, hard side constraints like the implementability need to be taken into account. In addition to that, we expect a potential solution to live in a product eco-system.

From a theoretical point of view we focus on the **soundness** of a potential solution. Here, hard side constraints are formal properties like correctness and completeness concerning the used modeling, integration and analysis techniques. Further, we expect a potential solution to be applied in the context of other methods or best practices.

Therefore, the research question consists of two parts. Firstly, we need to understand what kind of modeling framework can support the organization of partial models, which is at the same time compatible with the real-world setting of a big and decentralized organization like an international bank. Secondly, we need to find a way to check consistency issues between partial models using implementable formal methods that work for any set of valid input models, such that the implemented tools are usable by the people in the field.

As a consequence, this paper presents two contributions that are mutually aligned. The first one is a new enterprise modeling framework, the EM-Cube, that supports the organization of local knowledge of an organization and that is at the same time compatible with requirements from a big and decentralized organization. The second one is an implementable approach that helps to analyze the conformance of partial models of an organizational model using formal techniques of algebraic graph transformation that come with formal guarantees like correctness, completeness, termination and efficiency as well as usability.

In detail, the paper is organized as follows: We first present as problem statement our findings from the real-world scenario at Credit Suisse as well as from the (scientific) literature, which is evaluated with regards to enterprise modeling and conformance analysis. Based on these findings, we present requirements derived from the real-world scenario and the related work that we use to ground a new enterprise modeling framework and its corresponding modeling technique. In a next step, this framework, the EM-Cube, is introduced and evaluated. Afterwards, an approach for conformance analysis of models based on the suggested modeling technique is developed and evaluated. Finally, we demonstrate the applicability of our approach by the help of a concrete example that is likewise evaluated and finish with some conclusions as well as potential future work. For further technical details see our online report (Brandt & Hermann, 2012).

**PROBLEM STATEMENT**

**The Credit Suisse Scenario**

The Credit Suisse scenario serves to motivate our potential solution and it provides the empirical source for real-world requirements that are used for evaluation later on. In detail, we will reflect how organizational models that are part of the set of the overall enterprise models at Credit Suisse are produced, organized, and managed (Fox & Grüninger, 1998).

In the given case, a bank like Credit Suisse has a business and IT branch that are expected to operate in an aligned but independent way. In this context, the purpose of the used IT technology is to support financial business processes. In order to achieve this goal, the IT branch focuses on setting up an appropriate IT architecture (Jonkers, Lankhorst, Buuren, Bonsangue, & Torre, 2004). However, there are different views on the IT at Credit Suisse. One view is about the way a software infrastructure is generated. This is done by the help of a model driven engineering (Stahl & Völter, 2006) (Model Driven Engineering, MDE) process. Another view is about the resulting IT architecture, its management and development. In order to develop and manage the IT architecture, the IT branch of Credit Suisse selected TOGAF (Raynard, 2008) (The Open Architecture Framework) as the most suitable best practice from their point of view. Both views are related towards each other. An illustration is presented in Figure 1.
The view of the MDE process is driven by different conceptual models (Embley & Thalheim, 2011), which are formulated using UML (Oestereich, 2002) or specific UML profiles (Fontoura, Pree, & Rumpe, 2002). Based on the conceptual models the MDE process generates logical models, which are then translated into physical models representing concrete application programs that can be instantiated and executed.

The view of the IT architecture is driven by focusing on a business architecture, an application architecture and a technology architecture. Orthogonal to these architectures at Credit Suisse, there is a data and information architecture as well as a development architecture. The business architecture grasps business requirements as data types and class models that are used later on in the MDE process. The application architecture defines the application landscape as well as the interactions between different applications from a logical (and physical) point of view. The technology architecture targets the concrete hard- and software base. The data and information architecture is about scheme development and integration related to the big volumes of data the bank has to handle. The development architecture is about the architecture of a tool chain used to generate applications based on available models by the help of code generators.

The MDE process is put into relationship with the TOGAF process. In detail, the application architecture is mapped into a conceptual, logical and physical layer, whereas the business architecture can be found in the conceptual layer only. The technology architecture finally has its reference in the physical layer of the MDE process. In detail, the MDE development process at Credit Suisse operates at the conceptual layer with UML-based BOMs (business object models) (Anaya et al., 2010). It therefore abstracts away the management of terminologies and sticks with a pure data type approach. At the logical and physical MDE layer, logical and physical UML- based application models are used.

Therefore, Credit Suisse is putting priority on modeling an all encompassing IT architecture by the help of a customized TOGAF process for modeling, building and maintaining an IT architecture. From a methodological point of view, a classical software engineering approach is taken that fully builds on UML and specific UML profiles as well as automation support by the help of code generators.

Organizational security, risk and compliance issues are administered by applying informal guidelines, checklists and proprietary standards with regard to the used technology as well as the running business processes, which are enforced on a case-by-case basis by specialized IT task forces in a handwork way.
Related Work

**Enterprise Modeling.** The presented state of the art of enterprise modeling motivates likewise our potential solution. It has extensively been reflected in Schweda (2011) using the industrial standard IEEE 1471 (IEEE, 2000), which provides a conceptual framework to describe and classify software intense systems. It is by itself no method, but a recommended best practice and acts as a frame of reference, which focuses on the system of interest, its architecture and stakeholders, their concerns, the architectural descriptions, the viewpoints of the stakeholders and the views of the architectural description, the modeling language and the models. However, we do not develop the full spectrum here, but focus on those aspects, which will help to motivate real-world requirements for the evaluation of a new enterprise modeling framework encompassing its corresponding modeling technique.

In the following, we present an overview of some characteristic qualities of enterprise modeling approaches from the point of view of the Zachmann Framework, ARIS, GERAM, KTH Stockholm, TOGAF and ArchiMate, the EA Cube, and St. Gallen. Additional information about further frameworks is available in our online report (Brandt & Hermann, 2012).

The Zachmann Framework (Zachman, 1987; Sowa & Zachman, 1992) is a framework for an information system architecture covering the whole enterprise. It is best characterized by its modeling layers scope, business, logical systems, technical systems and detailed representations. Each layer is sliced by the central questions of what, how, where, who, and why and comes with an increasing level of details.

ARIS (Architektur integrierter Informationssystemmodellierung) is a specialized architecture (Scheer, 1992, 1999, 2001), which standardizes the way a business information system is modeled. It sticks with a business process perspective and comes with different, but integrated views, the ARIS house, on the enterprise using a relational database model, as there is an organizational view, a data view, a control view, a functional view, and an output view.

GERAM (Generalized Enterprise Reference Architecture and Methodology) (Bernus & Nemes, 1994; IFIP-IFAC Task Force, 1999; Bernus, Nemes, & Schmidt, 2003; Noran, 2003; ISO, 2006; IFIP-IFAC Task Force, 1999) is a reference framework for existing methodologies and modeling techniques that supports the comparison and evaluation of existing enterprise modeling approaches. It became an ISO standard in 2000 (ISO, 2006). It can be best characterized by the nine modules, in which it decomposes. They are about the used reference architecture, the engineering methodology, the modeling languages, partial models, enterprise modeling concepts, tools, enterprise models and their implementations as well as an enterprise operational system.

The TOGAF framework (The Open Group Architecture Framework) (The Open Group, 2009) started as a special technical architecture framework for information systems (TAFIM), which was published by the US Department of Defense. The current version builds on the ISO Standard 42010 (IEEE, 2000). It can best be characterized as a codified best practice from industry supporting the management of enterprise architectures. As such, it distinguishes a business architecture, a data architecture, an application architecture and a technology architecture. It assumes a meta model, which organizes the content types for all architectural layers. In detail, the framework comes with six meta-model extensions that are about governance, services (Starke & Tilkov, 2007), business processes, data, infrastructure and motivation modeling.

An optional extension to the TOGAF framework is the ArchiMate language (Jonkers et al., 2003; Jonkers, Lankhorst, van Buuren, et al., 2004; Lankhorst, 2004, 2005, 2009; Jonkers et al., 2006; Arbab et al., 2007; Proper, Hoppenbrouwers, & van Zanten, 2005; Lankhorst, Proper, & Jonkers, 2010), which aims to support the description of different aspects like the structure and behavior of an enterprise as well as the processed information. It further
assumes plurality with respect to different visualizations and viewpoints, and seeks to support the integration of existing documents of enterprise models. Further, it differentiates three levels, the business, the application and the technology level. For all aspects and layers it provides appropriate concepts and visualizations. In addition to that, it is assumed to be flexible with respect to different viewpoints and meta models.

The SEAM approach (Systemic Enterprise Architecture Methodology) (Wegmann, 2003; Le & Wegmann, 2005, 2006; Balabko & Wegmann, 2006; Rychkova & Wegmann, 2006, 2007; Wegmann, Le, Regev, & Wood, 2007; Wegmann, Regev, Rychkova, Le, & Julia, 2007; Wegmann, Kotsalainen, Matthey, Regev, & Giannattasio, 2008; Regev, Hayard, Gause, & Wegmann, 2009) supports interdisciplinary EA projects with methods and models. By doing this, SEAM seeks to complement existing EA approaches by methodological guidance. Key aspects of the SEAM approach are the configuration of modeling languages as well as the hierarchical understanding of enterprise systems.

The management approach of enterprise architectures by the KTH Stockholm (Ekstedt et al., 2004; Johnson, Ekstedt, Silva, & Plazaola, 2004; Gammelgård, Lindström, & Simonsson, 2006; Johnson, Nordström, & Lagerström, 2007; Johnson & Ekstedt, 2007; Lagerström, Chenine, Johnson, & Franke, 2008; Lagerström & Johnson, 2008; Närman, Schönherr, Johnson, Ekstedt, & Chenine, 2008; Buckl et al., 2009; Ekstedt et al., 2009; Kallgren, Ullberg, & Johnson, 2009; Raderius, Närman, & Ekstedt, 2009) provides decision support for the IT management in enterprises. It, therefore, focuses on techniques and models that help to analyze specific qualities of enterprise architectures. As consequence, it complements techniques that primarily deal with modeling enterprise architectures. The used information models correspond to different viewpoints like an architectural viewpoint, a business process viewpoint and an application usage viewpoint.

The EA Cube (Bernard, 2005; Doucet, Götze, & Saha, & Bernard, 2009d; Bernard & Grasso, 2009; Doucet, 2009; Doucet, Götze, Saha, & Bernard, 2009b, 2009c) codifies insights gained from industry and academia. It can best be described by its hierarchical levels, as there is a level of goals and initiatives, a level of processes and services (Starke & Tilkov, 2007), a level of data and information, a level of systems and applications, and a level of networks and infrastructure. Orthogonal to these levels there are common threads in the area of security, standards and workforce. All this is organized into different segments, one for each line of business. It realizes at the same time a language and a method. The language defines what is being modeled, whereas the method defines how this happens.

The EA Management approach of the University of St. Gallen (Österle & Winter, 2003; Winter & Fischer, 2006; Aier & Schönherr, 2007; Braun, 2007; Kurpjuweit & Winter, 2007; Schelp & Stutz, 2007; Österle, Winter, Höning, Kurpjuweit, & Osl, 2007; Aier, Kurpjuweit et al., 2008; Aier, Riege, & Winter, 2008; Fischer, 2008; Hafner & Winter, 2008; Winter & Schelp, 2008a, 2008b; Aier, Kurpjuweit, Saat, & Winter, 2009; Aier & Winter, 2009; Kurpjuweit, 2009; Kurpjuweit & Winter, 2009; Riege & Aier, 2009; Aier & Gleichauf, 2010; Hanschke, 2009) focuses on an holistic approach to design organizations, which is, therefore, closely related to enterprise modeling and the management of enterprise architectures. It can best be characterized by its core business meta-model that serves to model a commercial organization as part of a business engineering activity. The core business meta-model is complemented by additional extensions that serve to specify the strategy and possible information systems. The modeling framework consists of the following layers: a business architecture layer, a process architecture layer, an integration architecture layer, a software architecture layer and a technology architecture layer. At the meta-level the modeling process comes as a special approach to meta-model engineering, which serves to customize and extent the core business meta-
model that is used to specify the design of a commercial organization.

Based on these results we focus on aspects like modeling frameworks and modeling techniques, partial models, modeling domains and abstraction layers as well as model requirements. Therefore, we do not focus on very specific solutions assuming a certain organizational type, IT architecture, modeling methodology or modeling language.

Conformance Analysis. The presented state of the art of conformance analysis is intended to motivate likewise our potential solution in a similar fashion as in the previous cases. As before, we focus in our presentation on specific qualities that help to motivate the real-world requirements for the evaluation of a new enterprise modeling framework encompassing its corresponding modeling technique.

In Martens (2009) the author analyze whether a business process is executed according to the prescribed behavior in a process model in order to check for its conformance. In detail, the author looked at feedback aspects such as fitness, precision, generalization, structure, frequency, violation and location, which are discussed in the literature. Fitness defines how much of the behavior in an event log is captured by a process model. Precision indicates how much extra behavior has been contained in the model but no such behavior can be found in the provided event log. Generalization indicates if a model is not too precise (hence too static). Structure indicates if the a priori model is well structured and if it is readable. Frequency indicates how often a specific behavior has been performed in reality. Violation is the complement of the fitness aspect. It assumes that the provided process model only contains behavior that is allowed. Location indicates where the observed behavior has deviated from the a priori model. In his study he checked, which of those aspects are most relevant in a commercial environment. According to the findings of the author all techniques are of equal importance. However, potential users judged the understandability of the techniques differently. Fitness and violation aspects were easier to understand than other techniques. In addition to that, managers understood feedback techniques significantly better than supervisors.

Similar issues have been investigated (Rozinat & van der Aalst, 2008; Rozinat & van der Aalst, 2005; Rozinat, De Jong, Günther, & van der Aalst, 2006; Rozinat et al., 2006; van der Aalst, Dumas, Ouyang, Rozinat, & Verbeek, 2006). Here, the authors discuss conformance analysis between real (business) processes and underlying event logs as well as real business processes and idealized reference models of such processes. In the first case, they focus on fitness and appropriateness. In the second case, they investigate and quantify the deviations between business processes in order to check for regulatory compliance.

A fully different point of view is taken by the authors in Nguyen and Munson (2003, 2004). Here, conformance is discussed by looking at software engineering documents and their relationships. Such documents can, for example, represent raw data for (business) process specification. In detail, the author exam under which conditions such documents are in semantic harmony by using a hypertext approach.

Based on these results we focus on aspects like conformance between models of different organizational sub-domains within a similar level of abstraction. Therefore, we do not focus on aspects related to the conformance of models within different levels of abstraction within one single domain.

Analysis

Requirements derived from the real-world Scenario. Subsequently, we like to present selected requirements that are intended to support and evaluate the development of a new enterprise modeling framework as well as a corresponding modeling technique based on insights gained from the empirical analysis of the real-world scenario at Credit Suisse. We conceptually introduce each requirement and show its underlying motivation with relation to the analyzed scenario. The selected requirements are summarized in the following table (Table 1).
In the scenario, we found evidence that it is an advantage to separate organizational models from IT architecture models (R1a) because this helps to avoid modeling in two conceptual coordinate systems in an integrated way, which unavoidably is causing problems. The same is true when separating IT architecture models from IT technology models (R1b). In both cases, the underlying domain specific modeling languages evolve independently, the same may become true for their conceptual coordinate systems, which is going to break integrated modeling artifacts and, therefore, results in maintainability problems like lower flexibility and higher costs. A different situation can be found in the scenario between organizational business and organizational IT models (R2). Here, a different speed of modeling life cycles is the primary reason to keep the mutually depending modeling spaces separate. Assuming separate modeling spaces for organizational business and organizational IT models, a bidirectional alignment between these models in their prevailing modeling spaces become necessary (R3).

Analogously, organizational IT models representing the data logistics in organizational terms need to be aligned with IT architecture models (R4a), and IT architecture models need to be aligned with IT technology models (R4b) representing the underlying hard- and software infrastructure in software and system engineering terms. The need to check organizational models regarding certain security, risk and compliance properties calls for organizational constraints, which leads to a natural separation of the modeling space of organizational models and the one for their corresponding constraints (R5). The objective to have the organizational constraints checked in a sound way leads to the
requirement of using formal methods, which makes it necessary to have organizational models and their constraints underpinned by some kind of formal semantics (R6, R7). In addition to that, any such kind of formal semantics needs to be grounded in existing implementations of available formal tools in order to be able to automate possible model checking techniques (R8) easily. Depending on the current fashion, the IT architecture models may put a description layer on top of the existent hard- and software infrastructure, which encapsulates technological models. Here, architecture models may represent a service-oriented architecture (R9). However, our understanding is that regarding the examined scenario this is a soft requirement that may be altered towards any other suitable type of IT architecture as long as the type of architecture does not remain unspecified. Because we need to discuss properties of languages and their artifacts a generic formal syntax technique is needed (R10), which can cope with all types of languages used in our scenario at the same time. Once, such language artifacts that represent models in our scenario are required to be transformed or synchronized in an automated and sound way, implementable formal syntax transformation techniques are needed (R11). Assuming decentralized and asynchronous modeling activities, automated conformance tests become mandatory (R12) to identify potential inconsistencies between models. We believe that such tests should be realized on top of the generic formal language model and its corresponding syntax transformation techniques. Further, our observations of the real-world modeling activities and processes at Credit Suisse led to the insight that we need support for integrated language families of small and evolving domain specific modeling languages (R13) (Braatz & Brandt, in press). In the ideal case, this support is realized by the help of the generic formal language model and its corresponding syntax transformation techniques we propose, which would facilitate the language integration and prepare the ground for the formal analysis of potential language and model properties. Regarding possible model transformation and integration operations we found evidence that such operations are required to work in a bidirectional way (R14) in order to support the management of horizontal relationships of models in addition to classical vertical relations as they can be found in today’s generator driven approaches. We believe that organizational knowledge can best be represented by the help of partial models (R15). Finally, the change rate, we were able to observe, requires models to be loosely coupled (R16). The best practice of tight data schema integration applied to the different domain models used at Credit Suisse fails here in the evaluated scenario to provide the needed flexibility.

Requirements derived from related work. As in the above case, we like to present selected requirements that are intended to support and evaluate the development of a new enterprise modeling framework as well as the corresponding modeling technique we suggest based on insights gained from the analysis of the related work, taking the view of enterprise modeling and conformance analysis as well as others. We conceptually introduce each requirement and show its underlying motivation with relation to the literature. The selected requirements are summarized in the following table (Table 2).

As it is discussed in various references (ISO, 2006) there is an obvious need to organize enterprise models by the help of a modeling framework (R17). Such enterprise models are usually created using one possible modeling technique (OMG, 2010; Ehrig, Ehrig, Prange, & Taentzer, 2006), whereas the recommended modeling methodology (Ortner, 2008) remains orthogonal to the chosen technique. In Ortner (2008) enterprise engineering is recommended (R18) as methodology for the development of organizational models.

Further, the wide variety of possible IT architectures discussed in the literature (Aier, Riege, & Winter, 2008) makes it look reasonable to keep the type of the concrete IT architecture, which is part of an overall enterprise architecture, a given, but variable parameter (R19). Besides this and because the overwhelming number of enterprise documents
are written in some natural language a kind of natural language processing is required before their content can be used to develop enterprise models. Here, language-critical re-construction techniques as introduced in Schienmann (1997) show a good potential to support this process (R20). Regarding possible modeling techniques, agile modeling (Ambler, 2002) is maybe the best option when it comes to incomplete and inconsistent information in a distributive and asynchronous modeling process that need to be supported in order to set up organizational enterprise models (R21). Today, such enterprise models are heavily used to generate source code as it is discussed in Stahl and Völter (2006). So, it appears mandatory to support vertical transformation techniques (R22). For practical reasons, organizational enterprise models may be part of different, but loosely integrated sub-domains as there are processes and rules (Braatz & Brandt, 2010b). Therefore, the support of handling different, but overlapping language spaces is needed (R23). In addition to that it is important to notice that enterprise models not only encompass schemes but also instances (Braatz & Brandt, 2010a). A scheme can be, for example, a business process model, whereas an instance, on the other hand, may represent a given IT landscape. As a consequence, scheme and instance models must be supported (R24) at the same time. Further, the need for a continued quality assurance of enterprise models (Brandt, Hermann, & Groote, 2011) makes it necessary to ground them in corresponding model requirements (R25). This could be supported by linking both, models and requirements, in a bidirectional way. Besides this, quality assurance of models also benefits from formal syntax analysis techniques (R26), which help to assure, for example, that certain syntactical modeling constraints are respected (Ehrig et al., 2006). The need to check semantic properties of enterprise models makes it looks promising to ground their specific semantics on the implemented semantics of already existing formal tools (Boehmer, Brandt, & Groote, 2009; Brandt, Otten, Kreitz, & Bibel, 2010; Brandt et al., 2011) (R27), because this

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
<th>Check</th>
</tr>
</thead>
<tbody>
<tr>
<td>R17</td>
<td>Use of a Model Framework</td>
<td>Must</td>
</tr>
<tr>
<td>R18</td>
<td>Use of Enterprise Engineering as Methodology</td>
<td>Must</td>
</tr>
<tr>
<td>R19</td>
<td>Letting the concrete IT Architecture being a Parameter</td>
<td>Must</td>
</tr>
<tr>
<td>R20</td>
<td>Support for Language-Critical Reconstruction Techniques</td>
<td>Must</td>
</tr>
<tr>
<td>R21</td>
<td>Support of Agile Modeling Techniques</td>
<td>Must</td>
</tr>
<tr>
<td>R22</td>
<td>Support of Model Transformation Techniques</td>
<td>Must</td>
</tr>
<tr>
<td>R23</td>
<td>Support of Language Spaces</td>
<td>Must</td>
</tr>
<tr>
<td>R24</td>
<td>Support of Scheme- and Instance-Models</td>
<td>Must</td>
</tr>
<tr>
<td>R25</td>
<td>Mutual Alignment of Models and their Requirements</td>
<td>Must</td>
</tr>
<tr>
<td>R26</td>
<td>Use of Formal Syntax Analysis Techniques</td>
<td>Must</td>
</tr>
<tr>
<td>R27</td>
<td>Reuse of already Implemented Formal Semantics</td>
<td>Must</td>
</tr>
<tr>
<td>R28</td>
<td>Support of Modeling and Programming Languages</td>
<td>Must</td>
</tr>
<tr>
<td>R29</td>
<td>Support of Graphical and Textual Domain Languages</td>
<td>Must</td>
</tr>
<tr>
<td>R30</td>
<td>Support of Formal Languages</td>
<td>Must</td>
</tr>
<tr>
<td>R31</td>
<td>Support of Language Integration</td>
<td>Must</td>
</tr>
<tr>
<td>R32</td>
<td>Use of Dimensional Descriptors</td>
<td>Must</td>
</tr>
</tbody>
</table>
enables software reuse and automatic evaluation of semantic properties at the same time. In the related work, modeling languages like UML (OMG, 2010) as well as programming languages like Java (Alves-Foss, 1999; Arnold, Gosling, & Holmes, 2006) are used to build enterprise models and to generate executable code at the end (R28). Sometimes modeling languages are complemented by textual or graphical domain languages (Braatz & Brandt, 2010a, 2010b) (R29). However, the underlying purpose remains the same, generating program code. In specific scenarios, formal specification languages are used (R30), for example, to check certain semantic properties of domain models (Brandt et al., 2011). Because enterprise models often are building up on top of different types of languages (Brandt, Engel, Hermann, Braatz, & Ehrig, 2007), language integration becomes a central issue (Van Gorp, Keller, & Janssens, 2009) (R31). Finally, in order to keep a future solution of enterprise modeling manageable, orthogonal descriptors should help to keep the overall complexity low (IFIP-IFAC Task Force, 1999; ISO, 2006) (R32).

ENTERPRISE MODELING

The New EM-Cube

The first main contribution is the new EM-Cube, which is presented next, an evaluation is given afterwards. It is a special enterprise modeling framework that supports the organization of partial organizational models in a way, which is compatible with a decentralized and asynchronous modeling process executed by people having different conceptual understandings observed in the Credit Suisse scenario. It is further aligned with formal techniques of algebraic graph transformation that we suggest as corresponding modeling technique. Algebraic graph transformation helps to automate a wide range of modeling operations needed in the context of this cube.

In detail, the purpose of the EM-Cube is to provide a modeling framework for the organizational business model, the organizational IT model, the (logical and physical) IT architecture model and the IT technology model of a commercial organization. Because a holistic organizational model is usually not available as such, it is assumed to be build up based on partial organizational models. These partial organizational models fall into different organizational sub-domains as shown in Figure 2. They target cybernetic models (Abdelzaher, Diao, Hellerstein, Lu, & Zhu, 2008), models of the organizational structure, organizational service models, organizational process models, organizational rule models, organizational agent models and organizational object models. The corresponding families of domain specific modeling languages for the different organizational sub-domains are assumed to be mutually integrated in a loose way. Further on, the EM-Cube requires to model organizational constrains separately from organizational models in order to enable model checking of organizational models later on. The suggested domains for organizational constraints fall into different champs depending on the underlying verification or validation techniques used for the checks; as there are proving or simulation techniques. In the special case of testing constraints that relate to real-world organizational behavior of a socio-technical system, such constraints cannot be model checked and therefore need to be propagated into the IT hardware- and software infrastructure and validated during normal operations.

Requirements, finally, constitute a modeling space of their own. Organizational requirements are assumed to provide the reconstructed knowledge base used to ground (partial) organizational models. They may be derived out of organizational handbooks, or appear out of interviews with organizational domain experts. IT architectural requirements are assumed to provide the architectural specifications for the IT architecture model. Technological requirements specify soft- and hardware properties of the back-end. Organizational, IT architectural and technological requirements are assumed to be loosely coupled with their corresponding models and constraints.
The separation of the different modeling domains of the organizational business and IT model, of the organizational IT model and the IT architecture model, and of the IT architecture model and the IT infrastructure model is cured by mutual alignments (A2, A4, A5), respectively. As a consequence, the EM-Cube helps to organize an organizational business model that is aligned with an organizational IT model, which is mapped towards a logical IT architecture (platform independent models, PIM) that leads to a physical IT architecture (platform specific models, PSM), which is aligned with an existing hard- and software infrastructure represented by the help of an IT technology model.

The organizational models in the EM-Cube are either human-centric or machine-centric models as introduced in Brandt et al. (2011). Human-centric models are models build by the help of domain specific modeling languages, which support incomplete, inconsistent and partial models. Machine-centric models are models created using machine languages, which are expected to be well formed. Human-centric models are intended to grasp the modeling input from humans, whereas machine-centric models are intended to provide (a part of) the codified formal semantics for such human-centric models. In order to equip human-centric models with a formal semantics in a flexible way they are aligned by the help of declarative correspondence rules with machine-centric models (A1, A3). Either type of model shows up as syntactical artifact, which can be processed automatically by implemented formal syntax techniques.

Further on, models can be scheme or instance models. In the case of organizational models, scheme models describe, for example, the type of a business process like a loan granting process. An organizational instance model, in contrast, could be used to represent a given IT landscape. In the case of technological models, scheme models may end up as programs coming out of a generation process, whereas instance models may be used to reference running software services (A5). Analogously, requirements decompose into general and specific statements, either grounding parts of a scheme or instance model.

In order to be as close as possible to the given real-world scenario at Credit Suisse the EM-Cube assumes an IT architecture that is service oriented. However, other IT architectures are possible, too. Here, this IT architecture model is described by platform independent and platform dependent models, which can be decomposed into basis services, composed services and process services models. Platform
dependent models are thought to be aligned with a given hard- and software infrastructure, the so-called back-end.

Given the different types of models, we like to suggest applying different modeling processes. Human-centric models may be best created using an agile modeling process (Ambler, 2002), whereas IT architecture models fit better with a process that uses a model driven engineering approach (MDE) (Stahl & Völter, 2006). Organizational requirements, which need to be reconstructed from organizational handbooks could be produced using a modeling process based on language-critical re-construction techniques ("Language-critical RE") (Schienmann, 1997), whereas architectural requirements could be supported by the help of system engineering techniques ("System E") (Grady, 2006), and technological requirements could be realized using software engineering techniques ("So E") (Bjørner, 2006).

**Evaluation**

In a next step, we evaluate our new modeling framework against requirements that came out of the analysis of the real-world scenario at Credit Suisse as well as from the analysis of the related work. We abstract from requirements that are only supported by the corresponding modeling technique, we suggest to use in combination with the EM-Cube.

In the EM-Cube organizational business and IT models are separated (R1a) from IT architecture models by a mutual alignment (R4a, A4). The same is true (R1b) for the separation of IT architecture models and IT technology models describing the hard- and software back-end, linked likewise by the help of alignments (R4b, A5). Organizational business models and organizational IT models are equally separated (R2) by a mutual alignment (R3, A2). Besides this, organizational models are separated from their corresponding organizational constraints (R5). Organizational business and IT models as well as their corresponding constraints are assumed to be entered as human-centric models and aligned with machine-centric models that codify aspects of their corresponding formal semantics (R6, R7). In Brandt, Otten et al. (2010) and Brandt et al. (2011) we were able to show that such a formal semantics can be provided by the help of a formal tool (R8). These examples were realized in the context of an earlier version of the EM-Cube. In the second version of the EM-Cube presented in this paper the architecture models decompose into platform independent and platform specific models that can be differentiated further into process services, composed services and basis services. Therefore, we assume that organizational models are aligned towards and executed by a service oriented IT architecture (R9). However, because of the explicit alignment, organizational models can easily be aligned towards and executed by any other type of IT architecture that might be appropriate in a given context. Therefore, the concrete architectural type can remain a given but flexible parameter (R19). The use of partial organizational models (R15) is supported by the concept of human-centric models, which can be incomplete and maybe even inconsistent, whereas machine-centric models are required to be well-formed. Both worlds are combined by the help of flexible and declarative correspondence rules as part of the corresponding modeling technique. In addition to that, there is an assumed bidirectional alignment between (partial) models and their constraints with corresponding model requirements (R25). All alignments are assumed to be realized by the help of declarative correspondence rules. As can be seen in Figure 2, the new EM-Cube is a special modeling framework (R17) that soundly supports the organization of models in line with the different sub-domains identified in the Credit Suisse scenario, each representing its own language space (R23). It also supports the handling of organizational scheme and instance models (R24). Its orthogonal dimensional descriptors (R32) as discussed in (IFIP-IFAC Task Force, 1999; ISO, 2006) can easily be formulated as there is a dimension for the purpose of models like organization, architecture or technology, and as there is a dimension for the nature of models like human-centric, machine-centric or software-centric.
SOME ORGANIZATIONAL ENTERPRISE MODELS

For the purpose of demonstration, we use an already presented human-centric business process model (Brandt et al., 2011) that we like to check if it conforms to other human-centric organizational models. Here, the used business process model is build upon a simplified loan granting process in the finance industry that is complemented by continuity snippets, which encode possible back-up solutions in case parts of the original process fail (Brandt et al., 2011).

In the following, however, we abstract from business continuity and put the focus on conformance problems between such a concrete loan granting process as presented in Figure 3 and other organizational models that may be related to it. In our case, those other organizational models are models of the organizational hierarchy, models of the business and IT service landscape, organizational models of access rights and type structures for organizational agents as presented in Figure 4. Based on what we have learned from the Credit Suisse scenario such organizational models are typically provided by different people at different places and at different times in the organization. Beyond that we learned that these people are organizational domain experts who are codifying their local knowledge into such models using small but focused ad-hoc domain languages using their own concepts while describing the organization.

In detail, we now like to introduce the different organizational models that constitute our example. In the Credit Suisse scenario domain models come as special UML models. However, here, we use for the sake of simplicity an extended event-driven process chain (EPC) model for the critical business process in Figure 5 as well as some domain models expressed in ad-hoc DSMLs (domain specific modeling languages) for the related organizational models in Figure 4.

The human-centric business process (BP) model in Figure 3 represents a simplified loan granting process. The overall picture is that in this process a relationship manager (RM) gets (F1, F2) data from a potential customer (C) that is stored (F3, F4) into some databases and used to calculate (F5, F6) the credit worthiness (CW) and the overall rating of a customer to enable (F7) a customer acceptance decision for the requested loan. Once, such a customer is accepted, a personalized loan offer and a corresponding contract is created (F8, F9).

This contract is signed (F10, F11) in the following by the relationship manager and the customer.

A credit officer (CO) needs to approve (F12) this contract afterwards. Finally, the loan is paid out (F13) and the repayment of the loan starts (F14). When the last installment is paid, the contract is closed (F15). Besides this high-level view, we like to point to some technical details of the model. In comparison with a standard EPC, this model is extended in a way that it has organizational objects in two columns. On the right side they define which organizational entities are executing a certain business or IT function (F). On the left side they depict the sources and sinks of the ongoing data flow between organizational entities and business or IT functions. Other candidates for such sources and sinks are IT applications and real-world documents like contracts. The blue rectangles that fit between the business and IT functions and the sources and sinks of the data flow represent the view on the cache of a potential workflow engine while executing this workflow. Rectangles with bold edges stand for permanent memory cells while rectangles with dashed edges represent volatile memory cells. Therefore, a workflow engine can temporarily cache data coming from business or IT functions as well as applications or organizational entities. The volatile elements help to have manual and automated parts of a workflow in one integrated model. In the middle of the diagram, business and IT functions are listed as green, and possible events are listed as red diagram elements. Composed elements, as it is the case for some organizational entities and applications, are thought to act as one element.
The human-centric organizational model in Figure 4 is a composition of actually 4 organizational models that are presented in a partially integrated way in order to simplify our example on conformance analysis. However, the conformance analysis can be performed as well separately for the single models, i.e., via 4 separate conformance checks.

The first component of the partially integrated organizational (PIO) model in Figure 4 specifies a human-centric agent model (see top fragment of the figure), which comes as a special type hierarchy. It differentiates between human and software agents. Human agents are further specialized into external and internal agents. Here, external agents are customers and internal...
agents are managers, credit advisors, credit officers and relationship managers. Software agents subsume price engines, contract, credit worthiness and rating applications.

The human-centric hierarchy model in Figure 4 defines that a manager is supervising a relationship manager, a credit advisor and a credit officer. Customers stand for their own.

The human-centric service landscape model in Figure 4 documents that there are different business service nodes like a credit advisor, an employee and a customer as well as IT service nodes like a price engine and a contract application. The different communication channels between those service nodes are named according to their underlying purpose.

The human-centric rule model in Figure 4 is representing access rights that define which agent has a read or write access right in relation to a certain database application or regarding a contractual paper document.

**CONFORMANCE ANALYSIS**

**Algebraic Graph Transformation**

The second main contribution is a formal solution that helps to check the mutual conformance of organizational models that are located in different parts of the EM-Cube. This solution uses formal techniques of algebraic graph
transformation (AGT). It is hold compatible with requirements for the new EM-Cube.

AGT as a formal technique operates on the abstract syntax of textual and graphical (visual) languages. It is used to define implementable operations for the construction, integration, transformation and synchronization of models (Ehrig et al., 2006; Ehrig, Ermel, Hermann, & Prange, 2009; Hermann et al., 2011). In addition to that, the formal analysis and modification of models are supported. Its powerful and automated formal analysis techniques are a major advantage compared to other approaches like meta modeling (Object Management Group, 2008). In this paper, we benefit from this special capability by using several available formal results for our implementable formal solution for conformance checks between models.

While meta modeling is purely declarative, AGT is used as a constructive but also as a declarative specification technique and even allows the combination of both (Ehrig et al., 2006; Ermel, 2009). In all cases, the type graph specifies the main structural requirements of the instance graphs by defining the possible node, attribute and edge types and, moreover, the inheritance structures. This concept directly corresponds to the definition of the meta model in meta modeling, which describes the types of possible objects and links. The type graph can be extended by graph constraints (Heckel, Küster, & Taentzer, 2002; Ehrig et al., 2006) that have to be satisfied by all instance graphs of the domain language, which correspond to the definition of constraints in meta modeling. Moreover, a type graph with constraints can be extended with transformation rules leading to a graph grammar. These transformation rules form the constructive part, because the rules are used to construct the possible instance graphs that additionally satisfy the constraints and this way, they generate the specified language. Thus, the modeler of a domain language can choose which domain restrictions to put in the graph constraints and which to ensure by the transformation rules automatically.

The main concept of a conformance check using AGT is visualized in Figure 5. Given two models $M_1$ and $M_2$, we perform three steps. At first, model $M_1$ is reduced to sub model $M_1'$ by removing those elements that are not relevant for the conformance check. In step two, model $M_1'$ is transformed into model $M_2'$, which belongs to the domain language of the given model $M_2$. The last step checks whether the generated model $M_2'$ of this transformation matches model $M_2$, i.e., fulfilling some conformance conditions. In particular, model $M_2'$ does only contain information that can be computed from the information available in $M_1$. For this reason, model $M_2'$ may contain additional information compared to model $M_2$. Note that this conformance checking process is a purely syntactical operation.

This conceptual idea can be realized by AGT. In order to do this, we are required to provide a formal operation for model transformations that is correct and complete on the syntactic level and we are further required to provide a formal operation for pattern matching of models. As a consequence, a concrete conformance check can be realized in a formal way that is fully implementable.

Before giving all necessary definitions, we like to start with an illustrative extract of our compact example that should help to absorb the formalisms more easily later on. In detail, we take the given human-centric business process (BP) model in Figure 3, which we call model $M_1$. We check the conformance of model $M_1$ with model $M_2$, which is the given (partially) integrated human-centric organizational (PIO) model in Figure 6. For this purpose, we take the type graph for the domain language of business process models and restrict it to those types that we need for our conformance check. This means that we abstract away those types that do not contribute anything in this case. This allows us to automatically reduce BP model $M_1$ to a reduced BP model $M_1'$ (RBP model), which does not contain any element typed over a removed type. In the second step, we execute a model transformation on the RBP model $M_1'$ and derive the resulting PIO model.
$M_2'$, which is depicted in Figure 14. In the last step, we perform automated pattern matching in order to check whether the generated model $M_1'$ (Figure 13) matches the elements and structures of model $M_2$ in Figure 4. If a valid match is found, we know that model $M_1'$ conforms to model $M_2$ and if no valid match is found, we know that model $M_1'$ does not conform to model $M_2$.

In order to perform the conformance check, we first have to define the relationship of the two involved domain languages and provide a fully automatic model transformation. For this purpose, we use the concept of triple graph grammars (TGGs) (Schürr, 1994). A triple graph $G=(G^S\leftarrow G^C\rightarrow G^T)$ consists of three graphs, which are called source, correspondence and target graphs. The source graph $G^S$ specifies the abstract syntax of a model in the first (source) domain and the target graph $G^T$ specifies the abstract syntax of a model in the second (target) domain. The correspondence graph $G^C$ to-

Figure 6. Triple type graph in abstract and concrete syntax
gether with additional morphisms \( s:G^c \rightarrow G^s \) and \( t:G^c \rightarrow G^t \) specifies the correspondences between elements of \( G^s \) and elements of \( G^t \). This general concept allows for arbitrary correspondences between source and target elements, i.e., an element of a source model can be related to an arbitrary amount of elements of the corresponding target model.

A triple graph grammar \( 
\text{TGG} = (\text{TG}, \text{SG}, \text{TR})
\) consists of a triple type graph \( \text{TG} \), a triple start graph \( \text{SG} \) and a set of triple rules \( \text{TR} \). The triple type graph for the model transformation is depicted in Figure 6 and the start graph in our example is the empty triple graph \( \text{SG} = \emptyset \). The triple type graph (Figure 6) specifies the general structure of the domain models and, moreover, the possible correspondences between the nodes of these models. It consists of a source type graph \( \text{TG}^s \), a target type graph \( \text{TG}^t \) and a correspondence type graph \( \text{TG}^c \). The grey arrows specify the mappings between the correspondence type graph and the domain type graphs \( \text{TG}^s \) and \( \text{TG}^t \). Intuitively, these grey arrows specify how elements of the source domain (domain of RBP model \( M_1 \)) can be aligned via correspondence links with elements of the target domain (domain of PIO model \( M_2 \)). The actual mutual correspondence links of two given models are created by the triple rules and have to respect the structure as defined in the triple type graph. For example, actors and resources of the source domain (RBP) are directly aligned with their corresponding actors and resources in the target domain (PIO). Nodes of type “Function” in the source domain correspond to nodes of type “Channel” in the target domain. Note that a type graph may contain inheritance edges (white arrow head). In the present example, this is the case for the node type “Actor” in the target domain. Thus, we can define generalized roles of actors and the concrete roles inherit all features of the more general one. The role “Employee,” e.g., is used to specify that all actors of an enterprise may be in contact with a customer (Figure 4).

A triple rule \( \text{tr}:L \rightarrow R \) consists of a triple graph \( L \) (left hand side), a triple graph \( R \) (right hand side) and a triple graph morphism \( \text{tr} \). Triple rules specify how two models of interrelated domains can be extended synchronously. For this reason, triple rules do not delete elements and we can assume that the triple graph morphism \( \text{tr} \) is given by an inclusion. Intuitively, the rules define in which way relevant concepts of the domain of model \( M'_1 \) are mapped into concepts of the domain of model \( M'_2 \), and vice versa. Thus, a TGG specifies the structure of consistently interrelated models of the source and target domains.

Some of the triple rules for our example are presented in Figures 7 through 9 and described in Ex. 1 below, while the remaining rules are presented in the following section “Concrete Example.” The rules are depicted in compact notation, i.e., the left and right hand sides \( L \) and \( R \) are depicted as one triple graph and those elements that occur only in \( R \) are marked with the label “++,” because they are created by the rule.

Given an existing triple graph, a triple rule can be applied if the left hand side \( L \) of the rule, i.e., the non-marked nodes and edges, match the elements in the given triple graph. The result of a rule application is a transformation step \( G^1 \Rightarrow G^2 \), where those nodes and edges that are marked with “++” are added to the given triple graph \( G^1 \) leading to the resulting triple graph \( G^2 \). A triple rule may be extended by negative application conditions (NACs), which restrict the application of the rules (Ehrig, Ermel, Hermann, & Prange, 2009). A NAC is a triple graph that extends the left hand side of the rule by forbidden patterns. This means that a rule with NACs is not applicable, if these forbidden patterns are present in the current triple graph \( G^1 \). Within the figures, we mark NACs by a frame with label “NAC”.

**Example 1 (Triple Rules):** The first two triple rules in Figure 7 are depicted in abstract syntax. They specify that actors of an RBP model (business process model domain) can be related to actors of a PIO model (organizational model domain), if their names are equal. The first rule creates a new actor in the PIO component together
Figure 7. Triple rules in compact notation – abstract syntax

Figure 8. Triple rules in compact notation – concrete syntax

Figure 9. A triple graph morphism
with a corresponding new actor in the RBP component. The NAC ensures that the PIO component does not already contain an actor with the same name. The reason is that our domain language of PIO models requires that names of actors and resources are unique in the abstract syntax of PIO models. The second rule takes an existing actor in the PIO component and relates it with a newly created actor in the WDEPC component of a triple graph. This means that the first rule has an empty left hand side, while the second one contains the actor node in the PIO domain. The third and fourth rules are depicted in the more intuitive visual notation, i.e., in concrete syntax that is derived from the abstract syntax.

Note that from an intuitive point of view, the triple rules of a TGG specify the consistency requirements that have to be satisfied by two interrelated models. Therefore, the design of the triple rules is essential before performing the conformance check.

In the following, we briefly review the main formal concepts of TGGs (Schürr, 1994; Ehrig, Ehrig, Ermel, Hermann, & Taentzer, 2007).

A triple graph $G=(GS \leftarrow s_{G} \rightarrow GC \rightarrow t_{G} \rightarrow GT)$ (Figure 9) defines a source model by graph $GS$, a target model by graph $GT$ and their correspondences given by graph $GC$ linked to the source and target models by graph morphisms $s_{G}$ and $t_{G}$.

A triple graph morphism $m=(m_{S}, m_{C}, m_{T}):G \rightarrow H$ defines a mapping between two triple graphs and consists of three graph morphisms - one for each component. Moreover, a triple graph morphism is required to be compatible with the structure of $G$ and $H$, i.e., with the internal morphisms $s_{G}$, $t_{G}$, and $t_{H}$: $(m_{S} \circ s_{G} = s_{H} \circ m_{G}) \land (m_{T} \circ t_{G} = t_{H} \circ m_{G})$.

A triple rule $r:L \rightarrow R$ is given by an injective triple graph morphism $r$. This means that triple rules are not non-deleting, because the left hand side $L$ is completely included in the right hand side $R$. This is sufficient, because triple rules are used for the specification of consistent integrated models and not for the editing of source and target models.

In order to apply a triple rule $r$ to a triple graph $G$ we have to find a triple graph morphism $m: L \rightarrow G$ from the left hand side $L$ into $G$. The match specifies the location at which the rule is applied. A rule application is given by a triple graph transformation step $G \Rightarrow H$ from $G$ to $H$ via triple rule $r$ and match $m$. Roughly spoken, the image $m(L)$ of the left hand side $L$ in $G$ is replaced by $R$ leading to the resulting triple graph $H$. The formal categorical construction is a pushout in the category of triple graphs (see Ehrig et al., 2007; Ehrig, Ermel, Hermann, & Prange, 2009; Hermann, Ehrig, Golas, & Orejas, 2010, concerning rules with NACs).

Finally, a TGG generates the language of integrated models $VL$: $VL=\{G \mid \emptyset \Rightarrow G \text{ via } TR\}$. Therefore, TGGs provide a constructive and declarative pattern based specification formalism for the language of consistent integrated models. Moreover, we derive the language of consistent source models $VL_{S}$ and consistent target model $VL_{T}$ according to the TGG by restricting the integrated models in $VL$ to either the source domain ($VL_{S}$) or the target domain ($VL_{T}$).

**Model Transformation**

The operational rules for the forward and backward directions of bidirectional model transformations based on TGGs are derived automatically from the TGG itself (Ehrig, Ermel, Hermann, & Prange, 2009). In the present scenario, we consider the forward case in order to transform BP models into corresponding PIO models.

Figure 10 shows the derived source and forward rules for the triple rule “Resource2Resource()” from Figure 8. The source rule is obtained by restricting the original triple rule to the source component, i.e., by removing all elements from the correspondence and target components.

Thus, source rule “Resource2Resource()$_{S}$” creates a new resource in the BP domain with-
out changing the PIO domain. The forward rule is intuitively obtained by removing all “++”-signs from the source component. This means that the forward rule reads the source component and adds the missing elements in the correspondence and target domain. The depicted forward rule “Resource2Resource()F” takes an existing resource of the BP domain and adds the corresponding resource in the PIO domain, where the NAC ensures that this resource does not exist already. The formal construction is based on the redefinition of the morphisms of the triple rule according to Definition 1 below.

**Definition 1 (Derived Triple Rules):** Given a triple rule \( tr=(tr^S, tr^C, tr^T): L \rightarrow R \), the source rule \( tr^S: L_s \rightarrow R_s \) and the forward rule (FW-rule) \( tr^F: L_F \rightarrow R_F \) are derived according to the diagrams (Figure 11).

The beauty of these definitions can be directly grasped by looking at how easily the morphisms can be shifted around by going from the definition of triple rules to the definition of forward rules. A similar situation shows up related to the source rules, which are the result of a simple restriction of the triple rules to the source component.

From a conceptual point of view the model transformation based on forward rules assumes a source graph that is transformed into a target graph by applying forward transformation rules. In detail, the given source graph is extended by an empty part for the correspondence nodes and an empty part for the target graph. Then, the forward rules operate on the integrated graph until the target graph is fully created. Finally, the target graph is obtained by removing the source and correspondence graphs from the integrated triple graph. The formal definition is given next, where the execution of the forward transformation rules is controlled by a special control condition called “source consistency” (see Ehrig et al. (2007)). Intuitively, this condition ensures that forward rules are not applied twice at the same structure and each element of the source model is translated exactly once, such that the resulting integrated model is a consistent triple graph according to the TGG. Note that the application of forward rules without an equivalent control condition does not ensure these properties. An efficient execution algorithm respecting source consistency is presented in Hermann, Ehrig, Golas, and Orejas (2010).

**Definition 2 (Model Transformation Based on FW-Rules):** A model transformation sequence \( (G^S, G^0 \Rightarrow G^S_n, G^T) \) based on FW-rules consists of a source graph \( G^S \), a target graph \( G^T \), and a source consistent forward sequence \( G^0 \Rightarrow G^S_n \) with \( G^S=G^S_n \) and \( G^T=G^T_n \).
A model transformation MT: VL(TG₀) \oplus VL(TG₁) is defined by all model transformation sequences (Gₕ, G₀ \Rightarrow Gₙ, G₁) based on FW-rules with Gₕ \in VL(TG₀) and G \in VL(TG₁).

In order to be sure that the resulting integrated model of a model transformation is consistent for a given valid source model, we have to require that our model transformation based on forward rules is correct. Moreover, we require completeness in the sense that the forward model transformation leads to a corresponding valid target model for any given valid source model.

**Definition 3 (Syntactical Correctness and Completeness):** A model transformation MT: VL(TG₀) \oplus VL(TG₁) based on forward rules is **syntactically correct**, if for each model transformation sequence (Gₙ, G₀ \Rightarrow Gₙ, G₁) via MT there is G \in VL with G=(Gₕ \leftarrow Gₙ \rightarrow G₁) implying further that Gₕ \in VLₛ and G₁ \in VLₜ, and it is **complete**, if for each Gₕ \in VLₛ there is a model transformation sequence (Gₕ, G₀ \Rightarrow Gₙ, G₁) via MT.

Definition 3 above means that every model transformation based on forward rules (Def.2) is syntactically correct if it leads to valid triple graphs. It is complete, if for each integrated model the contained source model can be transformed into the target model of the integrated model. As stated by Thm. 1 below, both properties hold for all model transformations based on forward rules according to Def. 2 using the control condition “source consistency”. The formal proof is given by the proof for Thm. 2 in Ehrig, Ermel, Hermann, and Prange (2009) based on the provided on-the-fly execution algorithm. We can therefore rely on both properties for the conformance checks.

**Theorem 1 (Syntactical Correctness and Completeness):** Each model transformation VL(TG₀) \oplus VL(TG₁) based on forward rules is syntactically correct and complete.

However, a model transformation based on forward rules VL(TG₀) \Rightarrow VL(TG₁) is in general not a function from VL(TG₀) to VL(TG₁). But there are sufficient criteria for ensuring functional behavior and efficient executions as presented in (Hermann, Ehrig, Golas, & Orejas, 2010). The analysis of these criteria can be performed automatically using the critical pair analysis engine of AGG (AGG, 2011) and additional automated optimization techniques Hermann, Ehrig, Golas, and Orejas (2010).
Conformance Analysis Based on TGGs

In order to perform conformance checks between different human-centric models of the EM-Cube, we now introduce the formal notions and results for conformance analysis based on TGGs and apply them to our case study.

From a conceptual point of view, a source model conforms to a target model if both models can be integrated according to the given TGG, i.e., if there is a consistent integrated model that aligns both given models.

Definition 4 (Conformance): Let TGG = \( (TG, \emptyset, TR) \) be a triple graph grammar. A model \( M_1 \in VL_s \) in the source language conforms to a model \( M_2 \in VL_t \) in the target language if and only if there is an integrated model \( (M_1 \leftarrow M^c \rightarrow M_2) \in VL \), i.e. \( (M_1 \leftarrow M^c \rightarrow M_2) \) is consistent according to the TGG.

In the case that two heterogeneous domains are completely interrelated according to a TGG, conformance can be analyzed directly via Def. 4 using the derived model integration techniques for TGGs (Ehrig, Ehrig, & Hermann, 2008) and existing TGG tools (Kindler & Wagner, 2007; Schürr & Klar, 2008). Given a model \( M_j \) of the source language and a model \( M_2 \) of the target language, then \( M_j \) conforms to \( M_2 \) if they can be integrated to a consistent triple graph.

However, in the general case, like in our case study, the situation is more complex. The given source model (the BP model in Figure 3) does not contain all necessary information for deriving the target model (the PIO model in Figure 4). In particular, our BP model in Figure 3 does not provide information about the inheritance relation within the PIO model in Figure 4. For this reason, we consider a more general notion of conformance called forward conformance. Model \( M_j \) (the PIO model in Figure 4) is not required to be a model of the target language \( VL_t \). It is only required to be typed over the type graph \( TG^T \) of the target domain. \( M_j \) forward conforms to \( M_2 \), if there is a model \( M'_2 \) that corresponds to \( M_j \) and its elements can be mapped to the elements of \( M_2 \) in a consistent way. The conditions for this mapping are defined separately by a set \( M_C \) of triple morphisms, called conformance morphisms.

Definition 5 (Forward Conformance): Let TGG = \( (TG, \emptyset, TR) \) be a triple graph grammar and \( M_C \) be the class of conformance morphisms. A model \( M_j \in VL_s \) in the source language forward conforms to a model \( M_2 \) with respect to TGG and \( M_C \) iff \( M_2 \) is typed over \( TG^T \) and there is a model \( M'_2 \in VL_t \), such that \( M_j \) conforms to \( M'_2 \) and there is a conformance morphism \( m \in M_C \) with \( m: M'_2 \rightarrow M_2 \).

In our case study, the class \( M_C \) of conformance morphisms consists of all morphisms that are identities on attribute values, i.e. attribute assignments are preserved. This allows in particular that PIO’ models may specify permitted communication and access rights on a more abstract level using the inheritance information.

By Theorem 2 below, we can conclude that conformance checks can be fully automated. A source model \( M_j \) forward conforms to the target model \( M_2 \) in those cases in which there is a model transformation sequence from a source model \( M_j \) to an intermediate target model \( M'_2 \) and a conformance morphism between the intermediate target model \( M'_2 \) and the target model \( M_2 \). The conformance morphisms are obtained by generating all matches via standard pattern matching of graph transformation tools and eliminating those that violate the specified conformance criteria. These criteria can be specific for the concrete application domain and we present a quite general and often appropriate one in our example in Section “Concrete Example”. The following Thm. 2 states that we can check forward conformance by executing a model transformation starting at the given source model. This result is shown in Hermann (2011).
**Theorem 2 (Forward Conformance):** Given a triple graph grammar $TGG=\langle TG, \emptyset, TR \rangle$ with derived model transformation MT: $VL(TG^s) \Rightarrow VL(TG^t)$ based on forward rules, a class of conformance morphisms $M_C$, a source model $M_j \in VL_s$ and a target model $M'_j$ typed over $TG^t$. Then, $M_j$ forward conforms to $M'_j$ with respect to $TGG$ and $M_C$ if and only if there is a model transformation sequence $(M_0 \Rightarrow^* M'_2)$ via MT and a conformance morphism $m \in M_C$ with $m: M'_2 \rightarrow M'_j$.

As already mentioned in the previous section, there are some elements in the BP model in Figure 3 that are not relevant for checking conformance with respect to the PIO model in Figure 4. Therefore, we slightly generalize the notion of forward conformance. The difference is that we first reduce the BP model in Figure 3 by a restriction to the relevant types resulting into the RBP model and perform the conformance check for the reduced model. This idea leads to the general notion of generalized forward conformance. The model $M_j$ typed over a type graph $TG_j$ is restricted to a model $M_j \mid_{TG^s}$ typed over the source type graph $TG^s$ of the TGG by removing all elements in $M_j$ that are not typed over $TG^s$. Formally, a type restriction $r_j: TG^s \rightarrow TG_j$ specifies that $TG^s$ is a subgraph of $TG_j$ and therefore, $TG^s$ may contain fewer types than $TG_j$ (Ehrig, Ehrig, Ermel, & Prange, 2010).

**Definition 6 (Generalized Forward Conformance):** Let $TGG=\langle TG, \emptyset, TR \rangle$ be a triple graph grammar and let $M_C$ be a class of conformance morphisms, $r_j: TG^s \rightarrow TG_j$ be a type restriction and let $M_j$ be a model typed over $TG_j$. Then, $M_j$ forward conforms to $M'_j \in VL_j$ with respect to $r_j$ if the restricted model $M_j \mid_{TG^s}$ of $M_j$ is a model in $VL_s$ and $M_j \mid_{TG^s}$ forward conforms to $M_2$ with respect to $TGG$ and $M_C$.

We now end up with the following procedure according to the visualization in Figure 5:

The given model $M_j$ (in our case the BP model in Figure 3) is restricted to $M'_j$ (the RBP model), i.e., elements of non-relevant type are removed.

The model transformation is executed with input $M'_j$ (the RBP model) and, in the case of success, we know by Thm. 1 that $M'_j$ is a model in $VL_s$.

Finally, we can apply Thm. 2 and check for (complete) conformance of $M'_j$ to $M'_2$, in our case the PIO model in Figure 14, where existence of a conformance morphism is performed by a match search available in graph transformation engines (AGG, 2011).

In the next section, we discuss that the presented domain model BP satisfies the notion of generalized forward conformance concerning the given PIO model and for full technical details of the case study we refer to Hermann (2011).

Summing up, the notion of generalized forward conformance is general enough for analyzing conformance of heterogeneous models with loose coupling, i.e., each of the modeling domains may contain exclusive information not relevant for the other domains and the analysis is performed using verified formal techniques of algebraic graph transformation that can be fully implemented.

**Evaluation**

In a next step, we evaluate the presented modeling technique against the requirements that came out of the analysis of the real-world scenario at Credit Suisse as well as out of the analysis of the related work. The requirements concerning only the new EM-Cube were evaluated in the previous section.

The types of graphs that can be transformed by the help of algebraic graph transformation (AGT) are equally well suited to represent the abstract syntax of textual as well as graphical (visual) languages (R10) (Brandt et al., 2011). Available implementations of AGT like MOFLON (MOFLON, 2011), AGG (AGG, 2011),
AGG₃ (Brandt & Hermann, 2010), TGG Interpreter (Kindler & Wagner, 2007) and Fujaba TGG Engine (Giese, Hildebrandt, & Lambers, 2010) show that the formal syntax transformation technique can be implemented effectively (R11). The modeling technique supports further formal conformance checks between models as it was developed in the scope of this article (R12). These checks were executed using the tool AGG. Since AGT equally well supports textual and graphical (visual) languages, they can be easily used in an integrated fashion as discussed in Brandt et al. (2011), which supports the management of language families build upon textual and graphical languages (R13). In addition to that, the modeling technique is able to support bidirectional model transformation (Hermann, Ehrig, Golas, & Orejas, 2010) as well as model integration (Ehrig et al., 2008; Kindler & Wagner, 2007) using the same set of declarative triple rules (R14, R22). We believe that these features enable rule reuse and, therefore, lead to the opportunity of lower costs, higher flexibility and better consistency compared with generator driven approaches. Because transformation and integration techniques also work on partial graphs as well as partial type graphs, partial models are supported by AGT (R15) (Ehrig, Hermann, Schölzel, & Brandt, 2011). The loose coupling of models (R16) is realized by the mathematical relationship between source and target models in the context of model transformation and integration (Brandt & Hermann, 2010). In addition to that, we believe that language-critical reconstruction techniques as discussed in Brandt, Hermann, Ehrig, and Engel (2010) show a good potential to be soundly supported by formal graph transformation techniques on the level of the abstract syntax graphs of textual and graphical (visual) languages (R20). We further believe that this property holds also for agile modeling techniques (Ambler, 2002). In particular, agile modeling benefits from the rule-based and declarative nature of transformation systems, which can also work on partial models and partial type graphs (R21). Models and their constraints can be mutual aligned with corresponding requirements (R25) using declarative triple rules (Brandt, Hermann, et al., 2010) on different levels of abstraction. The suggested modeling technique of algebraic graph transformation supports formal syntax analysis techniques (R26) concerning, e.g., functional behavior (Hermann, Ehrig, Orejas, & Golas, 2010) and information preservation (Ehrig et al., 2007). In particular, the analysis of functional behavior is used to optimize the efficiency of the execution of model transformations (Hermann, Ehrig, Golas, & Orejas, 2010), while the analysis of information preservation is used to ensure the quality and precision of a model transformation (Ehrig et al., 2007). An already implemented formal semantics of a formal tool can be interfaced by defining a graph grammar for the formal specification language used by such a tool in order to create machine-centric models in such a language that represents a certain semantic specification (R27). A related example regarding the formal semantics of business processes is discussed in Brandt et al. (2011). Both, modeling languages and programming languages can be textual or graphical. The corresponding language can therefore be specified by the help of graph grammars, which are part of the suggested modeling technique (R28) (Ermel, Ehrig, Taentzer, & Weiss, 2006). The same holds for graphical and textual domain languages (R29), which may even evolve (Braatz & Brandt, 2010a), and whose evolution could be supported by executing algebraic graph transformations on the graph grammar as meta-transformations (Ehrig, Ermel, & Hermann, 2009). This applies likewise (R30) when defining formal languages that may be either textual or graphical (Ehrig et al., 2011). We believe that language integration can be supported by integrating graph grammars and related triple graph grammars (R31).

**CONCRETE EXAMPLE**

This section presents the further details of our running example, from which we used some parts to illustrate the main concepts in the previous sections. The example demonstrates how
the EM-Cube can be instantiated using formal techniques of algebraic graph transformation in order to check for the mutual conformance of organizational models.

At first, we complete the triple graph grammar that is used to specify how RBP models (source domain) are consistently aligned with PIO models (target domain). For this purpose, we present the complete set of triple rules, while the triple type graph is presented before.

The first four triple rules are depicted in Figure 7 and 8 in the previous section. They are used for aligning actors and resources in the source domain (RBP models) with their corresponding counterpart in the target domain (PIO models). In a similar way, rule “Function2Channel” in Figure 12 is used to synchronously create a function in an RBP model and its corresponding channel in the PIO model. The rule “execute” does not create an explicit correspondence node, but is based on already existing correspondences. The effect of the rule “execute” is that an actor in the RBP model is connected to a function he is executing and at the same time, the corresponding actor in the PIO component is connected with the corresponding channel. Note that a channel is intended to specify the possible communication of an actor with those actors that are involved in the execution of the same function.

The next rules already coincide with one kind of their operational rules (either source or forward rule).

These rules are used in order to reduce the amount of necessary triple rules. We could equivalently use triple rules that are possible combinations of rules 7-10 with rules 11-13. However, the rules would be quite complex and the difference between them would be rather small.

Each possible data flow path between a function and a resource shall correspond to a corresponding write and read access right in the PIO model for each actor that is attached to the function in the RBP model. At first, the triple rules in Figure 12 are used to create the data elements and their links in the RBP model. Rule “input” requires a node of type “Function” and creates a new data element and the connecting input link. This means that the data element is read by the function. In a similar way, rule “output” concerns data elements that are written by a function in an RBP model. Rule “atResource” takes a given data element and a resource and connects them. Finally, rule “directCommunication” establishes a direct link between a function and a resource, i.e., the actual data elements are not specified.

Based on the established data flow structures that are created by rules 7-11, the three rules in Figure 13 create the corresponding access rights of actors to resources. Rules “readAccess” and “readAccessDirect” require a data flow into a function node and create a link of type “r” that specifies that the actor has read access to this resource. Similarly, rule “writeAccess” looks for a data element that is written into a resource and establishes a link of type “w” that specifies that the actor has write access to this resource. All these three rules are equipped with negative application conditions (NACs, (Ehrig, Ermel, Hermann, & Prange, 2009)) that are indicated by a frame with label “NAC1”. A NAC specifies a pattern that is forbidden when applying the rule. This ensures that the rules are not applied again, i.e., when a corresponding access right does already exist for the particular actor.

Summing up, the triple rules specify in a compact and visual way, how RBP models shall be aligned to PIO models. Based on the triple rules, the operational rules for executing the model transformation are derived as described before. These operational rules build the basis for performing conformance checks between RBP and PIO models, which we focus on next. For the full technical details and results concerning the execution of models transformations based on TGGs and in particular concerning the TGG of this case study, we refer to Chapter 6 of Hermann (2011).

Example 2 (Conformance of Business Process Models): We analyzed conformance of the BP model in Figure 3 with the PIO model in Figure 4 using the tool AGG. For
the class $M_c$ of conformance morphisms we use the set of all morphisms $m$, such that $m$ is an identity on attribute values and $m$ respects the inheritance relation in the PIO model. This means that nodes can be mapped to nodes whose type is more general. This kind of morphism respecting the inheritance relation is formalized by the notion of clan morphisms in (Ehrig et al., 2006). The class of conformance morphisms is a quite natural choice, because the morphisms preserve the names while allowing for flexibility concerning models with inheritance structures (Ehrig, Ehrig, Prange, & Taentzer, 2005).

In the first step of the analysis, we performed the type restriction on the business process (BP) model $M_i$. The corresponding type

---

Figure 12. Triple rules in compact notation - Part II
Figure 13. Triple rules in compact notation - Part III
morphism $r_1: TG^S \rightarrow TG_1$ is given by an inclusion. The restricted type graph $TG^S$ is the source component of the TGG type graph shown in Figure 6. The type graph $TG_1$ for BP models extends $TG^S$ by events and additional adjacent edge types. Therefore, all events and adjacent edges in $M_1$ are removed leading to $M_1'$. In the next step of the conformance check, the model transformation is executed using the tool AGG (AGG, 2011) according to the execution approach in Hermann, Ehrig, Golas, and Orejas, (2010) for TGGs. The resulting partially integrated organizational (PIO) model $M_2'$ is shown in Figure 14. Note that the channel nodes in $M_2'$ do not have name attributes, because this information is not available in RBP models. Nodes in a PIO model with the same name may occur multiple times in the concrete syntax but they refer to the same element in the abstract syntax as it is common praxis in visual modeling techniques like, e.g., UML (OMG, 2010). Moreover, the private communication channels of actors (loops) are not depicted in the visual notation of PIO models in order to improve readability.

For the final step—the matching—we used AGG with a slight extension for computing the required conformance morphism $m: M_2' \rightarrow M_2$ from the generated PIO $M_2'$ model into the given PIO model $M_2$ in Figure 4. Model $M_2'$ does only contain information that can be retrieved from the BP model $M_1$. For this reason, the first two components concerning the business agents and the organizational hierarchy and matrix do only contain nodes but no edges that would specify a relation between business agents. The mapping $m: M_2' \rightarrow M_2$ is mainly given by the position in visual notation. In particular, the conformance morphism maps the left unnamed channel node (between the customer and the relationship manager in the communication part) to the channel node “Consultation”. This mapping is compatible with the inheritance relation, because the relationship manager is an employee. Note that we are not using the abbreviations depicted in the BP model in Figure 3, but the explicit full names according to the legend that is depicted in the bottom of the same figure. This means that we assume that the names are only abbreviated in the concrete syntax and are stored explicitly in the abstract syntax. For matching in more complex cases see Rem. 1 below. All together, the match found by AGG is a conformance morphism and thus, the RBP model $M_1$ in Figure 3 conforms to the PIO model $M_2$ in Figure 4.

Figure 14. (Partially) integrated human-centric organizational models (PIO model $M_2'$) generated from BP model $M_1$. 
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Remark 1 (Matching of Similar Names): In the present example, we considered models that are based on a fixed vocabulary of names for business objects and actor roles. In particular, we required that conformance morphisms are identities on attribute values. In the more general case, however, names may be ambiguous. This means that matching has additionally to cope with an adequate handling of synonyms, homonyms and equipollences as well as false designators (Eller, 2009). This would be an orthogonal extension of our presented technique and is left for future work.

Evaluation

In a next step, we evaluate the concrete example against requirements that came out of the analysis of the real-world scenario at Credit Suisse as well as from the analysis of the related work. We abstract those requirements that have no concrete anchor in this example.

Our concrete example consists of a given human-centric business process, the BP model $M_1$ (see Figure 3), and given and (partially) integrated human-centric organizational models, the PIO model $M_2$ (see Figure 4), that are placed into the EM-Cube (see Figure 2) (R17). The BP model is put into the organizational sub-domain HBP (human-centric business process), the different parts of the PIO model originate from the organizational sub-domains HBH (human-centric hierarchy), HBS (human-centric business service), HBR (human-centric business rules), HIR (human-centric IT rules) and HBA (human-centric business agents) (R23). The BP model shows up formulated in a graphical domain language, whereas, for example, the rules, even so, they are represented graphically, could equivalently be expressed in a textual domain language (R29). The reduction of the BP model towards a RBP model gives an example for the support of partial models (R15). The loose coupling between the RBP model and the PIO model is realized by the help of triple rules (R16). Derived forward rules are used for the transformation of the RBP model into the PIO' model (R14, R22). Hereby, formal syntax analysis techniques are used to guarantee functional behavior of the model transformation (R26). Automatic matching between the generated PIO' model out of the RBP model and the PIO model help to check for conformance between both models (R12). The transformations and checks can be executed automatically because the underlying formal syntax transformation techniques are implementable (R11). And because the used formal syntax model of algebraic graph transformation is generic and can encode the grammar of the languages used here, the same transformation techniques and conformance checks can be applied in all cases (R10). The rule models sketch how a language family could be used. In detail, elements of a domain language for agents, a domain language for business services and a domain language for the rights are combined that may be related to certain business services (R13). A mutual alignment between business and IT models could be imagined for the rule models (R3), however, it is not worked out here.

CONCLUSION AND FUTURE WORK

The main conclusion is that the EM-Cube and algebraic graph transformation mutually support each other. Without the formal modeling technique the EM-Cube could not come up with all the aligned organizational sub-domains encompassing organizational models that should be mutually conforming. Without the EM-Cube that is assuming and using all kinds of model operations build on top of results from algebraic graph transformation, there would have been no need to come up with new results of how to deal with conformance issues using algebraic graph transformation.

Promising future work shows up in the area of future versions of the EM-Cube as well as in the area of new model operations based on algebraic graph transformation. In addition to the presented formal results and automated techniques concerning syntactical correctness of
model transformations, there is also a need for similar results concerning semantic correctness, where first promising results are presented in Hermann, Hülsbusch, and König (2010) and Ehrig and Ermel (2008).
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