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Abstract—Error injection is a well accepted method to evaluate hardware error detection mechanisms. An error detection mechanism is effective if it considerably reduces the amount of silently corrupted output of protected applications compared to unprotected applications. For a good representativeness of the error injection, the error model used has to mirror real world errors as accurately as possible. We introduce Error Injection Slicing (EIS) which emulates the symptoms of hardware errors. Furthermore, EIS provides means to debug single injection runs using slicing. With EIS we make the following novel contributions: (1) easy usage through hardware independence, (2) a symptom-based, flexible and comprehensive error model (e.g., not only bit-flips), and (3) debugging support to improve the detection coverage of the evaluated error detection mechanism. We evaluated the usefulness of the injector by analyzing the AN-encoding compiler that applies an AN-code to applications to facilitate hardware error detection.
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I. INTRODUCTION

For testing fault tolerance mechanisms error injection is a useful and accepted tool. These tools exist for a wide range of fault and error types, e.g., for emulating programmer errors software mutation is used. To test approaches that aim at the detection of hardware errors, we need to inject errors that failing hardware might cause. Existing tools that we discuss in Sec. II either directly modify hardware state or inject symptoms of hardware failures into the running software. We implemented a novel symptom-based error injection because, compared to approaches that inject errors directly into hardware state, symptom-based injection is easier to apply and the results obtained are more general because the injection is hardware independent. For a description of the implemented error model and the error injection process see Sec. III. We did not use any of the existing symptom-based tools for several reasons:

1. Most of these tools implement an insufficient error model that does not represent the whole range of possible errors. Usually just single bitflips are injected.
2. There are tools with an error model comparable to ours but those tools are processor dependent and difficult to use. For example, to use FERRARI [1] the user has to provide a processor model which is a daunting task.
3. We were not able to obtain any of the symptom-based tools. We believe the reason is that most of them date back to the nineties. Thus, it is probable that they are no longer actively developed and supported. This claim is backed up by the fact that in all recent research papers presenting error detection mechanisms custom error injectors are used. But as mentioned earlier those usually just inject single bitflips.

The results of error injection campaigns provide information about how well error detection mechanisms cope with errors. Especially interesting is the percentage of errors which cause a silent output corruption, that is, the generated output is different from the output of the fault-free run and no error is reported. In particular, if the rate of these errors is higher than expected, we want to identify the ways where errors circumvent the detection mechanisms. Therefore, we extended our error injection tool EIS with a dynamic forward slicing mechanism. For the errors which interest us – usually the ones which produced a silent data corruption – we can generate a log of the data flow that was influenced by the injected error. The result is a slice of the trace of the complete execution of the tested application that shows only executed instructions whose operands or/and results were influenced by the error. This slice is easier to manually inspect for debugging of the error detection mechanism than a complete log. Slicing is described in Sec. IV and Sec. V presents our evaluation.

To summarize, our main contributions are:

- A hardware independent error injector that injects symptoms of hardware errors. It requires no hardware description or model and, thus, is easy to use.
- The injector implements a more flexible and comprehensive error model than the currently in symptom-injection most often used single bitflip model. The error model is composed of a set of independent error types, which can be individually included in or excluded from the injected error model.
- Debugging of silent data corruptions is facilitated by the extension of the injector with error slicing. Therefore, the dataflow which is influenced by the injected error is recorded.
To the best of our knowledge, this is the first error injector that is extended with slicing to facilitate the debugging of error detection mechanisms.

II. RELATED WORK

A. Error Injectors

In the following we give an overview over error injectors that inject or simulate hardware errors.

Physical Injection. The most realistic hardware errors can be injected by directly influencing the hardware, thereby simulating the real causes of hardware errors. Examples are to bombard the processor with heavy ions, radioactive particles or heat, or to inject errors into the pins of a circuit. One example system is the LFI-injector [2] that uses heat generated by a laser. All physical injection methods have in common that they are rather expensive since special hardware and an elaborate setup is required. Furthermore, the system under test might be damaged, and controllability and reproducibility are very low. Debugging error detection mechanisms under these conditions would be very difficult.

Simulation-based Tools. Simulation-based tools try to overcome the disadvantages of physical injections while at the same time keeping the advantage of being very realistic. These tools simulate a processor into which gate-level errors (stuck-at-0 or stuck-at-1), bridging errors, or timing errors are injected. Providing such a simulator is a daunting task. The controllability and reproducibility of this approach are bought with high runtime overhead generated by the processor simulator.

Both simulation-based tools and physical injection are hardware-dependent. This makes it difficult to test hardware-independent detection mechanisms. Furthermore, the masking rate for errors injected at such a low level is rather high. Yount and Siewiorek [3] showed that for gate-level injection only 30% of the errors are activated. Wang et. al. [4] and Blome et. al. [5] observed similar high masking rates. Injecting errors directly as symptoms into running applications is more efficient because hardware masking is circumvented. According to Arlat et al. [6] injection at software-level can be used to emulate hardware errors, as long as not only the data segment but also the code segment of an application is subject to injections.

Hardware-based Tools. Hardware-based tools use special functionality provided by the hardware to modify the current state of executed software. For example, errors can be injected using the debug and test interfaces of modern CPUs. Software tools can access these interfaces and use them to modify system state. One of the tools following this approach is Xception [7]. Disadvantages are the hardware dependence and the also rather complex setup.

Symbolic Error Injection. To apply symbolic error injection, a model of the system and the errors is required. These are analyzed using model checking. Symbolic error injection has the advantage to not just test some possible configurations but to provide overall information considering error detection capabilities. Furthermore, if an error is not detected, the model checking provides the trace resulting in this undetected error. Example tools are an injection tool based on the formal software verification tool KeY [8] and SymPLIFIED [9]. Symbolic error injection inherits the problems of model checking: a model has to be provided or generated, and for larger problem sizes state explosion makes model checking very expensive if not unusable.

Software-based Tools. A wide variety of software-based tools for injecting symptoms of hardware errors exists. Most of them just insert single bit flips, an error model we deem insufficient. The tools Ferrari [1] and FINE [10] do not only inject data errors but also control and data flow errors, e.g., by using different input registers or leaving out instructions. But Ferrari requires the specification of a processor model and FINE is tailored for injection into the Linux kernel only. Furthermore, both tools are not freely available or not available anymore. None of the tools supports debugging of error detection mechanisms.

B. Software-implemented Error Injections and Their Deficiencies

Most of the software-based error injection tools are rather old. Thus, we investigated which injection tools were used in recent research papers to evaluate hardware error detection mechanisms.

For recently published error detection mechanisms aiming at general hardware errors solely single bitflips were injected. While the injectors presented in [11] and [12] were implemented using dynamic binary instrumentation, the injector in [13] is realized using static instrumentation. The authors of [14], [15], and [16] described the error model as single bitflip but did not discuss the implementation of the error injection used. For testing the approaches presented in [17] and [18] simulation-based injection of single bitflips was used. But recent studies (e.g., [19] and [5]) show that decreasing feature sizes lead to an increasing number of multiple bitflips. Thus, solely injecting single bitflips is insufficient to test hardware error detection mechanisms. Furthermore, solely injecting into the data segment of an application is not sufficient to emulate all symptoms possibly caused by hardware errors [6]. Injections in the code segment, that is, changing the executed instructions, are also required. Thus, our error model (see Sec. III-B) contains modification of the executed instructions as well.

For control flow checking techniques, we see a wide variety of evaluation techniques. It ranges from no evaluation with error injection for the technique presented in [20], over simple modifications of the program counter in [21] to quite elaborate error models implemented in error injections described in [22] and [23]. Especially the gdb-based error injection SFIG used in [23] uses a very comprehensive error model including: replacement of one or two instructions,
usage of wrong operands and wrong result locations, exchanging operators, modification of operands and results, and modification of condition flags. Unfortunately, SFIG is platform-dependent and only supports Sun Sparc machines.

C. Slicing

Slicing is used in the automatic debugging community. Triage [26] generates slices as bug reports for production systems. Therefore, Triage repeats the last seconds of an application’s execution after a (crash) failure with slicing enabled. Triage computes a backward slice that contains any dataflow leading to the failure. When the developer identifies corrupted output, EIS could also compute a backward slice from the output to the injected error. Dimitrov et al. [27] use slicing similar to Triage to filter anomalies on the dataflow to a given failure.

EIS (Error Injection Slicing) uses slicing in another way. It follows the dataflow from a given error to an unknown failure (silently corrupted output). We do not know of any error injection tool that provides the possibility to compute a dynamic forward slice based on the injected error, i.e., enables the user to observe how the error propagates. Several papers, for example [24] and [25], address static analysis of systems to assess the susceptibility of their components to propagate errors. But these approaches are not suitable for debugging error detection mechanisms.

D. Derived Design Decisions

After reviewing existing error injectors and error injection methods used in recent research papers, we decided to implement a software-implemented symptom-based error injector. Instead of injecting errors directly into the hardware either physically or by using special hardware interfaces, we abstract from the actual hardware error and inject the software-level symptoms of possible hardware failures. The advantages of this approach are manifold:

- **Less masking:** Yount and Siewiorek [3] showed that around 70% of the gate-level errors are already masked at the level of architectured state, i.e., they never reach application registers. Directly injecting at software-level reduces masking and thus makes the error injection more efficient.
- **Hardware independence:** We want to use the error injector to test error detection mechanisms which are hardware-independent. Thus, we also want to test as general as possible, that is, hardware-independent. This is provided by injecting symptoms at software-level.
- **Good controllability and reproducibility:** To facilitate debugging of undetected errors using forward slicing it is essential that the error injection is deterministic and easy to control. Since we are injecting errors into an application at the level of machine code, we can exactly determine where we inject which error and when. This enables very detailed debugging by determining which further instructions are influenced by the error.
- **Costs and ease of use:** Symptom-based error injection requires no additional hardware or software, e.g., processor simulators, processor models or computers for controlling the injection process. This reduces setup costs. Furthermore, compared to simulation-based injections the runtime overhead is much lower.

Note that we assume that any non-masked hardware failure results in a software-level symptom. For example, timing issues might lead to a register being written too late. An instruction using this register will use the register’s previous value. We can simulate this with our exchanged operand symptom.

Furthermore, we think that the often used single bitflip error model is insufficient because:

1. Arlat et al. [6] showed that errors modifying only the data segment of an application, i.e., processed values, cannot emulate the whole set of possible hardware errors. Only additional modifications of the code segment, that is, which instructions are executed with which data, result in a coverage of possible hardware errors by injected symptoms.
2. Reduced feature sizes in todays and future integrated circuits lead to a growing amount of multiple bitflips [5], [19].

Considering this, we decided to insert a wide variety of symptoms as described in Sec III-B.

III. THE ERROR INJECTOR

In the following we will first give a short introduction to the LLVM compiler framework that we used to implement EIS. Afterwards we describe the implemented error model, and the injector’s implementation. The slicing for debugging undetected errors is presented in the following Sec. IV.

A. The LLVM Compiler Framework

We insert the symptoms at the level of the LLVM intermediate representation, the so-called LLVM-bitcode [28], of the application’s source code. LLVM-bitcode is a typed static single assignment assembler-like language. An infinite number of registers is available of which each is written at most once but can be read several times. All operators take solely registers as operands. Memory is explicitly accessed using load and store instructions. Note that the error model is not tied to LLVM. It can be easily mapped to other assembler languages and with more difficulty to programming languages. On the other hand the LLVM framework restricts us in the kind of errors we can insert because it performs a restrictive code consistency check. For example, it is not possible to use an undefined register.

LLVM’s platform-independence allows simulation of hardware errors independent of any hardware. In contrast
to error injection at source code level, insertion in LLVM-bitcode is reasonably easy and allows to realize a wide variety of symptoms of hardware errors. Furthermore, LLVM-bitcode is easier to read than assembler and easier to map to the original source code. The forward slice produced by EIS represents the LLVM instructions that were influenced by the error. Since the developer can read LLVM-bitcode and map it to the original source code, that will enable him to detect bugs in his error detection mechanisms.

B. The Error Model

The injector inserts the following error types that were first introduced by [29]:

- **Exchange operands (EO1):** A different but valid operand is used, that is, instead of the intended operand another register which is already defined and has the same type is used.
- **Exchange operators (EO2):** A different operator is used, e.g., an addition is executed instead of a subtraction. The operands remain the same.
- **Faulty operations (FO):** The result of an operation is modified by bitflips. This can be multiple as well as single bitflips. Every read of the result is influenced by the injected error.
- **Lost stores (LS):** A store operation is omitted.
- **Modify operands (MO):** An operand used by an instruction is modified by a single or a multiple bitflip. In contrast to faulty operations (FO), modify operands (MO) only influences one read of a register.

These symptoms represent data and data flow errors. In the future, we will extend the support for control flow errors. Currently they are supported implicitly because any conditional jump can be subject to the existing error model, e.g., a modified or exchanged condition operand. We will add errors modifying existing jump instructions and we will also insert new jump instructions to enable simulation of errors arbitrarily modifying the program counter. Currently only transient errors are inserted. We will also add permanent errors, e.g., an addition which if provided with some specific input will always produce the same error if this input is encountered.

The injector supports two different execution modes:

- **Deterministic:** In this mode per run exactly one error is triggered. Usually several thousands of such runs are executed where in each run another error of the same type is triggered. This tests the ability of a detection mechanism to cope with rarely occurring errors. Furthermore, we can determine if an error detection mechanism is especially susceptible to some error types.
- **Probabilistic (Prob):** This mode combines all error types. The user has to provide the probability that an error will occur. At each possible point where an error could be triggered a random number is generated. The random number and the error probability provided by the user determine if an error is injected or not. Thus, one execution might be hit by several different errors. This mode allows to mirror the fact that for an error detection mechanism which increases code size, the protected program version is more probable to collect errors than the program version without error detection.

C. Trigger Points and Error Triggering

Injecting errors into an application, which might or might not contain error detection mechanisms, is a two-stage process: First, we statically inject the code which might trigger an error at compile time – the so-called trigger points. Second, when passing a trigger point at runtime, we decide if an error is injected or not.

**Inserting Trigger Points.** We insert trigger points into the application at locations where later during the execution it shall be possible to inject an error. This is done statically at compile time without executing the application. These injected trigger points might become errors at runtime or they might not insert an error. When inserting the trigger points, the user has to decide if he wants do a probabilistic or deterministic injection. For the latter he has to provide the desired error type. Furthermore, he has to provide the trigger frequency that determines how many of the possible trigger points are inserted. If the user chooses a trigger frequency of $x$, every $x$-th possible trigger is inserted. Thus, a frequency of one inserts all possible triggers. For example, for the modify operands (MO) error type that means that at runtime every operand used in the application could be replaced with a modified one. For large applications inserting all possible trigger points results in a code explosion. Such large code bases cannot be processed, e.g., translated to machine code and linked.

Take, for example, the following LLVM bitcode extract which represents the multiplication of two 32-bit integers:

```ml
%c = mul i32 %a, %b
```

After inserting trigger points for the modified operands error type with a trigger frequency of one the code looks as follows:

```ml
%a_bf = call i32 @bitflip_i32(i32 %a)
%b_bf = call i32 @bitflip_i32(i32 %b)
%c = mul i32 %a_bf, %b_bf
```

The `@bitflip_i32` function gets one argument: the register which might be modified at runtime. At runtime, it will be decided in `@bitflip_i32` if an error is injected or if not. This is done using a random number for the probabilistic injection. For the deterministic one-error-per-run injection a counter is incremented at each passed trigger point. The user gives an error ID, i.e., the counter value identifying the passed trigger point at which an error is to be injected. At runtime, when the trigger point with the
given counter value is reached, an error is injected. No other passed trigger point will inject an error for the deterministic injection. If an error is injected, \@bitflip_i32 returns a modified version of its argument. Otherwise, it returns the unmodified argument. The original operands in the mul are replaced by the possibly modified versions \%a\_bf and \%b\_bf.

**Implementation of the Error Types.** LLVM is a typed language. To simplify presentation, we only present the instrumentation for the LLVM type \texttt{i32} (32-bit integer). Operands and operators of other types are instrumented accordingly. We have implemented the five error types as follows:

- **Exchange Operands (EO1):** The instrumentation adds a call to \@select_operand_i32 (i8 \%no\_alternative\_operands, i32 \%original\_operand, ...) for each operand that shall be replaceable at runtime. The second argument is the original operand. Other operands with which the original operand could be exchanged are passed as vararg. Matching operands are selected by type statically at compile time. The first argument gives the number of passed alternative operands. At runtime, when an error is triggered the function returns the value of one of the other operands. If no error is triggered the original operand’s value is returned.

- **Exchange Operators (EO2):** If an operator shall be exchanged, its result goes through the function \@exchange_operator_i32 (i32 \%result, i32 \%op1, i32 \%op2, i8 \%op) The argument \%result is the original result of the operation. The constant \%op identifies the original operator (such as add, sub, or, and so on). The original arguments to operator \%op are passed as \%op1 and \%op2. If no error is injected \%result is returned. Otherwise, a random operator (different from \%op) is applied to \%op1 and \%op2 and its result is returned.

- **Faulty Operations (FO):** The result of any operation whose result we want to modify is passed through \@bitflip_i32() as introduced above.

- **Lost Store (LS):** All store operations that are to be left out are wrapped by the function \@lose\_store(i32* \%ptr, i32 \%val). If no error is injected \%val is stored at \%ptr. Otherwise, \@lose\_store returns without doing a store.

- **Modify Operands (MO):** The instrumentation for modify operands uses \@bitflip_i32() as introduced above.

**Triggering Injections.** Before executing injection runs, an error-free golden run is executed. Its results are used to determine the effect of the error injection. For example, by comparing the output of the golden run with the output of an error injection one can identify silently corrupted output. Furthermore, the golden run provides the number of passed trigger points. This number is normally higher than the number of inserted trigger points since injected trigger points located within loops are passed multiple times. The number of passed trigger points is, in the deterministic injection mode, used to determine the actually triggered errors (using their error ID) out of the set of possible triggers. The error IDs used are uniformly distributed over all at runtime passed trigger points.

To execute the actual injections the user has to provide the chosen injection mode (deterministic or probabilistic). For the deterministic mode the number of injections has to be provided. For the probabilistic mode the probability with which a trigger point turns into an error is required. This information is used in the trigger points, e.g., the \@bitflip_i32 function, to decide if an error is inserted.

**IV. Debugging with Forward Slicing**

Most hardware error detection tools only detect a certain amount of silently corrupted output failures. However, the question arises, if the remaining undetected failures are caused by the incomplete coverage of the detection approach or by bugs in the error detection. Our debugging support helps to analyze and debug undetected failures. Therefore, EIS presents the developer the complete data flow of an injected error through the application. By inspecting the data flow the developers can find missing checks and missing redundancy in their detection mechanism or just plain bugs in their implementation. Hence, EIS’s debugging support is two-fold. First, it helps to improve the coverage of the error detection approach. Second, it helps to debug the error detection implementation.

**A. Approach**

For every injected error \(e\) EIS computes a slice \(S_e\). **Definition 1:** The slice \(S_e\) of an injected error \(e\) is the set of all instructions operating on values directly or indirectly influenced by error \(e\). Together with the data flow the slice contains also the control flow influenced by the injected error \(e\).

The slice also contains all output instruction that may generate erroneous output because of the injected error.

For convenience EIS generates an XML representation of \(S_e\). The XML can be automatically post-processed. Currently, we only support the generation of a browsable HTML of \(S_e\). The developer can manually inspect \(S_e\) to analyze and debug why the error \(e\) is not detected. Note that a slice is more than a diff between the log of a run with error injection and the log of the golden run. As long as the injected error does not influence the control flow diff and slice are similar. But, if the injected error changes the control flow (e.g., the error changes the conditional value of a conditional branch) a slice follows the injected error. Whereas a diff would contain...
error injection run with debugging support enabled, where only the error $e$ is triggered. The output of this run is a binary log containing all instruction of the forward data flow derived from $e$. EIS then converts this log into an XML representation for further processing.

EIS’s debugging support consists of a dynamic data flow analysis. The implementation of the data flow analysis consists of two parts:

- **Shadow instructions** trace the data flow of the injected error through the application.
- **Logging code** logs unique IDs of instructions that take part in the traced data flow.

The shadow instructions and logging instructions are added after the error injection instrumentation and only if debugging support is enabled.

**Shadow Instructions.** At runtime, each LLVM register $r$ is shadowed by a register $r_S$ tracing the data flow of the injected error. Depending on whether the current value of $r$ is part of the traced data flow or not, $r_S$ contains one of two values: either INTERESTING or BORING. INTERESTING means the value of $r$ was influenced by the injected error. BORING means it was not influenced. EIS adds shadow instructions and registers as follows:

- **Constants** are shadowed as BORING.
- **Unary instructions** get the same shadow value as their operands.
- **Instructions with an arity of two and higher** are shadowed by the disjunction of its operands, that is, if any of the operands is INTERESTING the result is also.
- The injected error is shadowed by INTERESTING. All other error injection points pass-through the shadow values of the original registers. Thus, they are treated as instructions with multiple operands.
- **Loads and stores** are shadowed by accesses to a shadow memory. Each byte in memory is shadowed by a shadow memory. Each byte in memory is shadowed by a shadow store. A shadow store writes the shadow value to the shadow memory at the address of the original store. Similarly, a shadow load reads the shadow value from the shadow memory at the address of the original load. Our shadow memory implementation is derived from [30].
- **Functions** get one additional argument per original argument carrying the shadow value of the original argument. They also get a second return value representing the shadow value of the original return value.
- Function calls are instrumented accordingly.

**Logging.** EIS adds to every original instruction a log instruction. The log instruction logs the unique ID of the original instruction, if and only if, at least one operand (or argument in case of function calls) of the original instruction has a shadow value of INTERESTING.

After running the application the logged instruction IDs

---

```c
[+] @abs:
[+] bb1:
    %reg1 = call i32 @bitflip_i32 (i32 %tmp0)
    store i32 %reg1, i32* %addr1
[+] bb2:
    %reg2 = load i32* %addr1
    store i32 %reg2, i32* %addr2
[+] return:
    %reg3 = load i32* %addr2
    ret %reg3[
[+] @main:
[+] bb4:
    %reg1 = call i32 @abs (i32 %tmp0)
    %reg2 = add i32 %reg1, %tmp1
    store i32 %reg2, i32* %addr3
    ;; loop start (repeated 350 times)
    %reg3 = load i32* %addr3
    %reg4 = add i32 %tmp2, %reg3
    store i32 %reg4, i32* %addr3
    ;; loop end
    ;;
[+] bb5:
    %reg5 = load i32* %addr3
    call void @printf(i8* %msg, i32 %tmp3, i32 %reg5, i32 %tmp4)
```

---

Figure 1. Example slice. The interesting data flow is underlined. A bit-flip is injected in function @abs. It propagates into @main, through a loop and into the output function @printf, where the bit-flip becomes visible as corrupted output.

A mixture of both control flows and not be very helpful anymore.

Figure 1 shows a slice of a modified operand error injected into an unprotected application, i.e., an application without any additional hardware error detection mechanisms. The slice consists of a sequence of LLVM instructions. To simplify the presentation, we highlighted the data flow of the error by underlining the registers that were influenced by the injected error. The modified operand is injected into the first operand of the store in line 4 via a call to @bitflip_i32 in the previous line. The error propagates via load and store through the memory (addresses %addr1 and %addr2) until it is returned from function @abs (line 12). Hence, the function call in line 16 returns an erroneous value. The erroneous return value influences an addition in line 17 and then goes into a loop (starting at line 20). For readability, we omitted all but one loop iteration. In line 27 the erroneous value is finally outputted by the external function @printf.

**B. Implementation**

Each injected error has a unique error ID (defined in Sec. III-C as the value of the counter of at runtime passed trigger points). Together with the runtime configuration of an injection this allows to deterministically repeat error injection runs. The runtime configuration consists mainly of the seed that defines the randomly flipped bits. To generate a slice for a given error with error ID $e$, EIS does a single
form the slice. EIS converts the logged IDs, in a post processing step, with the help of the original LLVM code into the XML representation introduced above.

V. Evaluation

A. Example Application

We used EIS to determine the error detection capabilities of AN-encoded applications generated by our AN-encoding compiler [31]. An AN-code is an arithmetic code. Arithmetic codes in general are a technique to detect hardware errors during runtime. The encoding adds redundancy to all data words. This results in a larger domain for data words and only a small subset of the domain contains the valid code words. Arithmetic codes are conserved by correctly executed arithmetic operations: a correctly executed operation given valid code words as input, outputs a valid code word. A faulty arithmetic operation corrupts the code with high probability, that is, results in an invalid code word [32].

The AN-code is one of the most widely known arithmetic codes. The encoded version \(x_c\) of variable \(x\) is obtained by multiplying its original functional value \(xf\) with a constant \(A\). This encoding is only done for input values of a program. All computations take multiples of \(A\) as inputs and if executed error-free, produce multiples of \(A\) as outputs. Code checking is done by computing the modulus with \(A\), which is zero for a valid code word. Before a variable is externalized, i.e., used as a parameter of an external function or as a memory address in a load or a store operation, it is checked if it is a valid code word. If the check fails, the application is aborted.

The advantage of an AN-code is that the probability of detecting an error does not depend on the hardware used but only on the choice of \(A\). Assuming a failure model with equally distributed bit flips and a constant Hamming distance between all code words, the resulting probability of detecting one error is approximately: 
\[ p_{\text{detection}} = 1 - 2^{-k}, \]
where, \(k\) is the size of \(A\) in bits. Thus, \(A\) should be as large as possible. Large prime numbers are a good choice for \(A\) because \(A\) should have as few factors as possible to increase the probability of detecting operation errors [29].

For encoding a program with an AN-code, every variable has to be replaced with its larger AN-encoded version. Every instruction is substituted by its AN-preserving counter-part. Executing arithmetic operations on AN-encoded data mostly requires some corrections to obtain a correctly encoded result. For example, consider the multiplication of two encoded values \(a_c = A * a_f\) and \(b_c = A * b_f\). When multiplying \(a_c\) and \(b_c\), the obtained result is \(A^2 * a_f * b_f\) but the correctly encoded result should be \(A * a_f * b_f\). Thus, an additional division by \(A\) is required.

Note that the error detection probability \(p_{\text{detection}}\) is only defined for errors modifying AN-encoded values. But within an AN-encoded application several helper variables for implementing the encoded operations exist. These could also be hit by an error. As [29] states an AN-code cannot handle exchanged operands (EO1), exchanged operators (EO2), or lost stores (LS). But this applies only to instructions which are exclusively working on AN-encoded data. Additional correctional actions, e.g., the division by \(A\) for an AN-encoded multiplication, use also unencoded data. To summarize, \(p_{\text{detection}}\) can only give a general idea of the detection capabilities. Error injection experiments have to provide further information.

B. Error Injection Results

We evaluated AN-encoding using EIS for following applications:

1. md5 calculates the md5 hash of a string.
2. primes implements the Sieve of Eratosthenes.
3. tcas is an open-source implementation of the traffic alert and collision avoidance system [33] which is mandatory for airplanes.
4. pid is a Proportional-Integral-Derivative controller [34].

All the applications used have to be deterministic since the injection outcomes are determined by comparison with the error-free golden run. For each deterministic error model (EO1, EO2, FO, LS, and MO) we tried to execute 10,000 injection runs for each application and each error model. For some of them, e.g., lose stores (LS), less triggers where available. In this case we injected an error into each at runtime encountered trigger for this error model. For the probabilistic injections we executed 6,000 injection runs per application. Note that those runs might have several errors injected.

Figure 2 depicts the obtained results. We applied EIS to the native, i.e., unencoded versions, of the applications and to AN-encoded versions using differently sized \(A\). The evaluation of single injections can result in the following outcomes that are determined by comparing the results (outputs, exit value, and runtime) of the injection run and the error-free golden run:

- **Silently corrupted output**: The error injection resulted in an output that is different from the output produced by the golden run and no error was signaled.
- **Failure detected**: The application aborted with a return value indicating an error. Either an invalid code word was detected and as a result the application was aborted or modified data led to another inconsistency in the program causing a crash.
- **Correct output**: In this case the output of the injection run does not differ from the output of the golden run and no error was indicated.
- **Performance failure**: The injected run of the application runs much longer than the error-free run. In our experiments this was the case for at most 1% of the injections.
A. The results help to decide where error detection should be improved by complementing the AN-code with other means of error detection. While lost stores (LS) produce surprisingly few runs with silently corrupted output, the rate of undetected errors for exchange operands (EO1) remains rather high. In contrast to the theory published in [29] AN-code is not especially bad in detecting exchanged operator errors (EO2). The reason is, that many instructions of an AN-encoded program are correctional instructions that are required to conserve the code. Modifications in the execution of these instructions most likely lead to invalid code words. Furthermore, the masking rate, i.e., the amount of injection runs which produced the correct output despite the injected error, is application dependent. For \texttt{md5} it is low while it is very high for \texttt{tcas}. When using physical error injection or error injection based on hardware-simulation this already high masking rate would have been combined additionally with the very high error masking rate of hardware. As a consequence much more experiments than we executed would be required to obtain reasonable results. Thus, using EIS speeds up the reliability assessment.

C. Slicing Results

It is difficult to objectively evaluate the usefulness of slicing in our context. However, we performed a case study with the four applications introduced in Sec. V-A to give an intuition about the usefulness of our approach. For each application, we executed 10 error injection runs in two configurations. For the first configuration we logged all executed instructions as a full log. The second configuration only logged the sliced log of the data flow of the injected error.

Table I shows the results of our experiments. All values for runtime and size are the average of all 10 runs. Logging a slice only is in average 14.48x faster than doing the full log. Data flow analysis needed for slicing introduces some runtime overhead. On one hand, for the two faster executions (primes and \texttt{md5}) the slicing is actually slower

Table I

<table>
<thead>
<tr>
<th>Application</th>
<th>full log</th>
<th>sliced log</th>
<th>Speedup</th>
</tr>
</thead>
<tbody>
<tr>
<td>\texttt{primes}</td>
<td>0.017s</td>
<td>0.027s</td>
<td>0.63x</td>
</tr>
<tr>
<td>\texttt{md5}</td>
<td>0.020s</td>
<td>0.029s</td>
<td>0.7x</td>
</tr>
<tr>
<td>\texttt{pid}</td>
<td>1.091s</td>
<td>0.106s</td>
<td>15.95x</td>
</tr>
<tr>
<td>\texttt{tcas}</td>
<td>3.649s</td>
<td>0.092s</td>
<td>39.66x</td>
</tr>
<tr>
<td>\textbf{Avg.}</td>
<td></td>
<td></td>
<td>14.48x</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Application</th>
<th>full log</th>
<th>Sliced log</th>
<th>Reduction</th>
</tr>
</thead>
<tbody>
<tr>
<td>\texttt{primes}</td>
<td>458kb</td>
<td>4kb</td>
<td>114.5x</td>
</tr>
<tr>
<td>\texttt{md5}</td>
<td>616kb</td>
<td>20kb</td>
<td>30.8x</td>
</tr>
<tr>
<td>\texttt{pid}</td>
<td>79,000kb</td>
<td>1,879kb</td>
<td>42.0x</td>
</tr>
<tr>
<td>\texttt{tcas}</td>
<td>132,000kb</td>
<td>26kb</td>
<td>5076.9x</td>
</tr>
<tr>
<td>\textbf{Avg.}</td>
<td></td>
<td></td>
<td>1316.1x</td>
</tr>
</tbody>
</table>

Figure 2. Error injection results for unencoded native and AN-encoded applications with two different As. Each line contains the results of one application for the injection of deterministic errors for each error model (EO1, EO2, FO, LS, and MO), the summary of the deterministic injections (\texttt{ALL}), and the results of the probabilistic injections (\texttt{Prob}).

- **No error**: For probabilistic injections we can encounter injection runs into which no error was injected. To make the probabilistic injections of unencoded (native) and AN-encoded runs comparable we chose the same error probability for both. The increased code path length of AN-encoded applications makes it more probable of being hit by an error while less errors are injected into unencoded native applications because of their shorter code path length.

The error injection experiments show that AN-encoding does decrease the rate of silently corrupted output. Furthermore, the results show higher detection rates for the larger

**A.**
than writing out the full log. However, the absolute runtime with slicing is still shorter than 0.1s. On the other hand, for the long running applications the overhead is more than compensated by the IO overhead of logging all instructions for a full log. The slices are in average 1316.1x smaller than the full log. We believe the space reduction makes it much more feasible to manually inspect the slice than the full log. Automated inspection will also profit from the reduced size.

We inspected slices of the error injection results of our safer AN-code that uses additional signatures and version information and was described in [35]. We were able to identify several issues that lead to silent data corruptions.

One example is the overflow correction for an AN-code with additional signatures that we described in [35]. The correction is required to ensure correct overflow behavior for computations with encoded values. But for small \textit{As} it has a vulnerability to exchange operand errors. We found this issue because the number of silent data corruptions for the exchanged error model was unexpectedly high. Slices of runs where operands were exchanged revealed the cause of this vulnerability.

For an AN-code with versions a version management is required [36]. We were also able to identify a safety-relevant bug in our version management using the slicing of EIS.

VI. CONCLUSION

We presented the error injection tool EIS. EIS implements the injection of symptoms of hardware errors. Injecting symptoms allowed to implement EIS independent of any specific hardware, that is, neither special hardware nor a model of specific hardware is required to execute error injections. Thus, EIS is very easy to use and the setup and runtime costs are low, especially compared to hardware-based or physical injections. On the other hand, the required abstraction of the error model is not as accurate as realizable with physical injections.

Our error model is much more comprehensive than the error models used in recent research papers where usually only single bitflips were injected. Thus, a more accurate emulation of hardware errors than in most currently used error injectors is provided. This facilitates a fine-grained analysis of error detection mechanisms and helps to decide where further protection is required. For example, we have seen that for the AN-encoding compiler lost stores seem to be a less important issue than exchanged operands.

To the best of our knowledge, EIS is the first error injector that provides slicing-based debugging of single injection runs. When debugging an error detection mechanism, one wants to find out what caused a silently corrupted output. Therefore, EIS can determine the slice of the application trace which contains the data flow of the injected error. This data flow shows where an error circumvented error detection. Slices generated by EIS are orders of magnitude smaller than complete traces of injection runs. Thus, we believe slicing makes it easier to spot where an error circumvented error detection. We already discovered such problems in our implementation of an AN-code with signatures and versions. Still the debugging is tedious and could be eased with adequate tool support. For example, a tool helping to map LLVM-bitcode back to the original source code would be helpful.
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