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Abstract - This paper focuses on the rolling shutter distortion of CMOS image sensor coming from its unique readout mechanism as the main cause for image degradation when there are fast-moving objects. This paper proposes a post image processing scheme based on motion vector detection to suppress the rolling shutter distortion. Motion vector detection is performed based on an optical flow method at a reasonable computational complexity. A practical implementation scheme is also described.

Index Terms - CMOS image sensor, rolling-shutter distortion, post-processing technique

I. INTRODUCTION

Since solid-state image sensors replaced films in the consumer electronics market, more and more digital gadgets such as cellular phones and PDA’s are increasingly equipped with digital camera function. Image sensor, which converts photons into electrons via photoelectric effect, consists of photodiodes or phototransistors as light-sensing area and peripheral circuitry to control the signal read-out. Image sensors are classified into CCD image sensor and CMOS image sensor (CIS). While CCD can store charges like a memory and can transfer them by means of controlling gate voltages [1], MOSFET’s in CIS can only transfer charges from photodiodes to readout circuitry without storing them.

CCD is fabricated through its dedicated fabrication process and is generally known for better image quality than CIS. But a major drawback of CCD is the process incompatibility with CMOS, which makes it difficult to implement peripherals such as timing generator and analog-to-digital converter on the same die with the image sensor. On the other hand, CIS can be built on the same chip as their peripherals due to the process compatibility, which gives CIS an economical advantage over CCD.

Another important difference between CMOS and CCD lies in the signal readout mechanism. While all photodiodes of CCD are exposed to a scene simultaneously to obtain signals corresponding to an image frame, each CIS row, being sequentially accessed, is given a different exposure time window as shown in Fig. 1 (a). We call the readout mechanism of CIS synchronous shutter (SS) mechanism and that of CCD rolling shutter (RS) mechanism.

The RS mechanism does not incur any problem as long as the object and the camera are stationary with each other. If either one is moving with respect to the other, then the RS mechanism will produce distorted images as shown in Fig. 1 (b). Three images in the left were taken when the panel is stationary whereas the images in the right were taken when the panel is rotating clockwise. It is shown that distortion patterns are different according to the direction of motion of objects.

This paper proposes a post-processing scheme to reduce the image distortion caused by the RS mechanism. Previous works on the RS mechanism and known alternatives are described in section II. A mathematical analysis of the RS
mechanism is given in section III. In section IV, the implementation scheme for the proposed algorithm is described. Experimental results are given in section V.

II. PREVIOUS WORKS AND OTHER ALTERNATIVES

The RS distortion can be completely removed by using a mechanical shutter. By adopting the mechanical shutter, all the photodiodes of CIS are exposed to light during the same time interval, denoted as $\Delta I_m$ in Fig. 1 (a), regardless of readout mechanism. Downside of using the mechanical shutter is reduced integration time ($\Delta I \rightarrow \Delta I_m$), and the additional size and cost caused by additional mechanical devices. Since primary applications of CIS are portable devices such as cellulars and PDA’s to which imaging is a subordinate function, such overheads due to mechanical shutters is not always justified.

On the other hand, the RS distortion can be reduced by raising the readout speed. In Fig. 1 (a), $\Delta I$ denotes the exposure time and $D$ denotes the maximum access time difference between rows. $D$ can be reduced by speeding up the readout while $\Delta I$ remains unchanged. However, raising the readout frequency becomes more difficult and requires more power consumption as the number of pixels increases.

El Gamal et al. [2] described a novel CIS architecture where each pixel integrates an analog-to-digital converter to digitize the signal and a latch to store the digitized signal. This architecture enables CIS to operate in the same way as CCD does. However, this architecture is economically impractical due to poor fill factor and poor sensitivity.

Geyer et al. [3] proposed a new camera projection model for camera with the RS mechanism to mitigate the reduction in accuracy and described a framework for analyzing structure-from-motion problems in RS cameras. By parameterizing the velocity of the camera coordinate, the RS effect is applied to the traditional pinhole camera model [4] to derive the projection matrix.

Ait-Aider et al. [5] proposed a technique for pose recovery and 3-D velocity computation by taking the RS effect into account. They took advantage of image deformation induced by the RS mechanism and computed 3-D poses and velocity based on rigid sets of 3-D points.

Liang et al. [6] made the first attempt to correct the RS distortion based on motion vector detection. They found the global motion vector by the block matching and voting method [7]. The block matching technique is similar to that of MPEG 4 where we cannot but sacrifice the accuracy of motion vector to decrease the computation time. Excessive computational load due to the smoothing operation to compensate for inaccuracy of motion vector is not acceptable in mobile devices, major applications of CIS.

In this paper, we utilized an optical flow method which usually produces more accurate motion vector than block matching. To reduce computation, we set center-oriented subwindows, applied the optical flow algorithm and produced one motion vector from those outputs. For low-power consideration, the motion vector detection is performed only when an image capture takes place.

III. ROLLING SHUTTER ANALYSIS

An image sensor array with the RS mechanism is defined in Fig. 2. The sensor has a $W \times N$ pixel array and can generate up to $F_m$ frames per second. We define Cartesian coordinates where the origin is located at the top-left corner of the sensor array. In addition, we refer to a new $M \times N$ array (in the unit of pixel) located at the center as effective area whose top-left corner is located at $(x_1, y_1)$. The effective area corresponds to the actual image output of the sensor. Generally, the effective area is used for an image output while the rest, called margin area, is utilized by other auxiliary routines like black-level compensation, color interpolation and so on.

Now consider a situation where an image is taken by the image sensor when there is a rectilinearly moving object with velocity $v$. We assume that integration time $\Delta I$ is so small that we can ignore any motion blur in the image and the motion occurs globally throughout the sensing area. We assume that the camera is fixed and the scene moves with a relative velocity. It is possible to find distortion patterns of the effective area with respect to individual components of velocity vector $v$.

A. Horizontal ($x$-axis) Motion

CIS is controlled row by row and all the pixels belonging to a row have the same exposure timing.

Consider only a horizontal motion with motion vector $(v_x, 0)$ where the moving object is the effective area itself. If the sensor starts reading out the pixel array from the first row after an integration time $\Delta I$, then it takes $H \tau$ to read out the whole array, where $H$ is the number of rows in the array and $\tau$ is the time spent to read out a single row.

$$\tau$$ is either a known parameter or can be approximated from other given parameters. When clock frequency $f$ is given, $\tau$ is given by $W/f$ since reading a row requires $W$ clocks. If frame rate $F_m$ is given instead of $f$, a period for a single image frame can be given by $1/F_m - b$ where $b$ is blank time.

![Fig. 2 Definitions of related parameters and axes; an image sensor array consists of effective area for actual image output and margin area for other image processing purposes](image-url)
between image frames as shown in Fig. 1 (a). By equating $H \tau$ with $1/F_M - b$, $\tau$ can be obtained as

$$\tau = \frac{W}{f} = \frac{1 - bF_M}{HF_M} \quad (1)$$

In Fig. 3, the y-coordinate of the k-th row of the effective area is $y_1 + k - 1$ and the time spent by the rolling shutter until it reaches the row is $(y_1 + k - 1) \tau$. Since the row also moves with velocity $v_x$, multiplying $(y_1 + k - 1) \tau$ by $v_x$ yields $d_{x,k}$, the displacement of the k-th row in the x direction as

$$d_{x,k} = v_x \tau (y_1 + k - 1) \quad (2)$$

Fig.3 Distortion in a horizontal motion; a rectangular object is distorted into a parallelogram due to the RS distortion

Since $d_{x,k}$ is represented as the sum of a constant plus a component proportional to $k$, the rectangular area is distorted into a parallelogram, where the so-called skew angle $\theta$ formed by y-axis and a side of the parallelogram is a good measurement to show the degree of distortion. Maximum horizontal skew, $d_{x,max}$, is defined as the difference between $d_{x,k}$ of the first ($k = 1$) and the last ($k = N$) row;

$$d_{x,max} = d_{x,N} - d_{x,1} = v_x \tau (y_1 + N - 1) - v_x \tau y_1$$

$$= v_x \tau (N - 1) \quad (3)$$

$\theta$ is thus given by

$$\theta = \tan^{-1} \frac{d_{x,max}}{N - 1} = \tan^{-1} v_x \tau \quad (4)$$

B. Vertical (y-axis) Motion

Let us consider a vertical motion of the effective area with velocity $(0, v_y)$. To understand the vertical distortion, we define scan velocity $v_{scan}$, denoting the number of rows read out per second, as given by the inversion of $\tau$;

$$v_{scan} = \frac{1}{\tau} \quad (5)$$

The displacement of the k-th row of the effective area in the vertical direction is denoted by $d_{y,k}$. When a capture starts, the rolling shutter starts its readout at velocity $v_{scan}$ and the k-th row of the object starts its downward motion at velocity $v_y$ denoting the number of rows traversed by the moving object in a second. Since the time elapsed until the rolling shutter meets the k-th row of the effective area can be written as $(d_{y,k} + y_1 + k - 1)/v_{scan}$ or $d_{y,k}/v_y$.

By equating the two expressions, $d_{y,k}$ can be obtained as follows.

$$d_{y,k} = \frac{v_y (y_1 + k - 1)}{v_{scan} - v_y} = \frac{v_x \tau (y_1 + k - 1)}{1 - v_y \tau} \quad (6)$$

Maximum vertical stretch denoted by $d_{y,max}$ is defined as the difference between $d_{y,1}$ and $d_{y,N}$;

$$d_{y,max} = d_{y,N} - d_{y,1} = \frac{v_x \tau (N - 1)}{1 - v_y \tau} \quad (7)$$

Fig.4 Distortion in a vertical motion. Dotted rectangle denotes the effective area, while shaded rectangles denote how it appears when $v_y = 0$. (a) Original image appears undistorted when $v_y = 0$. (b) Images in the RS system are vertically shrunk (top) when $v_y < 0$, and vertically expanded (bottom) when $v_y > 0$.

If $1 - v_y \tau > 0$, the sign of $d_{y,max}$ is given by that of $v_y$. Vertical motion in the RS mechanism causes vertical distortion as shown in Fig. 4. When $v_y$ is positive, the object is stretched by $d_{y,max}$ and when $v_y$ is negative, it is shrunk by $|d_{y,max}|$.

C. Motion Vector Composition

For general motions with nonzero values for $v_x$ and $v_y$, the distortion from the results of the previous sections. Eq. (2), (3), (6) and (7) are still valid under the same definitions. However, the skew angle needs to be rewritten as

$$\theta = \tan^{-1} \frac{d_{x,max}}{N + d_{y,max}} \quad (8)$$
The analysis up to now can explain the distortion patterns in Fig. 1. Because a vertical motion is dominant in the top and the middle case, the object is stretched or shrunk. In the bottom case where a horizontal motion is dominant, the object is skewed.

When we consider only rectilinear and global motions, the RS distortion can be represented by an affine transformation from non-distortion space \((x, y, 1)\) to distortion space \((x', y', 1)\) as shown in Fig. 5. The image in the non-distortion space can be regarded as the result of the SS system. We can represent the transformation as

\[
\begin{pmatrix}
  x' \\
  y' \\
  1
\end{pmatrix} = \begin{pmatrix}
  a_{11} & a_{12} & a_{13} \\
  a_{21} & a_{22} & a_{23} \\
  0 & 0 & 1
\end{pmatrix} \begin{pmatrix}
  x \\
  y \\
  1
\end{pmatrix} = A \begin{pmatrix}
  x \\
  y \\
  1
\end{pmatrix}
\]

(9)

The same image as would be obtained by the SS system can also be obtained in the RS system by ‘undoing’ the distortion through the inverse transformation if the transformation matrix \(A\) can be found.

To find matrix \(A\) in Eq. (9), instead of substituting matching points between two spaces and solving simultaneous equations with respect to \(a_{ij}\), we took advantage of well-known properties of the affine transformation. In Eq. (9), \(a_{11}\) and \(a_{22}\) reflect scaling factors with respect to \(x-\) and \(y-\)axis, respectively. Since no scaling takes place in the direction of \(x\)-axis, \(a_{11}\) is considered to be a unity. Vertical scaling factor \(a_{22}\) can be given by \((N + d_{y,max}) / N\) since the height of the sample is changed from \(N\) to \(N + d_{y,max}\). On the other hand, \(a_{12}\) reflects a shearing factor with respect to \(x\)-axis which is given by \(\cot \theta = (N + d_{y,max}) / d_{x,max}\) whereas \(a_{21}\) is zero since there is no shearing effect in the direction of \(y\)-axis. Thus \(A\) is given by

\[
A = \begin{pmatrix}
  1 & \frac{N + d_{y,max}}{d_{x,max}} & d_{x,1} \\
  0 & \frac{N + d_{y,max}}{N} & d_{y,1} \\
  0 & 1 & 1
\end{pmatrix}
\]

(10)

The variables can be evaluated by Eq. (3) and (7) along with known sensor parameters such as \(N\) and \(\tau\) if motion vector \((v_x, v_y)\) is acquired.

IV. IMPLEMENTATION SCHEME TO REDUCE ROLLING-SHUTTER DISTORTIONS

To reduce the complexity in the implementation, three assumptions were made, shown below along with the rationale for each assumption.

- Motions are rectilinear: Any general motion can be approximated into a combination of rectilinear ones for a sufficiently short period of time.

- Motion blur is less than a certain level: Motion blur, always accompanied by any motion, is affected by exposure time and motion velocity. However, for a short period of exposure time, motion blur can also be assumed to be negligible.

- There is only a global motion in an image: Distortions due to partial motion are less apparent than those due to a global motion. Therefore, partial motions are ignored.

Under these assumptions, we propose a post-processing routine as shown in Fig. 6. The routine receives RGB image as input and generates RGB output image. As a whole, the routine consists of motion detection stage and transformation stage. It operates in either preview mode or capture mode. In the preview mode, the sensor generates low-resolution video streams before a capture takes place. In the capture mode, high-resolution target image data are generated by the sensor after a capture signal is generated. Motion vectors, extracted from consecutive images by the motion detection stage in the preview mode, are used in the transformation stage to adjust the image. To reduce power consumption, only two image frames after each capture signal are used in the motion detection, which is accomplished by delaying the mode switching until two preview images are saved after the capture.
A. Motion Vector Detection Stage

Motion vector detection is an important issue in image processing and computer vision studies. Applications like video compression, video mosaic and video surveillance belong to its major application and they utilize block matching technique or optical flow method for the motion vector detection. On the other hand, image stabilization techniques [8], [9] are used for video camera to compensate for image deterioration due to unexpected swing of user’s hands. Their motion vector detection and image stabilization method correspond to the first and second step of our approach shown in Fig. 6. To find global motion vectors, Oshima et al. [8] utilize a specialized gyro sensor and Kinugasa et al. [9] derive their motion vectors from consecutive images by projecting images into \( x \)- and \( y \)-axis and comparing the current projection with the previous projection. [9] is similar to our approach in utilizing consecutive images but its one-dimensional motion vector detection technique is less accurate than typical two-dimensional techniques.

Most of known methods to find motion vectors are based on consecutive images. The most straightforward way to find a motion vector from two consecutive images is to perform the exhaustive search for all possible relative motions between two frames so that the sum of errors between two images is minimal. The computation complexity becomes \( O(M^2N^2) \) when the size of image is \( M \times N \).

Various methods to reduce the complexity were published [10]-[13]. The most popular one is Lucas-Kanade (LK) algorithm [12] on which our motion detection method is based. In the LK algorithm, for two image data \( F(X) \) and \( G(X) \) for \( X = (x, y) \), error function \( E(h) \) is defined as

\[
E(h) = \sum_X [F(X + h) - G(X)]^2
\]  

(11)

where \( h \) is 2-D shift amount.

Motion vector detection between \( F \) and \( G \) is to find \( h \) which makes the error function minimal. Both sides of Eq. (11) are differentiated and equated to zero:

\[
\frac{\partial E}{\partial h} \approx \frac{\partial}{\partial h} \sum_X [F(X) + hF'(X) - G(X)]^2
\]

\[= \sum_X 2F(X)[F(X) + hF'(X) - G(X)] = 0
\]  

(12)

Eq. (12) can be solved with respect to \( h \). \( F(X) \) is then shifted by \( h \) and the same procedure is iterated until \( h \) reaches a target value. In this way, the complexity is reduced to \( O(MN \log \sqrt{MN}) \). Because the proposed routine is expected to be run on mobile devices of which computing power is not as powerful as stationary ones, it is needed to further reduce the complexity at the LK stage of the proposed routine.

In Fig. 6, the RGB2Gray block, the first stage of motion vector detection, performs data conversion from RGB to gray image to reduce the total processing time. Since the luminance component, \( Y \), is dominant in YUV color space, it is possible to find the motion vector only from the gray image. We utilized the RGB-to-YUV conversion formula in [14].

![Fig.6 Block diagram of the proposed system](image)

Fig. 6 Block diagram of the proposed system
corresponding search window. As shown in Fig. 7 (a), the indexed \( m \times n \) template windows are regularly placed around the center of the sensor array. From the 16 individual operations, 16 individual motion vectors are generated. Fig. 7 (b) shows the first template window and its corresponding search window whose size is \( U \times V \). As a result of LK on the \( i \)-th position, a motion vector \((\Delta x_i, \Delta y_i)\) is generated. To apply Eq. (11) to our case, \( \hat{F}(X) \) is set as a template window from the previous image and \( G(X) \) is a search window from the current image. The size of search window \( G(X) \) is defined so that every search window is included by the sensor area.

When the global motion exceeds a certain value in the transformation in Fig. 5, it is possible that some part of the effective area crosses over the sensor boundaries. To prevent this, the maximum velocity limits should be derived.

Consider a velocity vector \((v_x, v_y)\) where \(v_x > 0\) and \(v_y > 0\). For the whole effective area to remain within the sensor boundary, the \(x\)- and \(y\)-coordinate of the bottom right corner of the effective area must be smaller than \(W\) and \(H\), respectively.

\[
x_1 + M - 1 + d_{x,N} = x_1 + M - 1 + (y_1 + N - 1)v_y \tau \leq W - 1
\]

\[
y_1 + N - 1 + d_{y,N} = y_1 + N - 1 + \frac{v_y \tau (y_1 + N - 1)}{1 - v_x \tau} \leq H - 1
\]

Thus, the velocity limit of \(v_x\) and \(v_y\), \(v_{x,\text{max}}\) and \(v_{y,\text{max}}\) can be derived by rewriting Eq. (13) and (14) with respect to \(v_x\) and \(v_y\):

\[
v_x \leq \frac{W - M - x_1}{(y_1 + N - 1)\tau} = v_{x,\text{max}}
\]

\[
v_y \leq \frac{H - N - y_1}{(H - 1)\tau} = v_{y,\text{max}}
\]

Eq. (15), (16) can be generalized as follows to include all possible moving directions;

\[
| v_x | \leq v_{x,\text{max}}
\]

\[
| v_y | \leq v_{y,\text{max}}
\]

When a global motion happens, motion vectors extracted from all template windows are likely to have similar values. Even in case of a global motion, a vector may be erroneous if the size of a template window is small and/or set on a monotonous area. Generating the global motion vector, it is necessary to minimize the effect from this error. With 16 motion vectors given by the LK block, the MVselect block generates the global motion vector by performing the following procedure.

Procedure: PMVselect

**function**: select a global motion vector

**input**: local motion vectors from the template windows

**output**: a global motion vector

1) Convert the coordinate system of all the motion vectors from Cartesian to polar coordinates, i.e., \((\Delta x_i, \Delta y_i) \rightarrow (r_i, \theta_i)\) for all \(i\).

2) Eliminate two motion vectors with the minimum and the maximum angle.

3) Eliminate two motion vectors with the minimum distance and the maximum distance.

4) Convert the remaining motion vectors back to Cartesian coordinates and calculate the medians of \(x\)- and \(y\)-components out of remaining 12 motion vectors.

First three steps in the PMVselect procedure get rid of error-prone motion vectors and then step 4) derive the final motion vector. We denote the global motion vector obtained from PMVselect by \((\Delta x, \Delta y)\). Since the unit of the vector is \((\text{pixel}, \text{pixel})\), the Scaler block divides each coordinate component by the period of an image frame to represent the motion vector in the unit of velocity. Hence, the final motion vector is represented by \((v_x, v_y)\) where any vector component violating Eq. (17) or (18) is replaced by one of the boundary values. Using the procedures above, the complexity of the proposed algorithm can decrease to \(O(16mn\log_2(UV))\).

**B. Transformation Stage**

Images from the RS system belong to \((x', y', 1)\) space in Fig. 5. Instead of calculating \(A^j\) for the inverse transformation from \((x', y', 1)\) to \((x, y, 1)\), the following procedure, PTransform, is executed in the Transformer block so that the integer mapping between two spaces is guaranteed. In the procedure, an interpolation approach can be adopted in step 2) instead of selecting the nearest integer, which, however, produces no appreciable difference in our situation. To execute PTransform, a captured image needs to be stored in FRAME MEM 1. We store not the entire image but part of it which covers all search windows.
V. EXPERIMENTS

For the performance test of the proposed motion detector, consecutive image frames from a CIS-equipped video camera with VGA resolution were applied to the proposed motion detector and the results were compared to ones produced by the exhaustive search method.

For each test, ten consecutive image frames were taken with arbitrary camera motions. The images were given indices from 0 to 9 and motion vectors between the earliest images and the others were calculated by the motion detector implemented in software. The size of input images is 320x240 and other variables are set as \( m=10 \), \( n=10 \), \( U=80 \), \( V=80 \).

Fig. 8 shows selected test image frames (0th, 5th, 7th, and 9th) of the first example which were taken in an outdoor environment and their intermediate motion vectors based on 16 subwindows. From the intermediate motion vectors, the global motion vector for each input was calculated by procedure PMVselect.

The motion detection based on the exhaustive search method was also performed on the same input to demonstrate the correctness of the proposed approach. We set a center-oriented 120x90 template window on the 0th image, and scanned the target images pixel by pixel and calculated the error between the template window and its overlapped window on a target. The error is defined as sum of the square of all the elements of the matrix obtained by subtraction of two corresponding windows. The motion vector is determined from the position with the least error.

Table I summarizes the results of two approaches and it is shown that both results are close to each other. Fig. 9 shows that the maximum difference is at most one pixel. Table I also shows that the elapsed time to produce nine global motions by the proposed motion detector is only 0.054 seconds while that of the exhaustive search is 25.8 seconds, which demonstrates that the proposed algorithm can be adopted for low-power mobile applications.
Fig. 9 Motion vector comparison between the proposed and the exhaustive search approach of the first example

Fig. 10 Four selected images out of ten consecutive ones as the inputs of the second example (a) 0th, (b) 5th, (c) 7th, and (d) 9th images

interface between the web camera and the software was provided by OpenCV [16] which is one of the most popular toolkits for computer vision and image processing. We set the camera to the 640x480 mode and the effective area to 480x320. The maximum frame rate $F_M$ and the black time $b$ are set to 30 frames/sec and zero, respectively.

In (a) and (b) of Fig. 12, the distortions of the triangular and rectangular sign in the images (left) are restored by the correction. Although the motion in (c) is not a rectilinear motion but a circular motion, the vertical motion is so dominant that the correction performed vertically has produced a good result, i.e., the stretched letter ‘G’ are properly resized.

Fig. 11 Motion vector comparison between the proposed and the exhaustive search approach of the second example

Fig. 12 Corrected rolling shutter distortions. (a) A notably distorted triangular sign (left) is corrected in the right image, (b) a distorted rectangular sign and background (left) are corrected in the right image, and (c) enlarged rotating panel of Fig.1 (left) is resized to the original (right) as a result of motion vector detection and correction

Fig. 13 shows another example where an object in the center moves while its background is stationary, i.e., the motion is not global. But, the correction was performed because the
motion vectors belonging to the moving object formed the majority, thus generating a global motion vector. Although the system ended up with some distortion in the background, the correction can be regarded still beneficial in that more dominant and outstanding part of the image was corrected.

Fig. 13 An example about a center-oriented motion: correcting distortion (left) caused by center-oriented motion can be considered as a feasible result (right) in spite of trivial distortion of its background.

VI. CONCLUSION

Image quality of CIS itself is usually considered to be inferior to that of CCD due to the rolling shutter distortion. In this paper, we proposed a post-processing technique to tackle the rolling shutter distortion known as one of the major weaknesses of CIS.

We presented a mathematical model of the RS distortion in terms of 2D velocity and induced an affine transformation between a non-distortion and a distortion space. The proposed method to correct the distortion can be implemented as hardware or software on recent mobile digital devices which integrate multiple functions with low power consumption. The proposed method is unique in that it utilizes the traditional pixel architecture of CIS so that the economical feasibility is maintained.
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