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Abstract

In this paper, a novel filter-based greedy modular subspace (GMS) technique is proposed to improve the accuracy of high-dimensional data classification. The proposed approach initially divides the whole set of high-dimensional features into several arbitrary number of highly correlated subgroups by performing a greedy correlation matrix reordering transformation for each class. These GMS can be treated as not only a preprocess of GMS filter-based classifiers but also a unique feature extractor to generate a particular feature subspaces for each different class presented in high-dimensional data. The similarity measures are next calculated by projecting the samples into different modular feature subspaces. Finally, a GMS filter-based architecture based on the mean absolute errors criterion is adopted to build a non-linear multi-class classifier. The proposed GMS filter-based classification scheme is developed to find non-linear boundaries of different classes for high-dimensional data. It not only significantly improves the classification accuracy but also dramatically reduces the computational complexity of feature extraction compared with the conventional principal components analysis. Experimental results demonstrate that the proposed GMS feature extraction method suits the GMS filter-based classifier best as a classification preprocess. It significantly improves the precision of high-dimensional data classification.
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1. Introduction

With the evolution of remote sensing technology, an increasing number of spectral bands becomes available. Data can be collected in a few multispectral bands to as many as several hundreds hyperspectral bands, even thousands of ultraspectral bands. A lot of attention has been focused on the developing of high-dimensional classification devoted to earth remote sensing. The increment of such high-dimensional data greatly enhances the information content, but provides a challenge to the current techniques for analyzing such data [1].

The most common problem of high-dimensional classification is how to achieve the best class separability without the restriction of limited number of training samples [2,3]. There are numerous techniques developed for feature extraction to reduce the
dimensionality without losing class separability. Most of them focus on the estimation of statistics at full dimensionality to extract the classification features. For example, the conventional principal components analysis (PCA) assumes the covariances of different classes are equal and the potential differences between class covariances are not utilized. In contrast, we propose a modular feature subspace method based on a dimension reduction preprocessing scheme, a greedy modular subspace (GMS) method, to overcome the dependency on the global statistics as much as possible and take the advantage to preserve the potential separability of different classes. The GMS provides a very good discrimination among the classes of interest using the idea of modular eigenspaces description which had been proved to have very high recognition rates in the face recognition community [4]. The approach uses a greedy condensed correlation coefficient matrix reordering transformation to find a set of high correlated GMS. Reordering the bands regardless of the original order of wavelengths and spectrally adjacent bands in high-dimensional data set is an important characteristic of GMS. The proposed GMS approach divides the whole set of high-dimensional features into several arbitrary number of highly correlated subgroups. It makes good use of these highly corrected band subgroups to speed up the computational time of PCA.

After finding a set of the most correlated modular subgroups \( \Phi_k \), an eigenspace projection similarity measure is next executed. Consequently, a GMS filter-based classifier can be constructed by these distinguishable GMS sets. Finally, a classification map is obtained by calculating the distances between test samples and tanning samples using the GMS filter-based classifier. Fig. 1 illustrates the flow diagram of this scheme. There are some high-dimensional data feature extraction and reduction techniques presented recently. Jimenez and Landgrebe proposed a projection pursuit method to utilize a projection index function to select potential interesting projections by the local optimization-over-projection directions of the index of performance [2]. A best-bases feature extraction algorithm highlighted by Kumar et al. used an extended local discriminant bases method to reduce the feature spaces [3]. Both of them used the pairwise classifier to divide multi-class problem into a set of two-class ones. In this paper, we introduce a new non-linear filter-based multi-class classification scheme recently proposed in our previous works [5–7] to enhance the precision of image classification significantly by exploring the capabilities of multi-class classifier rather than pairwise one. The main characteristic of GMS filter-based classifier is its exhaustive discrete and non-linear properties. Compared with conventional feature extraction methods, the features of GMS are very suitable for filter-based classifier. These facts will be best demonstrated in Section 3.

The rest of this paper is organized as follows. The proposed supervised GMS filter-based classification scheme is presented in Section 2. In Section 3, experimental results are demonstrated to verify the feasibility and validity of the proposed approach. Finally, concluding remarks are given in Section 4.

2. Methodology

2.1. PCA and high-dimensional data analysis

PCA has become the mainstream algorithm to advance the progress of high-dimensional data analysis in many fields such as noise-whitened, feature extraction, dimensionality reduction, data compression and target discrimination [8,9]. The goal of PCA is...
to find the principal components with their directions along the maximum variances of a data matrix. Chang et al. demonstrated a band selection method that used a loading factors matrix eigen-analysis-based prioritization and a divergence-based band decorrelation [8]. It fully exploited the usefulness of eigen-analysis for feature extraction in high-dimensional data classification.

The conventional low-dimensional classification methods that used single-pixel-based similarity measures such like Gaussian maximum likelihood and minimum Euclidean distance do not work well in high-dimensional classification [10]. Instead, the spectral correlation of pixel vectors for high-dimensional data sets can provide richer features to improve the classification accuracy. In addition, Chang and Chiang [11] showed that the use of second-order statistics, such as PCA that utilizes covariance matrix, can improve hyperspectral classification performance more efficiently. In this paper, we also apply the second-order statistics to the proposed GMS method to improve the classification accuracy.

2.2. Correlation matrix pseudo-color map

A visual scheme to display the magnitude of correlation matrix for emphasizing the second-order statistics of high-dimensional data was proposed by Lee and Landgrebe [12]. Fig. 2 shows a correlation matrix pseudo-color map (CMPM) in which the gray scale is used to represent the magnitude of its corresponding correlation matrix. It is also equal to a modular subspace set \( \Phi^k \). Different material classes have different value sequences of correlation matrices. It can be treated as the special sequence codes for feature extractions.

We define a correlation submatrix \( c_{\Phi_k}(m_l \times m_l) \) which belongs to the \( l \)th modular subspace \( \Phi^k_l \) of a complete set \( \Phi^k = (\Phi^k_1, \ldots, \Phi^k_l, \ldots, \Phi^k_{n_k}) \) for a class \( \omega_k \), where \( m_l \) and \( n_k \) represent, respectively, the number of bands (feature spaces) in modular subspace \( \Phi^k_l \) and the total number of modular subspaces for a complete set \( \Phi^k \), i.e. \( l \in \{1, \ldots, n_k\} \) as shown in Fig. 2. The original correlation matrix \( c_X(m_t \times m_t) \) is decomposed into \( c_{\Phi_1}(m_1 \times m_1), \ldots, c_{\Phi_l}(m_l \times m_l), \ldots, c_{\Phi_{n_k}}(m_{n_k} \times m_{n_k}) \) for the class \( \omega_k \). There are \( m_t! \) (the factorial of \( m_t \)) possible combinations to construct one complete set exactly. The \( m_l \) represents the total number of original bands:

\[
m_t = \sum_{l=1}^{n_k} m_l, \tag{1}
\]

where \( m_l \) represents the \( l \)th feature subspace of a complete set for a class \( \omega_k \).

![Correlation matrix pseudo-color map (CMPM)](image)
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Fig. 2. An example illustrates a CMPM with different gray levels and its corresponding correlation matrix with different correlation coefficients in percentage (white = 100; black = 0) for the class \( \omega_k \). Note that four squares with fine black borders represent the highly correlated modular subspaces which have higher correlation coefficient compared with their neighborhood.
2.3. Greedy modular subspaces

We define a complete modular subspace (CMS) set which is composed of all possible combinations of the CMPM. The original correlation matrix \( c_{\chi k}(m_t \times m_t) \) is decomposed into \( n_k \) correlation submatrices \( c_{\Phi k l}(m_1 \times m_1), \ldots, c_{\Phi k l}(m_{l_1} \times m_{l_1}), \ldots, c_{\Phi k l}(m_{l_nk} \times m_{l_nk}) \) to build a CMPM for the class \( \omega_k \). There are \( m_t! \) different kinds of CMPMs in a CMS set as shown in Fig. 3. Each different CMPM is associated with a unique sequence of band order. It needs \( m_t! \) swapping operations by band order to find a complete and exhaustive CMS set. In Fig. 4, a visual interpretation is introduced to highlight the relations between swapping and rotating operations in terms of band order. The swapping operations which exchange the horizontal and vertical correlation coefficient lists row-by-row and column-by-column simultaneously in the correlation matrices \( c_{\chi k l} \) is equivalent to the behavior of rotating.

There is one optimal CMPM in a CMS set as shown in Fig. 3. This optimal CMPM is defined as a specific CMPM which is composed of a set of modular subspaces \( \Phi^k_l, l \in \{1, \ldots, l_1, \ldots, n_k\} \in \Phi^k \). It has the highest correlated relations inside each individual modular subspace \( \Phi^k_l \). It tends to reach the condition that the high correlated blocks (with high correlation coefficient values) are put together adjacently, as near as possible, to construct the optimal modular subspace set \( \Phi^k = (\Phi^k_1, \ldots, \Phi^k_{nk}) \) in the diagonal of CMPM. It is too expensive to make an exhaustive computation for a large amount of \( m_t \) to find an optimal CMPM in a CMS set. In order to overcome this drawback, we develop a fast searching algorithm, called greedy modular subspaces transformation (GMST), based on the fact that highly correlated bands often appear adjacently for remote sensing high-dimensional data sets [13] to construct an alternative greedy CMPM (modular subspace) instead of the optimal CMPM. This new greedy CMPM is defined as a GMS feature module set \( \Phi^k = (\Phi^k_1, \ldots, \Phi^k_{i}, \ldots, \Phi^k_{nk}) \). It cannot only reduce the redundant operations in finding the greedy CMPM but also provides an efficient method to construct GMS sets which have very suitable properties for feature extractions of high-dimensional data sets.

![Fig. 3. (a) The initial CMPM for four original bands (A, B, C and D), \( m_t = 4 \), is applied to the exhaustive swapping operations by band order. (b) An example shows a CMS set which is composed of 24 (\( m_t! = 4! \)) possible CMPMs. The CMPM with a dotted-line square is the optimal CMPM in a CMS set.](image-url)
Fig. 4. The rotation operation between the Block \( K \) and Block 2 is performed by swapping their horizontal and vertical correlation coefficient lists row-by-row and column-by-column. Note that a pair of blocks (squares) switched by this swapping operation in terms of band order should have the same size of any length along the diagonal of correlation matrices. The Fixed Blk 1 and Fixed Blk 2 will rotate 90° at the same locations.

In this algorithm, every positive correlation coefficient \( c_{i,j} \), which is an absolute value, is compared with a correlation coefficient threshold value \( 0 \leq t_c \leq 1 \) by band order adjacently. A greedy searching iteration is initially carried out at \( c_{0,0} \in c_{\Phi_k}^{(m \times m)} \) as a new seed to build a GMS set. All attributes of \( c_{\Phi_k}^{(m \times m)} \) are first set as available except \( c_{0,0} \). The proposed GMST is stated as follows.

- **Step 1.** GMST moves the “current” \( c_{i,j} \) to the next adjacent column \( c_{i,j+1} \) which will act as the “current” \( c_{i,j} \); i.e., \( c_{i,j} \rightarrow c_{i,j+1} \). A new greedy modular feature subspace \( \Phi_k^0 \) is initialized by a seed correlation coefficient \( c_{d,d} \) if the last column index is reached (i.e., \( j = m-1 \)), where \( d \) is the first “available” row or column subindex in the diagonal list of the correlation matrix \( [c_{1,1}, \ldots, c_{m-1,m-1}] \). Thus a modular feature subspace \( \Phi_k^0 \) is constructed with all “used” correlation coefficients and a new greedy modular feature subspace \( \Phi_k^{j+1} \) operation is next performed iteratively with a new seed correlation coefficient \( c_{i,j} = c_{d,d} \) which is the first “available” row or column subindex in the diagonal list of the correlation matrix \( [c_{1,1}, \ldots, c_{m-1,m-1}] \).

- **Step 2.** If \( c_{i,j} \) is larger than \( t_c \), then go to step 3. Otherwise, go to step 1.

- **Step 3.** Simultaneously, Swap \( c_{\ast,j} \) with \( c_{d,\ast} \) and \( c_{j,\ast} \) with \( c_{d,\ast} \), respectively, where \( d \) is the first “available” row or column subindex in the diagonal list of the correlation matrix \( [c_{1,1}, \ldots, c_{m-1,m-1}] \). The asterisk symbol “\( \ast \)” indicates any row or column subindex in the correlation matrix. Figs. 4 and 5 show this mechanism graphically. The attributes of \( c_{d,\ast} \) and \( c_{\ast,d} \) are then marked “used”. Then let \( c_{i\leftrightarrow d,\ast} \) and \( c_{\ast,d\leftrightarrow i} \in \Phi_k^j \), where \( i \leftrightarrow d \) means including all coefficients between subindex \( i \) and subindex \( d \). Go to step 1.

Eventually, a GMS set \( \Phi_k = (\Phi_k^1, \ldots, \Phi_k^j, \ldots, \Phi_k^n) \) is composed. For convenience, we reorder every \( \Phi_k^j \) in \( \Phi_k \) according to their amount of feature bands in
order. Based on the properties of correlation matrix, the GMST attempts to reorder $c_{ik}(m_t \times m_t)$ by directly swapping the positions of $c_{ij}$, rows by rows and columns by columns symmetrically regardless of the original bands order in the CMPM.

In this visualization scheme, we can calculate the GMS efficiently and bypass the redundant procedures of reordering the original row data order before a new CMPM is composed. The computational complexity for finding the optimal CMPM by exhaustive swapping operation is on the order of $O(m_t!)$ and it is $O((m_t) \times (m_t - 1)/2)$ for constructing a GMS based on the GMST, where $m_t$ means the total number of the bands. For example, there are $m_t (=35)$ bands of test data sets in our experiments and the total number of the candidate CMPMs in a CMS set is $35! (=1.033 \times 10^{67})$. In the same condition, the total number of the candidate GMS is $(35 \times 34)/2 (=595)$. The candidate CMPMs in a CMS set is almost $1.736 \times 10^{37}$ times the computational complexity of
the GMS. Fig. 5 illustrates the original CMPM and the reordering CMPM after the GMST.

This GMST preserves the original information of a correlation matrix. The whole set of high-dimensional data is first divided into a highly correlated GMS set \( \Phi^i \) for class \( c_i \) regardless of the original band’s order. Every different class has its singular ordering sets of features for different classes to overcome this problem and improves the classification accuracy.

The proposed GMS method provides a unique feature for a distinguishable class in a specific type of high-dimensional sensor systems. Let \( m_i \) be the number of feature bands in \( \Phi^i \). Each \( \Phi^i \) square \( (m_i \times m_i) \) is filled with an average value of the correlation coefficients \( c_{ij} \) inside the \( \Phi^i \) as shown in Fig. 5(c). Furthermore, GMS reduces more PCA computations than the conventional PCA. The eigen-decomposition complexity for PCA is \( O(m \times m) \) and that for GMS is \( O(\sum_{i=1}^n m_i^2) \) [14]. Compared to the conventional PCA, it not only dramatically improves the computational complexity but also consequently increases the accuracy of high-dimensional data classification. Even the redundancy reduction property of PCA, it not only dramatically improves the computational complexity but also consequently increases the accuracy of high-dimensional data classification. Furthermore, GMS reduces more PCA computations than the conventional PCA. The eigen-decomposition complexity for PCA is \( O(m \times m) \) and that for GMS is \( O(\sum_{i=1}^n m_i^2) \) [14].

There are some merits of using this scheme. (1) It downsizes the number of bands in each GMS to speed up the computation compared to conventional PCA. (2) High correlated GMS makes PCA work more efficiently due to the redundancy reduction property of PCA. (3) The highly related modular features for the dedicated training class tends to have a regular similar variance rather than the whole set of bands if the scale of the data is not well calibrated. It takes the advantage of avoiding the bias problems occurred by conventional PCA [14]. (4) Most classifiers seek only one feature space: the principal subspace \( W \) feature spaces) \( \Phi^i = \{\Phi^j\}_{j=1}^W \) and orthogonal complement one \( \Phi^{i'} = \{\Phi^{j'}\}_{j=W+1}^W \), where \( \Phi^{j'} \) is the \( j \)-th eigenvector of \( \Phi^j \). A residual reconstruction error (RRE) is defined as:

\[
\epsilon_k(x) = \sum_{j=W+1}^W y_j^2 = ||x||^2 - \sum_{j=1}^W y_j^2,
\]

where \( \bar{x} = x - \bar{x} \) is the mean-normalized vector of sample \( x \) and \( y_j \) is the projected value of \( x \) by the eigenvector \( \Phi^{j'}_i \). Here, \( \epsilon_k(x) \) represents the distance between the query sample \( x \) and a GMS \( \Phi^i \) of the training samples. We multiply the eigen percentage \( w_i^j(x) \) by \( \epsilon_k(x) \) to preserve the weight of variance after KLT. A weighted RRE is calculated as follows:

\[
e_k(x) = \sum_{j=W+1}^W w_i^j(x)\epsilon_k(x),
\]

where \( w_i^j(x) \) is an eigen percentage of \( \Phi^j_i \). The weighted RRE vector \( e_k^i(x) = (e_k^1(x), \ldots, e_k^W(x), \ldots) \) is then generated. The drawing interpretation is depicted in Fig. 6.

### 2.4. Modular eigen subspace projection

The GMS can effectively utilize the Karhumen–Loève Transform (KLT) to extract the most valuable information from the highly correlated feature of GMS due to the redundancy reduction property of PCA. Moghaddam et al. [15] decomposed the vector space \( \mathbb{R}^m \) into two exclusive and complementary subspaces: the principal subspace \( W \) feature spaces)

\[
\Phi^i = \{\Phi^j\}_{j=1}^W \text{ and orthogonal complement one } \Phi^{i'} = \{\Phi^{j'}\}_{j=W+1}^W,
\]

where \( \Phi^{j'} \) is the \( j \)-th eigenvector of \( \Phi^j \). For the class \( k \), the reordering CMPM after the GMST.

### 2.5. GMS filter-based classifier and stack filter

The positive Boolean function (PBF) has been successfully applied on stack filter. Each stack filter
corresponding to a PBF possesses the weak superposition property known as the threshold decomposition and the ordering stacking property [16–18]. Wendt et al. [16] defined the stack filters as the class of all filters and also pointed out the connection between stack filters and PBF. The optimal PBF is designed as a classifier by minimizing the mean absolute errors (MAE) among the training samples. The GMS filter-based classifiers are found from the summation of the absolute errors incurred at optimal PBF classifier. The MAE can be calculated as

\[ \text{MAE} = \frac{1}{L} \sum_{i=1}^{L} |d(z_{ij,k}) - S_{f}(z_{ij,k})| \]

where a stack filter \( S_{f} \) is defined as a filter whose decision property known as the threshold decomposition. Based on the threshold decomposition property, an occurrence of vector \( z_{ij,k} \) as the input of PBF can be decomposed into \( L - 1 \) levels binary vectors \( z_{ij,k}^{l} = (z_{ij,k,1}^{l}, z_{ij,k,2}^{l}, \ldots, z_{ij,k,L}^{l}), l \in \{1, \ldots, L - 1\} \). Let us consider two samples \( x_{ij}, \tilde{x}_{ij} \) and a specific class \( w_{k} \). According to the PBF criteria [7], an estimator Boolean function \( f \) is defined as an occurrence \( z_{ij,k}^{l} \) at level \( l \). If \( z_{ij,k}^{l} \leq z_{ij,k}^{l}, l \in \{1, \ldots, L - 1\}, \) then \( f(x) \leq f(y) \). The \( MN^{2} \) occurrences are treated as the training occurrences of the filter-based classifier. They are decomposed into \( MN^{2} \) \((L - 1)\) binary vectors of length \( n \). The desired value for each occurrence \( z_{ij,k} \) is determined by Eq. (4) and the MAE can be obtained by

\[ \text{MAE} = E[|d(z_{ij,k}) - S_{f}(z_{ij,k})|] \]

\[ = E \left[ \sum_{l=1}^{L-1} |d(z_{ij,k}^{l}) - f(T_{l}(z_{ij,k}^{l}))| \right] \]

\[ = E \left[ \sum_{l=1}^{N_{Q}} \sum_{l=1}^{M} \sum_{l=1}^{N} |d(z_{ij,k}^{l}) - f(T_{l}(z_{ij,k}^{l}))| \right] \]  

where a stack filter \( S_{f} \), a threshold function \( T_{l} \) and a Boolean function \( f \) are used at each level.

A non-linear filter-based classifier can be obtained by using the graphic searching method [5]. Finally, a thematic map is classified by this GMS filter-based multi-class classifier.

3. Experimental results

A plantation area in Taiwan was chosen for investigation. The image data was obtained by the MODIS/ASTER (MASTER) Airborne Simulator, an airborne imaging spectrometer developed for the Moderate Resolution Imaging Spectroradiometer (MODIS) and Advanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER) [19], during the PacRim II projects. A ground truth survey was taken for the selected six land cover types on the same day. MASTER data is available in 50 contiguous bands over the 400–1300 nm wavelengths, with a spatial resolution of 10–30 m. The proposed filter-based GMS method was applied to 35 bands.
Table 1
The classification error matrix. A summary of classification error is appended below.

<table>
<thead>
<tr>
<th>Classification data</th>
<th>A</th>
<th>B</th>
<th>S</th>
<th>P</th>
<th>O</th>
<th>R</th>
<th>Row total</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>691</td>
<td>14</td>
<td>10</td>
<td>0</td>
<td>3</td>
<td>2</td>
<td>720</td>
</tr>
<tr>
<td>B</td>
<td>36</td>
<td>679</td>
<td>5</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>720</td>
</tr>
<tr>
<td>S</td>
<td>23</td>
<td>5</td>
<td>692</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>720</td>
</tr>
<tr>
<td>P</td>
<td>4</td>
<td>2</td>
<td>3</td>
<td>710</td>
<td>1</td>
<td>0</td>
<td>720</td>
</tr>
<tr>
<td>O</td>
<td>55</td>
<td>9</td>
<td>6</td>
<td>18</td>
<td>626</td>
<td>6</td>
<td>720</td>
</tr>
<tr>
<td>R</td>
<td>43</td>
<td>4</td>
<td>47</td>
<td>0</td>
<td>11</td>
<td>615</td>
<td>720</td>
</tr>
<tr>
<td>Column total</td>
<td>846</td>
<td>713</td>
<td>763</td>
<td>730</td>
<td>644</td>
<td>624</td>
<td>4320</td>
</tr>
</tbody>
</table>

Classes

<table>
<thead>
<tr>
<th>Classes</th>
<th>Number correct</th>
<th>Producer's accuracy (%)</th>
<th>User's accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A (sugar cane A)</td>
<td>691</td>
<td>81.68</td>
<td>96.00</td>
</tr>
<tr>
<td>B (sugar cane B)</td>
<td>679</td>
<td>95.23</td>
<td>94.32</td>
</tr>
<tr>
<td>S (seawater)</td>
<td>692</td>
<td>90.69</td>
<td>96.11</td>
</tr>
<tr>
<td>P (pond)</td>
<td>710</td>
<td>97.30</td>
<td>98.61</td>
</tr>
<tr>
<td>O (bare soil)</td>
<td>626</td>
<td>97.20</td>
<td>86.94</td>
</tr>
<tr>
<td>R (rice)</td>
<td>615</td>
<td>98.56</td>
<td>85.42</td>
</tr>
</tbody>
</table>

Kappa coefficient 0.915

Overall accuracy 92.90%

selected from the 50 contiguous bands (excluding the low signal-to-noise ratio MIR-infrared channels) of MASTER.

The criterion for calculating the classification accuracy of experiments was based on exhaustive test cases. There were 150 labeled samples for each class. They were randomly collected from ground survey data by iterating every fifth sample interval for each class. They were partitioned into 30 (20%) training samples (less than the number of bands used in this experiment) and 120 (80%) test samples for each test case. Six land cover classes were used in the experiment. The A, B, S, P, O and R stand for sugar cane A, sugar cane B, sea water, pond, bare soil and rice land cover classes, respectively. There were 720 test samples (NM for each class). Four windows of fixed length three, four, five and six (n = 3, 4, 5, 6) were chosen for each class. Three correlation coefficient threshold values, \( \kappa = 0.75, 0.80 \) and 0.85, were selected to carry out GMST. Finally, the accuracy was obtained by averaging all of the multiple combinations stated above. An example error matrix was given in Table 1 to illustrate the accuracy assessment of GMS method for the best case. A summary evaluation of classification accuracy in Table 2 also demonstrates the validity of GMS method for supervised high-dimensional classification.

Interestingly, we conducted two modified versions of GMS in our experiments. After finding the GMS sets \( \Phi_k \), where \( k \in \{1, \ldots, N\} \), a feature scale uniformity procedure was performed to unify the feature scales of these GMSs to an identical GMS set for all classes.

Table 2
Summary evaluation of classification accuracy for different number of classes and feature subspaces

<table>
<thead>
<tr>
<th>Number of classes</th>
<th>Number of feature subspaces</th>
<th>Overall accuracy (%)</th>
<th>Kappa coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>5</td>
<td>92.90</td>
<td>0.915</td>
</tr>
<tr>
<td>6</td>
<td>4</td>
<td>91.46</td>
<td>0.897</td>
</tr>
<tr>
<td>6</td>
<td>3</td>
<td>89.17</td>
<td>0.869</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>94.93</td>
<td>0.935</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>93.93</td>
<td>0.922</td>
</tr>
<tr>
<td>5</td>
<td>3</td>
<td>92.18</td>
<td>0.901</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>93.91</td>
<td>0.924</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>93.30</td>
<td>0.915</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>91.65</td>
<td>0.896</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>88.26</td>
<td>0.864</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>88.55</td>
<td>0.866</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>88.83</td>
<td>0.867</td>
</tr>
</tbody>
</table>
Fig. 7. The accuracy comparison of five feature extraction methods, GMS, PCA, Euclidean, IGMS and UGMS, where GMS specifies the average accuracy rates of four different (3, 4, 5, 6) window lengths. EUB, EAB and ELB represent the average classification accuracy of the best upper bounds, the average bands and the worst lower bound feature bands by using Euclidean distance measures, respectively. PCA stands for the average classification rates of PCA with three different (85, 90, 95%) cumulative percents. IGMS and UGMS are the average accuracy rates of four different (3, 4, 5, 6) window lengths using IGMS and UGMS feature extraction methods.

Fig. 8. Classified map of the Aus-Ku test site using GMS Method.
one used union operations applied to the band numbers inside each GMS module to unify the feature scales of different classes produced by GMST and constructed an identical union GMS (UGMS) set. It built an identical UGMS set for all classes \( \omega_k \), \( k \in \{1, \ldots, N\} \). Every different class has the same UGMS set. The second one used intersection operations applied to the band numbers inside each GMS module of different classes to select an identical intersection GMS (IGMS) set for all classes. These two different modified versions of GMS methods and two different conventional feature extraction methods, minimum Euclidean distance (MED) and PCA, were applied to GMS filter-based classifiers for accuracy comparison. In Fig. 7, the plot shows that GMS is superior to IGMS, UGMS, MED and PCA in general. The GMS feature extraction is very suitable for the filter-based multi-class classifier.

The encouraging results have shown that an adequate classification rates, almost near 95% average accuracy for the best case, are archived with only few training samples. Fig. 8 shows an example of the classified map obtained by applying GMS filter-based classification schemes to the MASTER high-dimensional data sets.

4. Conclusions

In this paper, a sophisticated GMS filter-based multi-class classifier is proposed for supervised high-dimensional data classification. We first introduce the GMS which can be obtained by a quick greedy band reordering algorithm. It is efficient with little computational complexity. The GMS is built by grouping highly correlated bands into a small set of bands. Reordering the bands regardless of the original order of wavelengths in high-dimensional data is an important characteristic of GMS. The GMS can be treated as not only a preprocess of the filter-based classifier but also a unique feature set for high-dimensional data. It makes use of the potential separability of different classes to overcome the drawback of the common covariance bias problems encountered in conventional PCA.

The characteristic of GMS is suitable for the non-linear filter-based multi-class classifier. The proposed GMS filter-based classifier enhances the separable features of different classes to improve the classification accuracy significantly. The conducted experiments demonstrated the validity of our proposed GMS filter-based classification scheme. Furthermore, we can take the benefits of the parallel property in GMS filter-based classifiers to achieve real time computation.
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