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Abstract—The problem of image classification has aroused considerable research interests in the field of image processing. Traditional methods often convert an image to a vector and then use vector based classifier. In this paper, a novel multiple rank regression model (MRR) for matrix data classification is proposed. Different from traditional vector-based methods, we employ multiple-rank left projecting vectors and right projecting vectors to regress each matrix data to its label for each category. The convergence behavior, initialization, computational complexity and parameter determination are also analyzed. Compared with vector-based regression methods, MRR achieves higher accuracy and has lower computational complexity. Compared with traditional supervised tensor-based methods, MRR performs better for matrix data classification. Promising experimental results on face, object and hand-written digit image classification tasks are provided to show the effectiveness of our method.
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I. INTRODUCTION

Image data, or more commonly, tensor data, have been emerged in various applications. For example, in biologic data mining, the data, such as face images [1], palm images [2], or MRI data [3], are usually represented in the form of data matrices. Additionally, in video data mining, the data in each time frame is also a matrix. How to classify this kind of data is one of the most important topics for both image processing and machine learning.

In the literature, a lot of classification approaches have been proposed, such as K-Nearest Neighborhoods classifier (KNN) [4], Support Vector Machine (SVM) [5] and one-dimensional Regression methods (for brief, denoted as 1DREG in the following) [6]. Some of them are similarity based, such as KNN. Some of them are margin based, such as SVM. Among these approaches, due to their simplicity, effectiveness, and inductive nature, regression methods have been widely used in many real applications [6]. Nevertheless, traditional classification methods are usually vector-based. They assume that the inputs of an algorithm are all vectors. When they are employed to manipulate matrix data, we have to transform matrix data into vector data at first. One common way is reformulating a vector by connecting each row (or column) of a matrix. For example, as shown in the top plane of Fig.1, an image of size \( m \times n \) has be reformulated as a \( mn \)-dimensional vector and then the traditional regression method can be used.

Although the performances of traditional classification approaches are prominent in many cases, they may be lack of efficiency in managing matrix data. The reasons mainly include: (1) When we reformulate an image matrix as a vector, the dimensionality of this vector is often very high. For example, for a small image of resolution 100 \( \times \) 100, the reformulated vector is 100,000 dimensional. The performances of these methods will degrade due to the increase of dimensionality [7]. (2) With the increase of dimensionality, the computational time will increase drastically. If the matrix scale is a little larger, traditional approaches can not be implemented in this scenario [8]. (3) When a matrix is expanded as a vector, we would lose the correlations of the matrix data [9]. For example, the \( m \times n \) matrix representation of an image suggests that the real number of freedom is far less than \( mn \), which is revealed by representing an image as a \( mn \)-dimensional vector. This will lead to the over fitting problem in regression [6].

To solve these problems, there have been many feature based methods, such as the elastic graph model which can remain spatial information in a compact dimensionality[10], [11], [12]. Recently, a lot of interests have been conducted on tensor-based approaches for matrix data analysis. Intrinsically, a matrix is a two-order tensor. Vasiliscu and Terzopoulos have firstly proposed a novel tensor face for face recognition [13]. Other researchers have also extended a lot of traditional subspace learning methods, such as Principal Component
Analysis (PCA) [14], Linear Discriminant Analysis (LDA) [15], Locality Preserving Projections (LPP) [16, 17], etc., into their tensor counterparts [18, 19, 20, 21, 22, 23]. Nevertheless, the purpose in designing these approaches is to learn subspaces of original matrix data. For matrix data classification, one possible way in using these methods is projecting matrix data into a subspace at first and then employing another classifier. Besides, among these approaches, Two-dimensional Linear Discriminant Analysis (2DLDA) [19] is a popular supervised tensor based approach. It uses label information in manipulating matrix data. Moreover, Gabriel et al. have analyzed the Generalized Bilinear Regression (GBR) model [24] mathematically. They have not used it in classifying matrix data. When these tensor-based approaches are employed to classify matrix data, their performances can also be improved since (1) Most of them are unsupervised, they can not be used for tensor data classification directly. (2) Although 2DLDA is supervised, it uses label information to learn the subspace. It can not be used for classification directly. (3) Traditional regression methods, such as GBR, is analyzed mathematically, it has not been used for matrix data classification. Besides, GBR only uses one left projecting vector together with one right projecting vector. Its fitting error is too large for real regression problem. We will also show that it is a special case of our algorithm essentially. (See Section III (D).)

In this paper, we introduce a novel matrix classification model using multiple rank regression. Instead of expanding a $m \times n$ matrix to a $mn$-dimensional vector as in traditional regression methods, we employ two groups of transformation matrices for linear regression. More importantly, there are several transformation vectors in each group. As shown in the bottom of Fig. 1, each data is regressed to its label vector by using multiple rank left and right regression vectors. In other words, we approximate each data by multiple rank regression vectors. Compared with other vector based methods, e.g., 1DREG, and tensor-based approaches, such as 2DLDA and GBR, it is more suitable for matrix data classification. Some deep analyses in Section IV (D) indicate that MRR can be regarded as a tradeoff between the capacity of learning and generalization for regression. We have also proposed an effective optimization strategy. Compared with traditional vector based classification approaches, the computational complexity of MRR is lower. Plenty of experiments on different kinds of data are presented for illustration.

The rest of this paper is organized as follows. Section II will provide some notations and some related works. We formulate the proposed MRR algorithm and provide an effective way in solving this problem in Section III. The performance analyses, including convergence behavior, initialization, computational complexity and parameter determination, are presented in Section IV. Section V provides some promising comparing results on various kinds of data sets, followed by the conclusions and future works in Section VI.

### II. RELATED WORK

In this section, we will introduce three representative methods, including two supervised two-dimensional methods, i.e.,

<table>
<thead>
<tr>
<th>TABLE I</th>
<th>NOTATIONS.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m$</td>
<td>The first dimensionality of matrix data</td>
</tr>
<tr>
<td>$n$</td>
<td>The second dimensionality of matrix data</td>
</tr>
<tr>
<td>$l$</td>
<td>Number of training points</td>
</tr>
<tr>
<td>$c$</td>
<td>Number of class</td>
</tr>
<tr>
<td>$k$</td>
<td>Rank of regression</td>
</tr>
<tr>
<td>$t$</td>
<td>Number of testing points</td>
</tr>
<tr>
<td>$e = [1, 1, \ldots, 1] \in \mathbb{R}^{1 \times l}$</td>
<td>The row vector of all ones</td>
</tr>
<tr>
<td>$X_i \in \mathbb{R}^{m \times n}$</td>
<td>The $i$-th training matrix data</td>
</tr>
<tr>
<td>$y_i \in \mathbb{R}^c$</td>
<td>The vectorization of $X_i$</td>
</tr>
<tr>
<td>$u_i^{(r)} \in \mathbb{R}^m$</td>
<td>The label vector of $X_i$</td>
</tr>
<tr>
<td>$v_i^{(r)} \in \mathbb{R}^n$</td>
<td>The $j$-th left regression vector for class $r$</td>
</tr>
<tr>
<td>$b_r$</td>
<td>The $j$-th right regression vector for class $r$</td>
</tr>
<tr>
<td>$U^{(r)} = [u_1^{(r)}, \ldots, u_l^{(r)}]$</td>
<td>The left regression matrix for class $r$</td>
</tr>
<tr>
<td>$V^{(r)} = [v_1^{(r)}, \ldots, v_l^{(r)}]$</td>
<td>The right regression matrix for class $r$</td>
</tr>
</tbody>
</table>

2DLDA and GBR, and one-dimensional regression method, i.e., 1DREG. The reason why we choose these methods is that they have close relationship with our method. Before going into the details, let us introduce the notations at first.

#### A. Notation

As mentioned above, we try to solve a supervised matrix data classification problem in this paper. Let $\{X_i \in \mathbb{R}^{m \times n} | i = 1, 2, \ldots, l\}$ as the set of training examples and the associated class label vectors are $\{y_1, y_2, \ldots, y_l\} \subseteq \mathbb{R}^c$. Here, $y_i = [y_{i1}, y_{i2}, \ldots, y_{ic}]^T$, $y_{ij} = 1$ if and only if $X_i$ belongs to the $j$-th category and $y_{ij} = 0$ otherwise. $c$ is the number of classes. $m$ and $n$ are the first and second dimensions of each image data, $l$ is the number of training points.

Define $e = [1, 1, \ldots, 1] \in \mathbb{R}^{1 \times l}$ as a row vector of all ones and $\alpha > 0$ as a balance parameter. Define $u_j^{(r)} \in \mathbb{R}^m$ and $v_j^{(r)} \in \mathbb{R}^n$ as the $j$-th left and right regression vectors for class $r$. Other important notations are summarized in Table I. See more details there and we will explain their concrete meanings when it is firstly used.

#### B. 2DLDA

2DLDA is one of the representative methods for the task of supervised two dimensional subspace learning. It is a two dimensional extension of traditional LDA approach. Let $M_i$ be the set of training points in the $i$-th class, where $M_i$ has $l_i$ data. Let $\bar{X}_i = \frac{1}{l_i} \sum_{X_j \in M_i} X_j$ be the mean of the $i$-th class for $1 \leq i \leq c$, and $\bar{X} = \frac{1}{c} \sum_{i=1}^{c} \bar{X}_i$ be the global mean.

2DLDA aims to find two transformation matrices $L$ and $R$, which map $X_i$ to its low dimensional embedding, i.e., $Z_i$, by $Z_i = L^T X_i R$. It tries to minimize the within-class distance $D_w$ and maximize the between-class distances $D_b$, which are defined as follows.

$$D_w = Tr \left( \sum_{j=1}^{c} \sum_{X_i \in M_j} L^T (X_i - \bar{X}_j) R R^T (X_i - \bar{X}_j)^T L \right),$$

$$D_b = Tr \left( \sum_{j=1}^{c} l_j L^T (\bar{X}_j - \bar{X}) R R^T (\bar{X}_j - \bar{X})^T L \right).$$

(1)
Since it is difficult to derive the optimal \( L \) and \( R \) simultaneously, 2DLDA solves the above problem in Eq. (1) in an alternative way. Briefly, it fixes \( L \) in computing \( R \) and fixes \( R \) in computing \( L \). See more details in [19].

C. 1DREG

1DREG is a representative method in vector-based regression works. It is also a famous model for classification. Denote the matrix data \( X_i \) as a \( mn \times n \) dimensional vector data \( x_i \) by connecting each row (or column). 1DREG aims to regress each data to its label vector by computing \( e \) transformation vectors and constants, denoted as \( W = \begin{bmatrix} w_1, w_2, \cdots, w_c \end{bmatrix} \in \mathbb{R}^{mn \times c} \) and \( b = [b_1, b_2, \cdots, b_c]^T \). In order to avoid over fitting, we often add a regularizer. The most commonly used one is the Tikhonov regularization [25]. Briefly, the objective function of 1DREG with Tikhonov regularization is

\[
L(W, b) = \sum_{i=1}^{l} \| W^T x_i + b - y_i \|_F^2 + \alpha \| W \|_F^2 \quad (2)
\]

where \( \| \cdot \|_F \) is the Frobenius norm of a matrix.

After some simple derivation, the optimization problem can be solved in a closed form. See more details in [25].

As seen from the formulation in Eq. (2), 1DREG converts the matrix data into a vector. Thus, it will lose the correlation of matrix data and its computational time consuming is unacceptable if the matrix scale is large.

D. GBR

As mentioned in [24], GBR is the two-dimensional counterpart of 1DREG. It replaces the regression function of 1DREG by a bilinear regression function. More concretely, in two-class scenario, we assume the left and right projection vectors are \( u \) and \( v \). Its objective function is

\[
L(u, v, b) = \sum_{i=1}^{l} \| u^T X_i v + b - y_i \|_2^2
\]

GBR has only been analyzed mathematically. Besides, it only uses one left projecting vector together with one right projecting vector. Its fitting error is too large for some real regression problems.

III. MULTIPLE RANK REGRESSION

We would like to describe our MRR model in this section. First, we formulate our MRR algorithm and then propose an effective method to search the approximated solution. Since the problem is not convex, we solve it in an alternative way. To show the effectiveness theoretically, we provide some deep analyses in next section.

A. Formulation

We now introduce our algorithm formally. Considering that regression methods perform well in training classifier and tensor-based methods, such as 2DLDA, are faster, we would like to integrate their merits in formulating our algorithm.

There are mainly two objective functions of MRR. Generally, the first one measures the loss with multiple rank regression and the other is the regularization term. Before going into the details, we would like to reformulate the objective function of Tikhonov regularized least square regression in Eq. (2) in another form.

After some simple deductions, the objective function in Eq. (2) can be reformulated as follows.

\[
L(W, b) = \sum_{i=1}^{l} \| W^T x_i + b - y_i \|_2^2 + \alpha \| W \|_F^2
\]

As seen from Eq. (3), it is clear that this regression model is a combination of multiple two-category classifiers via one versus rest strategy. More concretely, in training the classifier for the \( r \)-th category, the labels for the points who belong to the \( r \)-th category are one. If a point does not belong to this class, its label is zero. Moreover, this training process is separate. We can regard it as \( c \) independent procedures, in which we only compute the corresponding \( w_r \) and \( b_r \) for \( r = 1, 2, \cdots, c \). In other words, the formulation in Eq. (3) can be regarded as training \( c \) classifiers for \( c \) categories separately.

Evoked by the above formulation, we only consider to train a classifier for the \( r \)-th category. One direct way in constructing the loss function is to replace the traditional projection term, i.e., \( w_j^T x_i \) in Eq. (3), by its tensor counterpart, such as \( u_j^T X_i v_r \), where \( u_j \) and \( v_r \) are the left and right transformation vectors for the \( r \)-th category. Nevertheless, as mentioned above, this kind of replacement will induce some constraints [9]. For example, the \( mn \) values in a tensor base \( u_j, v_r^T \) only have \( mn \) degrees of freedom. In many real cases, these added constraints are too strict. It can not characterize the original data and thus, increase the regression error.

To solve this problem, instead of using merely one couple of projecting vectors, i.e., the left projecting vector \( u_r \) and right projecting vector \( v_r \), for the \( r \)-th classifier, we propose to use \( k \) couples of left projecting vectors and right projecting vectors. They are denoted as \( \{u_{j}^{(r)}\}_{j=1}^{k} \) and \( \{v_{j}^{(r)}\}_{j=1}^{k} \). The intuition is shown in the bottom of Fig. 1. Compared with the employment of only one couple of projecting vectors, there are several advantages of our method. (1) Since we have multiple rank projecting vectors, the above mentioned constraints will be relaxed to some extent and consequently, the joint effects of these projections will decrease the regression error since one couple of projecting vectors is a special case of our setting when \( u_j = 0, v_j = 0 \) for \( j \geq 2 \). (2) As what we will explain later, \( k \) is the parameter to balance the capacity of learning and generalization. GBR is the special case of MRR when
Formally, the first loss function to train the \( r \)-th classifier is

\[
\sum_{i=1}^{l} \left( k \sum_{j=1}^{k} (u_{ij}^{(r)})^{T}X_i v_{ij}^{(r)} + b_r - y_{ir} \right)^2.
\] (4)

where \( b_r \) is the unknown constant for the \( r \)-th category.

Denote \( U^{(r)} = [u_1^{(r)}, u_2^{(r)}, \ldots, u_k^{(r)}] \in \mathbb{R}^{m \times k} \) and \( V^{(r)} = [v_1^{(r)}, v_2^{(r)}, \ldots, v_k^{(r)}] \in \mathbb{R}^{n \times k} \); the loss function in Eq. (4) can be reformulated as follows.

\[
\sum_{i=1}^{l} \left( Tr((U^{(r)})^{T}X_i V^{(r)}) + b_r - y_{ir} \right)^2.
\] (5)

The second objective function is regularization term. Considering the form of regularization for the \( r \)-th category in Eq. (3), we have

\[
\|w_r\|_F^2 = w_r^T w_r = Tr(w_r w_r^T).
\] (6)

Notice that, for the \( r \)-th classifier,

\[
\sum_{j=1}^{k} (u_{ij}^{(r)})^{T}X_i v_{ij}^{(r)} = \sum_{j=1}^{k} Tr((u_{ij}^{(r)})^{T}X_i v_{ij}^{(r)})
\]

\[
= \sum_{j=1}^{k} Tr(X_i v_{ij}^{(r)}(u_{ij}^{(r)})^{T}) = Tr(X_i \sum_{j=1}^{k} v_{ij}^{(r)}(u_{ij}^{(r)})^{T})
\]

\[
= Tr(X_i V^{(r)}(U^{(r)})^{T}) = Tr((U^{(r)}(V^{(r)})^{T})^{T}X_i)
\]

\[
= Vcc(U^{(r)}(V^{(r)})^{T})^{T} Vcc(X_i)
\]

Here \( Vcc(U^{(r)}(V^{(r)})^{T}) \) is the vectorization of matrix \( U^{(r)}(V^{(r)})^{T} \) (by connecting each row of \( U^{(r)}(V^{(r)})^{T} \) and similarly for \( Vcc(X_i) \).

Comparing the first objective function of MRR (in Eq. (4)) with 1DREG (in Eq. (3)), we know that the tensor counterpart of \( w_r \) in Eq. (3) is \( U^{(r)}(V^{(r)})^{T} \). Notice that in 1DREG, the regularizer is \( Tr(w_r w_r^T) \). Thus, the corresponding regularization can be regarded as \( Tr(U^{(r)}(V^{(r)})^{T}V^{(r)}(U^{(r)})^{T}) \). Nevertheless, if we use this regularization directly, the formulated problem is very hard to solve. Thus, we approximate it by a simple form.

For the \( r \)-th classifier, considering the essence of Tikhonov regularization, we assume that the regularization term is defined as follows.

\[
\sum_{j=1}^{k} Tr\left( (u_{ij}^{(r)})^{T} v_{ij}^{(r)}(u_{ij}^{(r)})^{T} \right) = \sum_{j=1}^{k} \|u_{ij}^{(r)} v_{ij}^{(r)}\|^2.
\] (8)

Formally, the regularization in Eq. (8) is also similar to the corresponding Tikhonov regularizer in Eq. (6).

In summary, by combing the two objective functions in Eq. (5) and Eq. (8), we formulate our MRR algorithm as follows.

\[
L(U^{(1)}, \ldots, U^{(c)}, V^{(1)}, \ldots, V^{(c)}, b)
\]

\[
= \sum_{r=1}^{c} \sum_{i=1}^{l} \left( Tr((u_{ij}^{(r)})^{T}X_i v_{ij}^{(r)}) + b_r - y_{ir} \right)^2
\]

\[
+ \alpha \sum_{r=1}^{c} \sum_{j=1}^{k} Tr\left( (u_{ij}^{(r)})^{T} v_{ij}^{(r)}(u_{ij}^{(r)})^{T} \right)
\]

\[
= \sum_{r=1}^{c} \sum_{i=1}^{l} \left( Tr((U^{(r)})^{T}X_i V^{(r)}) + b_r - y_{ir} \right)^2
\]

\[
+ \alpha \sum_{j=1}^{k} Tr\left( (u_{ij}^{(r)})^{T} v_{ij}^{(r)}(u_{ij}^{(r)})^{T} \right)
\]

where \( \alpha \) is also a parameter to balance the influence of two different objectives.

B. Solution

In this section, we will try to find approximated solution to the proposed problem in Eq. (9) since it is not convex. Let us simplify this problem at first.

Considering the optimization problem in Eq. (9), we know that it can be divided into \( c \) separate regression problems since the computation of \( U^{(r)} \) and \( V^{(r)} \) has no relationship with \( \{U^{(i)}\}_{i \neq r} \) and \( \{V^{(i)}\}_{i \neq r} \). In the following, without loss of generality, we only focus on deriving \( U^{(r)} \), \( V^{(r)} \) and \( b_r \) for the \( r \)-th category. The corresponding objective function is

\[
\arg \min L(U^{(r)}, V^{(r)}, b_r)
\]

\[
= \sum_{i=1}^{l} \left( Tr((U^{(r)})^{T}X_i V^{(r)}) + b_r - y_{ir} \right)^2
\]

\[
+ \alpha \sum_{j=1}^{k} Tr\left( (u_{ij}^{(r)})^{T} v_{ij}^{(r)}(u_{ij}^{(r)})^{T} \right).
\] (10)

Since the problem in Eq. (10) is not jointly convex with respect to \( U^{(r)} \) and \( V^{(r)} \), it is difficult to compute the global optimization. We would like to optimize \( U^{(r)} \), \( V^{(r)} \) and \( b_r \) alternatively as the procedure of 2D LDA [19]. More concretely, we fix one parameter and optimize the other one.

(1) Fixing \( V^{(r)} \) and optimizing \( U^{(r)} \) and \( b_r \)

As seen from Eq. (4) and Eq. (8), we reformulate the optimization problem in Eq. (10) as follows.

\[
\arg \min L(U^{(r)}, V^{(r)}, b_r)
\]

\[
= \sum_{i=1}^{l} \left( \sum_{j=1}^{k} (u_{ij}^{(r)})^{T}X_i v_{ij}^{(r)} + b_r - y_{ir} \right)^2
\]

\[
+ \alpha \sum_{j=1}^{k} Tr\left( (u_{ij}^{(r)})^{T} v_{ij}^{(r)}(u_{ij}^{(r)})^{T} \right).
\] (11)

When \( V^{(r)} \) is fixed, we need to compute a set of \( u_{ij}^{(r)} \) for \( j = 1, 2, \ldots, k \). It seems difficult to compute them simultaneously. Nevertheless, if we reformulate the problem in Eq. (11), its closed solution can be derived directly.
Denote
\[
F_i^{(r)} = \begin{bmatrix}
X_i \cdot v_1^{(r)} \\
X_i \cdot v_2^{(r)} \\
\vdots \\
X_i \cdot v_k^{(r)}
\end{bmatrix}_{mk \times 1}, \quad \tilde{U}^{(r)} = \begin{bmatrix}
u_1^{(r)} \\
u_2^{(r)} \\
\vdots \\
u_k^{(r)}
\end{bmatrix}_{mk \times 1}, \quad (12)
\]
\[
D^{(r)} = \begin{bmatrix}
(v_1^{(r)})^T v_1^{(r)} I_{m \times m} \\
\vdots \\
(v_k^{(r)})^T v_k^{(r)} I_{m \times m}
\end{bmatrix}.
\]
Then, Eq. (11) is equivalent to
\[
\arg \min \mathcal{L}(\tilde{U}^{(r)}, b_r) = \sum_{i=1}^{l} \left((\tilde{U}^{(r)})^T F_i^{(r)} + b_r - y_{ir})^2 + \alpha(\tilde{U}^{(r)})^T D^{(r)} U^{(r)}.
\]
(13)
Denote
\[
F^{(r)} = [F_1^{(r)}, F_2^{(r)}, \cdots, F_l^{(r)}]_{mk \times l},
\]
\[
y^{(r)} = [y_{1r}, y_{2r}, \cdots, y_{lr}]_{1 \times l}.
\]
Then, Eq. (13) becomes
\[
\arg \min \mathcal{L}(\tilde{U}^{(r)}, b_r) = ((\tilde{U}^{(r)})^T F^{(r)} + b_r - y^{(r)})((\tilde{U}^{(r)})^T F^{(r)} + b_r - y^{(r)})^T + \alpha(\tilde{U}^{(r)})^T D^{(r)} U^{(r)}.
\]
(15)
Take the derivative of \(\mathcal{L}(\tilde{U}^{(r)}, b_r)\) with respect to \(\tilde{U}^{(r)}\), \(b_r\) and set them to zeros, we will have the optimal solutions to the problem in Eq. (11) as follows
\[
\tilde{U}^{(r)} = \left[F^{(r)} L_c(F^{(r)})^T + \alpha D^{(r)} \right]^{-1} F^{(r)} L_c(y^{(r)})^T,
\]
\[
b_r = \frac{1}{l} \left( y^{(r)} - (\tilde{U}^{(r)})^T F^{(r)} \right) e^T,
\]
(16)
where \(L_c = I - \frac{1}{l} e e^T\) as defined in Table I.

In summary, when \(\{v_{i}^{(r)}\}_{i=1}^{k}\) is fixed, the solution of MRR can be computed by Eq. (16) directly, without iteration. In Section IV (A), we will show that when \(\{v_{i}^{(r)}\}_{i=1}^{k}\) is fixed, our derived results are the global solutions to the problem in Eq. (11).

(2) Fixing \(U^{(r)}\) and optimizing \(V^{(r)}\) and \(b_r\)

When \(U^{(r)}\) is fixed, the optimal \(V^{(r)}\) and \(b_r\) to the problem in Eq. (10) can also be derived in a closed form.
Denote
\[
G^{(r)} = [G^{(r)}_1, G^{(r)}_2, \cdots, G^{(r)}_l]_{nk \times l},
\]
\[
Q^{(r)} = \begin{bmatrix}
(u_1^{(r)})^T u_1^{(r)} I_{n \times n} \\
\vdots \\
(u_k^{(r)})^T u_k^{(r)} I_{n \times n}
\end{bmatrix}.
\]
Then Eq. (10) becomes
\[
\arg \min \mathcal{L}(\tilde{V}^{(r)}, b_r) = \left((\tilde{V}^{(r)})^T G^{(r)} + b_r - y^{(r)})((\tilde{V}^{(r)})^T G^{(r)} + b_r - y^{(r)})^T + \alpha(\tilde{V}^{(r)})^T Q^{(r)} \tilde{V}^{(r)}.
\]
(18)

Similarly, take the derivative of \(\mathcal{L}(\tilde{V}^{(r)}, b_r)\) with respect to \(\tilde{V}^{(r)}\), \(b_r\) and set them to zeros, we will derive the optimal solutions to the problem in Eq. (10) as follows:
\[
\tilde{V}^{(r)} = \left[G^{(r)} L_c(G^{(r)})^T + \alpha Q^{(r)} \right]^{-1} G^{(r)} L_c(y^{(r)})^T,
\]
\[
b_r = \frac{1}{l} \left( y^{(r)} - (\tilde{V}^{(r)})^T G^{(r)} \right) e^T.
\]
(19)

In conclusion, when we fix one parameter and optimize the other, we can derive the solutions in a closed form.

The above process aims to train classifiers for the \(r\)-th category. As mentioned above, we can train \(c\) classifiers, i.e. \(\{(U^{(r)}, V^{(r)}, b_r)\}_{r=1}^{c}\), for \(c\) categories in the similar way.
When testing point \(X_{t+1}\) comes, we can directly compute the corresponding regression values and choose the one that is the largest. Then we assign this point to the selected category. More concretely, we first compute the \(c\) regression values of \(X_{t+1}\). They are \(\sum_{j=1}^{k} (u_j^{(r)})^T X_{t+1} v_j^{(r)} + b_r\) for \(r = 1, 2, \cdots, c\). Then \(X_{t+1}\) is categorized to the \(p\)-th class, where \(p = \arg \max_r (\sum_{j=1}^{k} (u_j^{(r)})^T X_{t+1} v_j^{(r)} + b_r)\). The reason is that we use the same way in designing the label vector for training data, i.e., \(y^{(r)}\) in Eq. (9). Besides, MRR can also be regarded as reducing the dimensionality of original data to a \(c\)-dimensional subspace, in which the label information is revealed.

Finally, there are several points should be highlighted here.

(1) The first one is about initialization. As seen from above procedure, MRR is solved in an iterative way. We would like to initialize \(V\) by the same way as in [19]. More concretely, the initialization is \([I_{k \times k}, 0_{k \times (n-k)}]^{-1}\). As stated in [19], this kind of initialization performs well. Our experimental results also validate the effectiveness of this initialization. In the following experiments, we use this kind of initialization if there is no specification. In next section, we will also show some other kinds of initialization. Some experimental results are also provided for comparison.

(2) The second one is about the convergence behavior of above iteration. In next section, we will show that through this kind of iteration, the objective function in Eq. (9) will decrease. In other words, the above iteration is convergent. Our experiments also show that this kind of iteration converges fast. It is often less than ten times.

(3) Although the computed projecting vectors are \(\tilde{U}^{(r)}\) and \(\tilde{V}^{(r)}\), not \(U^{(r)}\) and \(V^{(r)}\), they are just different arrangements of the same vectors, i.e., \(\{u_j^{(r)}\}_{j=1}^{k}\) and \(\{v_j^{(r)}\}_{j=1}^{k}\).

In summary, the procedure of MRR is listed in Table II.
**IV. PERFORMANCE ANALYSIS**

In this section, we will analyze the performance of MRR in four aspects, i.e., convergence behavior, initialization, computational complexity analysis and parameter determination.

**A. Convergence Analysis**

As mentioned above, for each category, MRR is solved in an alternative way. Namely, we fix one variable and compute the other. The following proposition shows that when $V^{(r)}$ is fixed, the results in Eq. (16) are the global solutions to the problem in Eq. (10). Similarly, the results in Eq. (19) are also the solutions to the problem in Eq. (10) if $U^{(r)}$ is fixed.

**Proposition 1.** When $V^{(r)}$ is fixed, the results $U^{(r)}, r = 1, 2, \ldots, c$ obtained from $U^{(r)}$ and $b_r$ in Eq. (16), are the global solutions to the problem in Eq. (10). Similarly, when $U^{(r)}$ is fixed, the results derived from Eq. (19) are also the global solutions to the problem in Eq. (10).

See the proof in the Appendix. Intuitively, when an image is compressed into one direction (row or column) by multiplying several regress vectors, our method could find the best corresponding vectors which can repress the compressed image to its label vector.

The above proposition shows that our algorithm could find the global optimization in each step. The following proposition shows that our algorithm will monotonically decrease the objective function of the problem in Eq. (9) in each iteration.

**Proposition 2.** The procedures of MRR will monotonically decrease the objective function of the problem in Eq. (9) in each iteration.

See the proof in the Appendix. Intuitively, by optimizing the above problem alternatively, we can find the vectors that can regress each image to its label with more and more smaller regression errors. The final regression vectors can be regarded as the classifier which can be used for the classification of new images.

There are two points should be mentioned here. (1) In the above deduction, in fact, $b_r$ is needed to be updated only one time in each iteration since the derivations of $U^{(r)}$ and $V^{(r)}$ are not related to $b_r$. We have not distinguished it in deriving $U^{(r)}$ and $V^{(r)}$. (2) The final results of MRR are closely related to the initialization. We use the same strategy as in 2DLDA. Experimental results show that this kind of initialization works well. Therefore, our derived solution may be close to the global optimal solution.

**B. Initialization**

Since our method, together with other two methods, i.e., 2DLDA and GBR, are solved in an alternative way, we would like to discuss their initialization problem. There are totally three different kinds of initial strategies that we will introduce.

The first kind of initialization, which has been mentioned above, is empirical. As shown in [19], the initialization of 2DLDA is $R = [I_{l2 \times l2}, 0_{l2 \times (n-l2)}]^T$, where $l_2$ is the second reduced dimensionality. Similarly, we can initialize GBR by $[I_{k \times k}, 0_{k \times (n-k)}]^T$. As stated in [19] and seen from the following results, although this kind of initialization is simple, it has been proved to be effective.

The second kind of initialization is random. We generate some random variables, which is sampled from a uniform distribution (range from 0 to 1) or a standard norm distribution to form the matrixes with corresponding sizes. Then, the column vectors of generated initialization matrix of GBR and MRR is changed to be orthogonal. Intuitively, since each column vector of MRR initialization corresponds to the weight of column vectors of $X$ in following regression, we want these column vectors to be orthogonal.

Finally, we use the bootstrap technology[26] to generate each column vector for initialization. More concretely, for each column, we randomly (uniformly) selected several rows, whose values are 1. The others are 0. Different from the above two strategies, whose elements are decimal, these initialization matrixes are binary. The reason why we do this is evoked by the first kind of strategy. In the first strategy, only a few columns of $X$ are selected. For example, $[I_{k \times k}, 0_{k \times (n-k)}]^T$ in MRR means that only the first $k$ columns are selected for next regression. If we use bootstrap, we can employ multiple columns of $X$ simultaneously.

In Section V (C), we will provide some experimental results to compare different initializations.

**C. Computational Complexity Comparison**

Since one of our motivations is to reduce the computational complexity of traditional regression methods, we would like to analyze the computational complexity of different related methods, including Tikhonov regularized least square regression (1DREG), LDA, 2DLDA, GBR and MRR. Since different implementations of these methods may have different...
computational complexities, we would like to give common analyses merely.

The first group of methods is LDA and 2DLDA. As seen from the procedure of LDA and 2DLDA, the most time consuming step is to solve the eigen-decomposition problem. Its computational complexity is about $O(D^3)$, where $D$ is the dimensionality of original data. Thus, traditional LDA has the computational complexity $O(m^3n^3)$. 2DLDA solves two eigen-decomposition problems with the sizes $m$ and $n$ respectively. Thus, its computational complexity is $O(s(m^3 + n^3))$, where $s$ is the time of iteration.

The second group of methods is 1DREG, GBR and MRR. The most time consuming step of 1DREG, GBR and MRR is to solve the regularized least square regression problem. It has the computational complexity about $O(D^2)$, where $D$ is also the dimensionality. Since 1DREG treats a $m \times n$ matrix as a $mn$-dimensional vector, its computational complexity is $O(c(m^2n^2))$. In each iteration, GBR solves two regularized least square regression problems with the data dimensionality $m$ and $n$ respectively. Assume that there are mainly $s$ iterations, the computational complexity of GBR is $O(sc(m^2 + n^2))$. Similar to GBR, MRR solves two regularized least square regression problems with the dimensionality $mk$ and $nk$ respectively. Thus, its computational complexity is $O(sc(m^2 + n^2)k^2)$. Commonly, $s$ is less than 10 and $k$ is far less than $\min\{m, n\}$. (We will discuss its determination and it is set to 2 in the following experiments.) Thus, the computational complexity of MRR is similar to GBR and much smaller than 1DREG.

In summary, the computational complexities of four methods have the following relationships. $\text{GBR} \leq \text{MRR} < 2\text{DLDA} < \text{1DREG} < \text{LDA}$. Nevertheless, different implementations of the same method may cost different time in real computing. We will give some numerical results in next section.

### D. Parameter Determination

There are mainly two important parameters in our MRR algorithm. The first one is regularization parameter $\alpha$ and the second is the rank of regression, i.e., $k$. As stated in [27], parameter determination is still an open problem in the related fields. Thus, we determine parameters heuristically and empirically.

For the first parameter $\alpha$, it is used to balance the influence of two terms, i.e., the regression and regularization. When $\alpha$ is large, we will neglect the requirement of regression. When it is small, the problem of over fitting will appear. In this paper, we determine it by five fold cross validation [28]. The experiments in Section V(E) will show numerical results with different $\alpha$. See more details there.

The second parameter is the rank of regression, i.e., $k$. Obviously, this parameter balances the effects of fitting error and computational complexity. The larger $k$ is, the smaller fitting error is and the larger computational complexity is. More importantly, the following proposition indicates that $k$ is also a parameter to balance the capacity for learning and generalization essentially. We would like to give the explanations after showing this result.

As seen from Eq. (7), since the counterpart of $w^{(r)}$ is $U^{(r)}(V^{(r)})^T$, we would like to reveal their relationship in following proposition.

**Proposition 3.** Assume $\{u_1, u_2, \ldots, u_k\}$ are any $k$ vectors of dimensionality $m$, $\{v_1, v_2, \ldots, v_k\}$ are $k$ vectors of dimensionality $n$. If $k = \min\{m, n\}$, then the dimensionality of space spanned by $\text{Vec}(\sum_k u_i v_i^T)$ is $\min$. Here $\text{Vec}()$ represents the vectorization of a matrix.

See the proof in the Appendix. We would like to explain previous discussion now. When $k = \min\{m, n\}$ and we aim at minimizing $Tr((U^{(r)})^T X V^{(r)})$, the above proposition indicates that the searching space of $U^{(r)}(V^{(r)})^T$ is very similar to that in minimizing $(\text{Vec}(\sum_k u_i v_i^T))^T \text{Vec}(X_i)$. In other words, $(\text{Vec}(\sum_k u_i v_i^T))^T \text{Vec}(X_i)$ and $Tr((U^{(r)})^T X V^{(r)})$ are more likely to be the same. That is to say, the first objective function of MRR is close to the corresponding objective of 1DREG. On one hand, when a matrix is expanded as a vector, the regression model has more free parameters $(m \times n)$. It has smaller fitting error. Nevertheless, it tends to be over fitting. On the other hand, when $k = 1$, we only have $m + n$ free parameters and the regression error is large. Thus, $k$ can be regarded as a parameter to balance the fitting error and the extent in avoiding over fitting. Since fitting error can measure the capacity of learning and the extent in avoiding over fitting can measure the capacity of generalization, $k$ is a parameter to balance these two capacities in essence. Comparing MRR with 1DREG and GBR, we know that 1DREG has the largest $k$. Thus, it has smallest fitting error, which indicates its strongest learning capacity. Nevertheless, it tends to be over fitting, which means that it has the weakest capacity for generalization. On the contrary, GBR has the strongest capacity for generalization but weakest capacity for learning, since it assumes $k = 1$. Recalling the basic rule in learning theory, these two capacities can not be improved simultaneously for a learning algorithm [5]. Thus, MRR can be regarded as a general tradeoff between these two capacities. That is to say, our method is the tradeoff of advantages of GBR (strongest capacity for generalization) and 1DREG (strongest capacity for learning) and performs better than both of them.

From the view of image processing, $k$ can be regarded as the parameter to measure the dependence of matrix elements in regression. 1DREG treats each element equally since it has $m \times n$ free parameters. GBR, however, does not treat each element of a matrix equally. For instance, when we multiple a vector on the left of a matrix, each column, not each element, is treated equally. Similarly, each row is treated equally when a matrix times a vector. In other words, when $k$ is small, it adds too strict constraints on the correlations among different elements of a matrix. When $k$ is too large, it neglects their correlations in an image.

One point should be explained here. Compared with GBR, who assumes that $k = 1$, the increase of rank will lead to the over fitting problem and increase the computational complexity. Nevertheless, we have set $k = 2$ and added a regularizer shown in Eq. (8) to avoid over fitting. Besides, experimental results show that $k = 2$ is better enough. That is to say, the time addition is also limited. On the contrary, MRR
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like to introduce data sets and evaluation methods at first. accuracies with different parameters are presented. We would computational time comparison results. Finally, classification with different initialization and the forth group consists of in the second group. The third group contains experiments
classification results with Support Vector Machine (SVM) is dominated by the following classifier, we provide some To demonstrate whether the out-performance of our method performance of MRR with them. Besides, we also provide the results in using KNN to classify the embedding derived from traditional applications, the dimensionality of LDA and 2DLDA projections is \( c - 1 \). 1DREG, GBR and MRR assume that the low dimensionality is \( c \). The regularized parameter \( \alpha \) is determined by five folder cross validation.

With different data sets and different numbers of training samples, the mean classification accuracies of 50 independent runs on all data sets are shown in Fig.3 (a) (Umist data), Fig.3 (b) (Coil data), Fig.3 (c) (Usps data), Fig.3 (d) (Ar data), Fig.3 (e) (Pie data) and Fig.3 (f) (Mnist data), respectively. There are several observations from the performance comparisons as follows.

1. Among different methods and different data sets, MRR performs best. It achieves the highest accuracy in most cases, especially on the data sets such as Coil and Usps. This is mainly due to the fact that MRR has smaller fitting error and stronger capacity for generalization.

2. With the increase of training points’ number, all methods achieve higher accuracies. This is consistent with intuition since we have more information for training.

3. For classification, 2D based methods do not always perform better than 1D based methods. Take the results in Fig.3 (d) as an example, LDA achieves higher accuracy than 2DLDA in most cases. The reason may be that the adding constraints in 2DLDA will degrade the performances.

4. When we represent the original data by its low dimensional embedding, it does not always helpful for the next classification. Take Fig. 3 (f) as an example, comparing with the results in using KNN to classify the embedding derived by LDA and 2DLDA, we achieve higher accuracy when KNN is used to classify the original data directly.

V. EXPERIMENTS

There are mainly six kinds of experiments in this section. The first group mainly focuses on the evaluation of classification accuracy with K-nearest neighborhood classifier (KNN). To demonstrate whether the out-performance of our method is dominated by the following classifier, we provide some classification results with Support Vector Machine (SVM) in the second group. The third group contains experiments with different initialization and the forth group consists of computational time comparison results. Finally, classification accuracies with different parameters are presented. We would like to introduce data sets and evaluation methods at first.

A. Data Description and Evaluation Metric

There are mainly six different kinds of matrix data sets, i.e., Umist\(^1\), Coil\(^2\), Usps\(^3\), Ar\(^4\), Pie \(^5\) and Mnist\(^6\). They can be classified into three types. Umist, Ar and Pie are face images. Coil data set contains images of 20 different objects. Usps and Mnist contain images of handwritten digits. The data size ranges from about 500 to 11000 and the image resolution ranges from \( 16 \times 16 \) to \( 64 \times 64 \). In other words, the dimensionality of vectorized sample ranges from about 200 to 4000. For illustration, we select ten sample images per data set and rescale them to \( 16 \times 16 \). They are shown in Fig. 2. Additionally, after some preprocessing, the detailed statistical characters of different data sets are listed in Table III.

As mentioned above, since 1DREG, GBR and 2DLDA is closely related to MRR, we would like to compare the performance of MRR with them. Besides, we also provide the results of LDA since 2DLDA can be regarded as its two dimensional extension. Nevertheless, since LDA and 2DLDA can not be directly used for classification, we would like to use them for projection and then employ other classifiers, e.g., KNN or SVM, for classification. For justice, we also regard 1DREG and MRR as the methods to project the matrix data into a \( c \)-dimensional subspace and then employ the same classifier for classification, although they can be used for classification directly. The results of these classifiers are also provided as the baseline. Since feature based methods focus on description of image appearance and our work aims at developing a new learning method, we have not compared with feature based methods.

B. Classification Accuracy Comparison

In this subsection, we provide some classification results with different classifiers on different data sets. In the first group, we use KNN (\( K = 1 \)) as the classifier. By randomly splitting the original data into training set and testing set for 50 independent runs, we select 2, 3, \ldots, 11 samples from each category and the other is set as testing images. As

\[
\begin{array}{cccc}
\text{Data} & \text{Size (} l \times l \text{)} & \text{Scale (} m \times n \text{)} & \text{Class} & \text{No. of Training} \\
\text{Umist} & 375 & 28 \times 23 & 20 & 40, 60, \ldots, 220 \\
\text{Coil} & 1440 & 32 \times 32 & 20 & 40, 60, \ldots, 220 \\
\text{Usps} & 2007 & 16 \times 16 & 10 & 20, 30, \ldots, 110 \\
\text{Ar} & 140 & 64 \times 64 & 10 & 20, 30, \ldots, 110 \\
\text{Pie} & 11554 & 32 \times 32 & 68 & 136, 204, \ldots, 748 \\
\text{Mnist} & 5000 & 28 \times 28 & 10 & 20, 30, \ldots, 110 \\
\end{array}
\]

\(\text{TABLE III}

CHARACTERS OF DIFFERENT DATA SETS.

Fig. 2. Then sample images from six data sets. From top to bottom: Umist, Coil, Usps, AR, Pie, Mnist.
Fig. 3. Classification results of different methods on six different data sets with different numbers of training points. (a) Results on the Umist data; (b) Results on the Coil data; (c) Results on the Usps data; (d) Results on the AR data; (e) Results on the Pie data; (f) Results on the Mnist data.

**TABLE IV**

Classification accuracy of different methods on Umist data by using SVM. (mean ± std/%)  

<table>
<thead>
<tr>
<th>SVM</th>
<th>LDA</th>
<th>2DLDA</th>
<th>1DREG</th>
<th>GBR</th>
<th>MRR</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>59.82±1.47</td>
<td>63.66±1.87</td>
<td>61.74±1.69</td>
<td>63.85±1.84</td>
<td>65.59±1.54</td>
</tr>
<tr>
<td>60</td>
<td>66.65±1.74</td>
<td>75.33±1.85</td>
<td>67.83±1.66</td>
<td>74.34±1.74</td>
<td>75.73±1.81</td>
</tr>
<tr>
<td>80</td>
<td>72.73±1.71</td>
<td>82.76±1.58</td>
<td>82.17±1.15</td>
<td>82.46±1.64</td>
<td>82.64±1.37</td>
</tr>
<tr>
<td>100</td>
<td>77.38±1.44</td>
<td>86.37±0.95</td>
<td>87.66±1.68</td>
<td>85.63±1.34</td>
<td>86.41±1.44</td>
</tr>
<tr>
<td>120</td>
<td>81.01±1.38</td>
<td>88.10±0.96</td>
<td>87.86±0.96</td>
<td>87.76±1.00</td>
<td>87.73±1.26</td>
</tr>
<tr>
<td>140</td>
<td>85.03±1.42</td>
<td>91.33±0.95</td>
<td>90.03±0.99</td>
<td>90.29±0.97</td>
<td>89.40±0.90</td>
</tr>
<tr>
<td>160</td>
<td>87.78±0.81</td>
<td>91.58±0.79</td>
<td>92.70±0.89</td>
<td>91.90±0.82</td>
<td>91.07±0.98</td>
</tr>
<tr>
<td>180</td>
<td>89.81±1.07</td>
<td>92.59±0.69</td>
<td>93.03±0.63</td>
<td>92.83±0.73</td>
<td>92.33±0.94</td>
</tr>
<tr>
<td>200</td>
<td>91.25±0.90</td>
<td>92.49±0.82</td>
<td>93.62±0.68</td>
<td>93.52±0.69</td>
<td>92.81±0.91</td>
</tr>
<tr>
<td>220</td>
<td>92.39±0.76</td>
<td>93.23±0.87</td>
<td>93.49±0.75</td>
<td>94.23±0.77</td>
<td>93.45±0.86</td>
</tr>
</tbody>
</table>

**TABLE V**

Classification accuracy of different methods on coil data by using SVM. (mean ± std/%)  

<table>
<thead>
<tr>
<th>SVM</th>
<th>LDA</th>
<th>2DLDA</th>
<th>1DREG</th>
<th>GBR</th>
<th>MRR</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>70.16±1.27</td>
<td>60.31±1.25</td>
<td>53.11±1.39</td>
<td>70.68±1.03</td>
<td>70.54±1.20</td>
</tr>
<tr>
<td>60</td>
<td>74.95±1.20</td>
<td>75.16±1.20</td>
<td>59.75±1.44</td>
<td>74.34±1.21</td>
<td>75.55±1.28</td>
</tr>
<tr>
<td>80</td>
<td>76.99±1.07</td>
<td>78.78±1.17</td>
<td>62.41±1.78</td>
<td>78.45±0.99</td>
<td>78.10±1.32</td>
</tr>
<tr>
<td>100</td>
<td>80.50±1.24</td>
<td>80.81±1.02</td>
<td>67.00±1.89</td>
<td>80.45±1.03</td>
<td>81.45±1.02</td>
</tr>
<tr>
<td>120</td>
<td>82.73±0.96</td>
<td>81.97±1.02</td>
<td>69.83±1.83</td>
<td>82.78±0.93</td>
<td>82.48±0.93</td>
</tr>
<tr>
<td>140</td>
<td>83.42±0.88</td>
<td>82.61±0.83</td>
<td>70.36±1.02</td>
<td>83.43±0.64</td>
<td>83.39±0.90</td>
</tr>
<tr>
<td>160</td>
<td>85.46±0.84</td>
<td>83.35±0.80</td>
<td>71.04±1.09</td>
<td>84.24±0.66</td>
<td>85.95±0.91</td>
</tr>
<tr>
<td>180</td>
<td>86.07±0.81</td>
<td>86.40±0.74</td>
<td>75.99±1.59</td>
<td>87.20±0.68</td>
<td>86.70±0.68</td>
</tr>
<tr>
<td>200</td>
<td>87.54±0.68</td>
<td>87.48±0.84</td>
<td>77.41±0.86</td>
<td>88.61±0.56</td>
<td>87.31±0.84</td>
</tr>
<tr>
<td>220</td>
<td>88.84±0.70</td>
<td>88.39±0.62</td>
<td>81.56±0.98</td>
<td>89.32±0.72</td>
<td>87.63±0.73</td>
</tr>
</tbody>
</table>

**TABLE VI**

Classification accuracy of different methods on Mnist data by using SVM. (mean ± std/%)  

<table>
<thead>
<tr>
<th>SVM</th>
<th>LDA</th>
<th>2DLDA</th>
<th>1DREG</th>
<th>GBR</th>
<th>MRR</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>52.06±1.58</td>
<td>48.21±1.83</td>
<td><strong>50.39±1.82</strong></td>
<td>51.17±1.67</td>
<td>50.71±1.27</td>
</tr>
<tr>
<td>30</td>
<td>57.12±1.32</td>
<td>55.98±1.48</td>
<td>52.67±1.47</td>
<td>56.99±1.30</td>
<td>55.03±1.64</td>
</tr>
<tr>
<td>40</td>
<td>61.56±1.43</td>
<td>59.23±1.66</td>
<td>58.36±1.22</td>
<td><strong>61.17±1.09</strong></td>
<td>58.60±1.39</td>
</tr>
<tr>
<td>50</td>
<td>63.99±1.26</td>
<td>60.50±1.13</td>
<td>58.68±1.47</td>
<td>63.49±1.23</td>
<td>61.36±1.30</td>
</tr>
<tr>
<td>60</td>
<td><strong>66.60±0.99</strong></td>
<td>62.38±1.19</td>
<td>59.68±1.96</td>
<td>66.26±1.02</td>
<td>63.04±1.30</td>
</tr>
<tr>
<td>70</td>
<td>67.48±0.99</td>
<td>62.30±1.13</td>
<td>59.74±1.41</td>
<td>67.40±0.89</td>
<td>64.26±1.06</td>
</tr>
<tr>
<td>80</td>
<td>69.32±1.00</td>
<td>62.70±1.25</td>
<td>61.12±1.49</td>
<td>68.92±0.93</td>
<td>65.72±1.05</td>
</tr>
<tr>
<td>90</td>
<td>70.09±0.81</td>
<td>62.64±1.03</td>
<td>62.85±1.83</td>
<td>70.09±0.80</td>
<td>66.31±1.01</td>
</tr>
<tr>
<td>100</td>
<td>71.71±0.88</td>
<td>63.41±0.96</td>
<td>63.35±1.79</td>
<td>71.17±0.99</td>
<td>67.66±0.96</td>
</tr>
<tr>
<td>110</td>
<td>72.15±0.86</td>
<td>63.54±0.85</td>
<td>64.64±1.68</td>
<td>71.84±0.78</td>
<td>67.99±1.10</td>
</tr>
</tbody>
</table>
Different from above settings, in the second group of experiments, we use another classifier SVM for classification. These experiments are proposed to demonstrate that the out-performance of MRR is not dominated by the using of KNN classifier. We choose three data sets, Umist, Coil and Mnist for illustration. The other settings are the same as previous and the mean and standard derivation values are shown in Table IV, Table V and Table VI. In statistical view, the largest values are boldfaced.

As seen from Tables IV-VI, we can draw almost the same conclusion as previous. Concretely, MRR also achieves the highest accuracies in most cases. In other words, the out-performance of MRR is not dominated by the following classifier. More interestingly, in some data sets, such as Coil, LDA based method may perform better than other regression based methods. In other cases, however, regression methods achieve higher accuracy. This may be caused by the fact that different data have different structures and different methods could characterize part of them.

\section*{C. Different Initialization}

In this section, we would like to show the influence of different initializations. As mentioned in Section IV(B), we have discussed three kinds of initializations. Briefly, the first kind uses fixed value, we name it as 'Fixed' in the following experiments. The second kind of methods initializes randomly with either uniform or norm distributions. We name it as 'Unified' and 'Norm'. Finally, when the bootstrap technology is employed, we name it as 'Bootstrap'.

We have conducted experiments on three data sets, i.e., Coil, Ar and Pie. With fixed number of training points (2 for each category), we randomly split the original data set as training set and testing set for 50 runs. We compare MRR with 2DLDA and GBR since they are all solved in an alternative way. We use KNN as the classifier and the other settings are the same as previous. All the experimental results, which are the average classification accuracies of 50 runs, are shown in Fig. 4.

As seen from the results in Fig.4, we can conclude that three methods have different performances with different initializations. It is mainly due to the fact that our solving strategy only finds the local optimization. Different initializations imply different local optimal solutions and different classification results. Nevertheless, the variance between different initialization is not so significant. Thus, we have used the first kind of initialization in other experiments. Besides, the effectiveness of initialization takes different influence on three methods on different data sets. For example, the variance of 2DLDA is largest on Ar data set and smallest on the Pie data. Finally, as seen from the results in Fig. 4, MRR achieved the highest classification accuracy in almost all cases.

\section*{D. Computational Time Comparison}

Another motivation for developing our algorithm is to reduce the computational complexity of original one dimensional method. Thus, we will show some experimental results with different data sizes and scales.

We conduct experiments on three representative data sets, the image data with largest resolution, i.e., Ar, the data sets with largest size, i.e., Pie and Mnist. For illustration, we compare MRR with LDA, 2DLDA, 1DREG and GBR. Since KNN and SVM are evaluation methods and all the other approaches employ them for classification, we have not compared with them. For justice, these methods are all implemented in their original formulation, without using other accelerating strategies. With each fixed number of training points, we randomly select training points for 50 runs. With a naive MATLAB implementation, the calculations are made on a 3.2-GHz Windows machine. The computational time of different methods is listed in Tables VII and VIII and IX. The balance parameter \( \alpha \) is also determined by cross validation.

There are also some observations from these results.

(1) Among different methods on different data sets, GBR consumes the least time. Although MRR costs a little more time than GBR, it still consumes much less time than other one dimensional methods. Thus, it is suitable for dealing with large size matrix data. Besides, we can also see that two dimensional methods cost less time than its one dimensional counterparts.

(2) Comparing the results on different image resolutions, we can see that dimensionality is the key factor in dominating the computational complexity. Certainly, with the increase of training points, all methods need more time. Nevertheless, compared with the influence of dimensionality, its effect is not so significant.

\section*{E. Classification with Different Parameters}

In this section, we will provide some results with different \( \alpha \) and \( k \).

To show the influence of \( \alpha \), we employ KNN as the classifier and conduct experiments on three data sets, i.e., Umist, Coil and Upset. With the same setting as previous, we first determine \( \alpha \) by cross validation and then vary this parameter near the determined value. With different numbers of training points, we report the mean accuracy of classification in Fig. 5.

As seen from Fig.5, we can conclude that the parameter \( \alpha \) takes influence on the final results. Nevertheless, its influence is not so significant if it changes within a certain range.

\section*{TABLE VII}

\textbf{Computational time on AR data with different numbers of training points. The data scale is 64 \( \times \) 64. (Mean \( \pm \) Std.)}

<table>
<thead>
<tr>
<th></th>
<th>LDA</th>
<th>2DLDA</th>
<th>1DREG</th>
<th>GBR</th>
<th>MRR</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>215.79±2.38</td>
<td>6.71±1.73</td>
<td>63.78±0.89</td>
<td>0.04±0.02</td>
<td>0.12±0.02</td>
</tr>
<tr>
<td>40</td>
<td>217.76±2.40</td>
<td>8.31±1.62</td>
<td>64.42±0.89</td>
<td>0.07±0.02</td>
<td>0.15±0.03</td>
</tr>
<tr>
<td>60</td>
<td>219.96±2.59</td>
<td>10.75±1.94</td>
<td>65.60±0.72</td>
<td>0.14±0.19</td>
<td>0.15±0.06</td>
</tr>
<tr>
<td>80</td>
<td>225.12±2.80</td>
<td>13.67±1.49</td>
<td>65.92±0.46</td>
<td>0.15±0.17</td>
<td>0.25±0.16</td>
</tr>
<tr>
<td>100</td>
<td>240.75±2.90</td>
<td>14.82±1.02</td>
<td>66.82±0.28</td>
<td>0.20±0.09</td>
<td>0.28±0.11</td>
</tr>
</tbody>
</table>

\section*{TABLE VIII}

\textbf{Computational time on PIE data with different numbers of training points. The data scale is 32 \( \times \) 32. (Mean \( \pm \) Std.)}

<table>
<thead>
<tr>
<th></th>
<th>LDA</th>
<th>2DLDA</th>
<th>1DREG</th>
<th>GBR</th>
<th>MRR</th>
</tr>
</thead>
<tbody>
<tr>
<td>68</td>
<td>9.71±1.88</td>
<td>2.03±1.13</td>
<td>6.92±0.89</td>
<td>1.06±0.25</td>
<td>1.34±0.38</td>
</tr>
<tr>
<td>136</td>
<td>10.24±1.38</td>
<td>3.71±1.88</td>
<td>8.85±0.94</td>
<td>1.34±0.38</td>
<td>2.25±0.33</td>
</tr>
<tr>
<td>204</td>
<td>10.50±1.63</td>
<td>5.65±1.63</td>
<td>9.39±0.76</td>
<td>1.68±0.37</td>
<td>4.92±0.19</td>
</tr>
<tr>
<td>272</td>
<td>11.22±1.19</td>
<td>8.64±1.06</td>
<td>10.29±0.69</td>
<td>2.03±0.13</td>
<td>5.23±0.44</td>
</tr>
<tr>
<td>340</td>
<td>12.03±1.13</td>
<td>9.82±1.81</td>
<td>11.57±0.81</td>
<td>2.31±0.25</td>
<td>6.20±0.31</td>
</tr>
</tbody>
</table>
With different numbers of training points, we increase the influence of fitting error and the capacity for generalization. These two factors are both important in dominating the performance of regression. GBR and 1DREG can be regarded as two extreme cases when \( k = 1 \) and \( k = \min(m, n) \). These results validate the effectiveness in employing multiple rank regression vectors. Besides, when \( k \geq 2 \), experimental results show that the variance is limited. Thus, we determine \( k = 2 \) in all experiments.

### VI. Conclusion

In this paper, we have proposed an efficient multiple rank regression model, i.e., MRR, for data matrix classification. Different from traditional regression approaches which reformulate the matrix data into a vector and use only one projecting vector, we have used several left projecting vectors and the same number of right projecting vectors to regress each matrix data to its label for each category. Essentially, MRR can be regarded as a tradeoff between the capacity of learning and generalization for regression. Plenty of experimental results have been proposed to show that MRR can not only achieve satisfied accuracy, but also has low computational complexity. Further research includes the extension of MRR to unsupervised and semi-supervised cases. We will also focus on the accelerating issue of our MRR algorithm.
APPENDIX

Proof of Proposition 1

Proof: When $V^{(r)}$ is fixed, the optimization problem in Eq. (10) is equivalent to the problem in Eq. (15). Considering that the optimization problem in Eq. (15) is convex to $U^{(r)}$ and $b_r$, we can derive its global optimization by setting its derivative to zero. In fact, the formulation in Eq. (15) is a regularized least regression problem. Thus, the results $U^{(r)}$, derived from $U^{(r)}$, and $b_r$ in Eq. (16) are the global solutions to the problem in Eq. (10). Similarly, we can conduct the same conclusion when $U^{(r)}$ is fixed.

Proof of Proposition 2

Proof: Since $c$ classifiers are trained separately, we only need to prove that for each category, the objective function decreases. In other words, we only prove that the objective function in Eq. (10) will decrease in each iteration. Assume that we have derived $U^{(r,s)}$, $V^{(r,s)}$ and $b_r^{(s)}$ in the $s$-th iteration. In the $(s+1)$-th iteration, we fix $V$ as $V^{(r,s)}$ and optimize $U^{(r)}$, $b_r$ by minimizing the objective function in Eq. (11). Recalling the results in Proposition 1, we have the following inequality in Eq. (20).

$$
\sum_{i=1}^{l} \left( \sum_{j=1}^{k} (u_{i,j}^{(r,s+1)})^T X_i v_j^{(r,s)} + b_r^{(s+1)} - y_{ir} \right)^2 + \alpha \sum_{j=1}^{k} T_r \left( u_{i,j}^{(r,s+1)} (v_j^{(r,s)})^T v_j^{(r,s)} (u_{i,j}^{(r,s+1)})^T \right) \\
\leq \sum_{i=1}^{l} \left( \sum_{j=1}^{k} (u_{i,j}^{(r,s)})^T X_i v_j^{(r,s)} + b_r^{(s)} - y_{ir} \right)^2 + \alpha \sum_{j=1}^{k} T_r \left( u_{i,j}^{(r,s)} (v_j^{(r,s)})^T v_j^{(r,s)} (u_{i,j}^{(r,s)})^T \right)
$$

Similarly,

$$
\sum_{i=1}^{l} \left( \sum_{j=1}^{k} (u_{i,j}^{(r,s+1)})^T X_i v_j^{(r,s+1)} + b_r^{(s+1)} - y_{ir} \right)^2 + \alpha \sum_{j=1}^{k} T_r \left( u_{i,j}^{(r,s+1)} (v_j^{(r,s+1)})^T v_j^{(r,s+1)} (u_{i,j}^{(r,s+1)})^T \right) \\
\leq \sum_{i=1}^{l} \left( \sum_{j=1}^{k} (u_{i,j}^{(r,s)})^T X_i v_j^{(r,s)} + b_r^{(s)} - y_{ir} \right)^2 + \alpha \sum_{j=1}^{k} T_r \left( u_{i,j}^{(r,s)} (v_j^{(r,s)})^T v_j^{(r,s)} (u_{i,j}^{(r,s)})^T \right)
$$

Combining the results in Eq. (20) and (21), we will have the following inequality, which indicates the decrease of objective function during iteration.

$$
\mathcal{L}(U^{(r,s+1)}, V^{(r,s+1)}, b_r^{(s+1)}) \leq \mathcal{L}(U^{(r,s)}, V^{(r,s)}, b_r^{(s)})
$$

Proof of Proposition 3

Proof: Denote $U = [u_1, u_2, \ldots, u_k]$, $V = [v_1, v_2, \ldots, v_k]$, then $U^{T} V$ we have

$$
\sum_{i=1}^{k} u_i v_i^T = UV^T
$$

On one hand, for any $mn$-dimensional vector $z$, its matrix form is denoted as $Z \in \mathbb{R}^{mn}$. Since $rank(Z) \leq \min(m,n)$, there exist two matrices, $U = [u_1, u_2, \ldots, u_k]$ and $V = [v_1, v_2, \ldots, v_k]$, such that $Z = UV^T$. In other words, for any $mn$-dimensional vector $z$, we can find $k$ couples of vectors, such that $Z = \sum_{i=1}^{k} u_i v_i^T$, or equivalently, $z = V(\sum_{i=1}^{k} u_i v_i^T)$.

On the other hand, for any $\{u_1, u_2, \ldots, u_k\}$ and $\{v_1, v_2, \ldots, v_k\}$, $V(\sum_{i=1}^{k} u_i v_i^T) \in \mathbb{R}^{mn}$.

Combining the above two results, we get the conclusion.
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