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Abstract—The extrusion process is one of the main methods of processing polymeric materials and thermal homogeneity of the process output presents a major challenge for high quality extruded products. Therefore, accurate process thermal monitoring and control are highly desirable. However, most of the industrial extruders use conventional single point thermocouples for thermal monitoring although their measurements are highly affected by barrel metal wall temperature. Moreover, it has been shown that the melt temperature changes considerably with the die radial position and point based measurements are not sufficient to determine the actual process thermal stability and hence to control the thermal homogeneity of melt output. Conversely, the majority of process thermal control methods are based on linear models and are not capable of dealing with process nonlinearities. In this work, a die melt temperature profile was monitored by a thermocouple mesh technique and the data obtained was used to formulate a new nonlinear dynamic model to predict the die melt temperature profile in a single screw extruder. The model is in good agreement with the measured data and offers a promising thermal monitoring technique which can be used in real-time for a thermal profile based control framework in polymer extrusion.

Index Terms—Polymer extrusion, Process monitoring, Thermal homogeneity, Melt temperature profile, System identification, Dynamic modelling.

I. INTRODUCTION

Despite significant developments in polymer extrusion over the last few decades, process thermal monitoring and control still remains an issue. Process operators have to face challenges in achieving the required thermal quality of the melt output with prevailing knowledge and technology. Achieving good thermal stability is a major requirement to form high quality extruded products. Even small variations in melt temperature can cause poor product quality [1]. Therefore, continuous monitoring of process thermal stability is invaluable for advanced process control to form a high quality melt output. More details on the process operation and mechanisms of polymer extrusion can be found in the literature [2]. As revealed by the previous studies [3]–[9], the thermal homogeneity of the melt is considerably affected by the process settings and melt flow temperature is different at different radial locations of the die. Therefore, the study of the entire melt temperature profile as a measure of the process thermal stability is more appropriate than a single point or a bulk measurement to ensure high quality extruded products. Unfortunately, it is quite difficult to monitor a die melt temperature profile within a production environment and most of the extruders are instrumented only with conventional wall mounted thermocouples for thermal measurements. These are highly affected by the barrel wall temperature and they are not capable of measuring a melt temperature profile or detecting rapid variations in melt temperature [10], [11]. As alternatives to the point/bulk measurements, some of the thermal profile measurement methods (e.g. a thermocouple mesh [8], a fluorescence technique [12]) were proposed, but these are not yet robust enough to use in a production environment due to the constraints such as their complexity, limited durability, access requirements, disruptive effects on melt flow and output, etc. However, some of these techniques have been used to gatherer valuable process thermal information in a research setting.

A. Melt temperature modelling

As reported in the literature, little work has been carried out so far on the modelling of an extrusion melt temperature profile under static or dynamic conditions. Instead, reports can be found on the development of static or dynamic models [13]–[20] to predict a single point or bulk melt temperature. Essentially, some of these modelling attempts are based on first principles while others are data driven models based on point or bulk melt temperature measurements taken from thermocouples fixed at the end of the extruder barrel or the die. Accuracy of the first principle models is constrained due to numerous simplifying assumptions and also they are computationally too expensive to implement for real-time which limits their practical applications [21]. While some of the other point/bulk thermal models may be used in practice, these provide no detailed information on the actual process thermal stability. Furthermore, most of these existing thermal models are linear models and hence these may not be sufficient to represent the nonlinear processing behaviour.

A previous study by the authors [5], [22] developed a static model to predict the die melt temperature profile in single screw extrusion. Melt temperatures at different radial locations of the die were predicted from readily measurable process variables (i.e. screw speed and barrel set temperatures) and good agreement was achieved between the experimental and model predicted die melt temperature profiles. To our knowledge, no any other melt temperature profile modelling work was found in the literature.

In this work, a thermocouple mesh [8] was used to measure temperature profiles across the die melt flow over different processing conditions. The data obtained was used...
to develop a nonlinear dynamic model to predict the die melt temperature profile. The study was only focused on the melt temperature of single screw extruders with a single material.

II. EQUIPMENT & PROCEDURE

All measurements were carried out on a 63.5 mm diameter (D) single screw extruder (Davis Standard BC-60). A barrier flighted screw with a spiral Maddock mixer and a 2.5:1 compression ratio (Feed or Solids conveying: 5 × D, Melting or Compression: 13 × D, Metering or Pumping: 6 × D) was used to process the material. The extruder was fitted with an adaptor by using a clamp ring prior to a short capillary die with a 6 mm bore as shown in Figure 1.

Fig. 1. Extruder die, adaptor and thermocouple mesh

The extruder barrel has four separate temperature zones and another three separate temperature zones are also available at the clamp ring, adapter and die. Each of these temperature zones is equipped with a separate temperature controller which allows individual control of the set temperature. The extruder barrel dimensions and arrangement of heaters are shown in Figure 2.

Fig. 2. BC-60 extruder barrel arrangement and dimensions

Melt temperatures of the different radial locations of the melt flow at the end of the adapter (denoted as die melt temperatures throughout this paper) were measured using a thermocouple mesh placed in-between the adapter and the die as shown in Figure 1. As it was previously confirmed by Kelly et al. [7], [8], the die melt temperature measurements are symmetrical across the thermocouple mesh centreline. Therefore, seven thermocouple junctions (i.e. with seven positive and one negative thermocouple wires) were placed asymmetrically across the melt flow along the diameter of the mesh as shown in Figure 3, and this asymmetric placement of wires gave the opportunity to increase the number of effective temperature measurements across the melt flow by mirroring them over the centreline to obtain the complete die melt temperature profile. The die wall set temperature was used as the melt temperatures at the ±19 mm radial positions. Then, the final temperature profile was obtained by 15 radial positions (distance from the melt flow centreline to each radial position: 0 mm, ±3 mm, ±4.5 mm, ±8.8 mm, ±11 mm, ±14.7 mm, ±16.5 mm and ±19 mm) across the melt flow as illustrated in Figure 3.

A data acquisition programme developed in LabVIEW was used to communicate between the experimental instruments and a PC. Screw speed and all temperature signals were acquired at 10 Hz using a 16-bit DAQ card (National Instruments (NI) PCI-6035E) through a thermocouple connector box (NI TC-2095) and a low-noise signal conditioning box (NI SCXI-1000). Experimental trials were carried out on a virgin high density polyethylene (HDPE), (ExxonMobil HY A 800), (density: 0.961 g/cm³, melt flow index (MFI): 0.7 g/10 min @ (190 °C, 2.16 kg)). The extruder barrel temperature settings were fixed as described in Table I under three different set conditions denoted as A (high temperature), B (medium temperature) and C (low temperature).

TABLE I

<table>
<thead>
<tr>
<th>Temperature set</th>
<th>Set temperatures (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Barrel Zones 1</td>
<td>1 110 130 180 230</td>
</tr>
<tr>
<td>Barrel Zones 2</td>
<td>2 105 125 175 215</td>
</tr>
<tr>
<td>Barrel Zones 3</td>
<td>3 120 140 190 240</td>
</tr>
<tr>
<td>Barrel Zones 4</td>
<td>4 100 110 160 210</td>
</tr>
<tr>
<td>Clamp Ring</td>
<td>230</td>
</tr>
<tr>
<td>Adapter</td>
<td>230</td>
</tr>
<tr>
<td>Die</td>
<td>230</td>
</tr>
</tbody>
</table>

The experiments were started with the temperature setting A and data was recorded with the screw stationary for 1 minute. Then, the screw speed was increased up to 90 rpm with random steps of between ±5-40 rpm and in different barrel set temperatures with the extruder running for about 193 minutes continuously as shown in Figure 6. The extruder was allowed to stabilise for 15 minutes after each set temperature change while it was held for about 7 minutes at each other different condition. All of these settings were selected in order to generate realistic processing conditions whilst covering the full operating range of the extruder (i.e. 0-100 rpm). This therefore allowed investigation of melting performance at low throughputs where melting is dominated by conduction from the barrel and screw, and intermediate and high throughputs where melting is primarily achieved by viscous shearing. Separate tests were carried out to collect the data for model training and validation.
III. EFFECTS OF PROCESS SETTINGS ON DIE MELT TEMPERATURE PROFILE

As stated in section II, melt temperature profiles across the melt flow were observed and profiles at different barrel temperature settings are shown in Figure 4. The average values of the data collected for the last two minutes of each screw speed was used to plot these profiles.
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Fig. 4. Average die melt temperature profiles over the last 2 minutes at different processing conditions for tests A, B and C from 10-90 rpm

Ideally, these should be flat profiles under all processing conditions for better thermal homogeneity. It is clear that screw speed has a significant impact on the shape of the profiles and these effects differ with the barrel set temperatures as well. For example, the highest temperature level at test condition A has occurred at 30 rpm, but at test condition C both 70 and 90 rpm temperatures are higher than the temperature at 30 rpm. In general, all temperature profiles have shifted down from test condition A to C which highlights another effect of barrel set temperatures on the level of the die melt temperature.

IV. MODELLING

In general, the melt temperature \( T_{m,j} \) at a particular die radial position \( R_{p,j} \), which is \( j \) mm away from the melt flow centre can be represented as a function of \( \omega_{sc}, R_{p,j} \) and \( T_b \):

\[
T_{m,j} = f(\omega_{sc}, R_{p,j}, T_b)
\]

where \( \omega_{sc} \) is the screw speed and \( T_b \) represents the barrel set temperatures (subscript \( b \) represents different barrel zones \( T_1-T_4 \)). Six model inputs \( (\omega_{sc}, R_{p,j}, T_1, T_2, T_3, T_4) \) and one output \( (T_{m,j}) \), \(-19 \text{ mm} \leq j \leq 19 \text{ mm}\), were considered as illustrated in Figure 5. The set temperatures of the clamp ring, the adapter, and the die are always equal to \( T_4 \) in this study. If these values are different from \( T_4 \), it is possible to add them as three different model inputs.

A. Model development and operation

As a large amount of data was available, both training and validation data were down sampled to 1 Hz for the ease of data processing. The model predicts the melt temperature values of each radial position assigned by the radial position input. As shown in Figure 3, fifteen radial positions make a complete melt temperature profile across the die melt flow. The model estimates the melt temperature values of these fifteen points individually by only changing the radial position input while screw speed and barrel set temperatures remain constant. There are 25 different processing situations and each input signal contains 173,700 data points. The model input matrices for both training and validation data are shown in Figure 6.
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Fig. 5. Extruder model with selected inputs and output

Fig. 6. Model input matrices

The model output contains the measured melt temperature at each radial position corresponding to the relevant inputs and the signal length is the same as the input signal length.

A nonlinear polynomial model was adopted to approximate the original system due to the linear models were not shown satisfactory performance. A two-stage algorithm [23], [24] was employed in the selection and refinement of the Linear-In-The-Parameters (LITP) models for this study. In the first stage, a fast recursive algorithm (FRA) was used for the selection of the model structure and for estimation of the model parameters. This solves the problem recursively and does not require matrix decomposition as is the case for
orthogonal least squares (OLS) techniques [25]. Also, this FRA has proved that it has a lower computational complexity and a better numerical stability over OLS. However, the models developed include a constraint that the terms added later are based on previously selected ones. As a result, some of them may not have a significant contribution. Then, in the second stage a backward model refinement procedure was carried out to eliminate non-significant terms to build up a compact model. The significance of each selected model term was reviewed and compared with those remaining in the candidate term pool and all insignificant terms were replaced, leading to improved performance without increasing the model size.

B. Fast recursive algorithm (FRA)

Suppose a general nonlinear discrete-time dynamic multi-input-single-output (MISO) system can be expressed as:

\[ y(t) = f(y(t-1), y(t-2), \ldots, y(t-n_1), \ldots, y(t-n_a), u_i(t-n_{a_k}), \ldots, u_i(t-n_{a_{ik}}), \ldots, u_i(t-n_{a_{ik}} - n_{ib}) ) \]

where \( y(t) \) is the system output at time \( t \), \( u_i(t), i = 1, \ldots, m \) are the system inputs at time \( t \) (\( m \) is the total number of inputs to the system), \( n_a \) is the number of poles, \( n_{ib} \) is the number of zeros plus 1 and \( n_{ik} \) is the corresponding delays (i.e., number of input samples that occur before each input affects the output) of each input. By using a polynomial function, this equation can be approximated using a LITP model:

\[ y(t) = \sum_{i=1}^{M} \theta_i \varphi_i(x(t)) + e(t) \]  

where \( \varphi_i(\cdot), i = 1, \ldots, M \) are all candidate model terms, \( x(t) = [u_1(t), \ldots, u_m(t)]^T \) is the model input vector, and \( e(t) \) is the modelling residue. Suppose N data samples are used for model training, then (3) can be re-written as:

\[ y = \Phi \theta + e \]  

where \( \Phi = [\varphi_1, \ldots, \varphi_M] \in \mathbb{R}^{N \times M} \) is the regression matrix with column vectors \( \varphi_i = [\varphi_1(x(1)), \ldots, \varphi_1(x(N))]^T \), \( y = [y(1), \ldots, y(N)]^T \in \mathbb{R}^N \) is the desired output, \( \theta = [\theta_1, \ldots, \theta_M] \in \mathbb{R}^M \) is the model coefficients and \( e = [e(1), \ldots, e(N)] \in \mathbb{R}^N \) is the residual vector.

The well known least-square method solves the problem by minimising the cost function:

\[ J(\theta) = e^T e \]

and the corresponding solution is given by:

\[ \hat{\theta} = (\Phi^T \Phi)^{-1} \Phi^T y \]

However, due to the noise and the non-linear nature of a large number of regressors, the information matrix \( \Phi^T \Phi \) is always ill-conditioned in practice, which may lead to inaccurate calculation of the model coefficients \( \hat{\theta} \). Ridge regression can prevent this problem, but gives a biased solution. Therefore, use of a subset selection algorithm eliminates this problem by selecting the most relevant and significant terms.

The FRA utilised in this study can be presented by defining a recursive matrix, \( M_k \), and a residual matrix, \( R_k \):

\[ M_k \triangleq \Phi_k^T \Phi_k \quad k = 1, \ldots, M \]
\[ R_k \triangleq I - \Phi_k M_k^{-1} \Phi_k^T \quad R_0 \triangleq I \]

where \( \Phi_k \in \mathbb{R}^{N \times k} \) contains the first \( k \) columns of the full regression matrix \( \Phi \), and the cost function in (5) can be rewritten as:

\[ J(P_k) = y^T P_k y \]

where \( P_k = [p_1, \ldots, p_k], k = 1, \ldots, n \) represents the total number of terms included in the final model, and \( p_i \) represents the selected model terms from all the candidates of those remaining in the pool denoted as, \( \phi_j, i = 1, \ldots, M \).

In this forward stepwise selection, polynomial terms are selected one by one based on their contributions to the final model. As shown in [23], [24], if one more regressor \( \phi_j \) from the candidate term pool is to be selected, the net contribution of \( \phi_j \) to the cost function can be calculated as:

\[ \Delta J_{k+1}(\phi_j) = y^T (R_{k+1} - R_k) y = \frac{(y^T \phi_j(k))^2}{\phi_j^2(k)} \]

where \( \phi_j(k) \triangleq R_k \phi_j, k + 1 \leq j \leq M \). The above net contribution can be further simplified by defining an auxiliary matrix \( A \in \mathbb{R}^{k \times M} \) and a vector \( b \in \mathbb{R}^m \) with their elements given by:

\[ a_{ij} \triangleq \left\{ \begin{array}{ll}
(p_i^{(1)} \cdot p_j, 1 \leq j \leq k) \\
(p_i^{(1)} \cdot \phi_j, k < j \leq M)
\end{array} \right. \]
\[ b_i \triangleq \left\{ \begin{array}{ll}
(p_i^{(1)} y, 1 \leq i \leq k) \\
(\phi_i(k)^T y, k < i \leq M)
\end{array} \right. \]

According to the properties of \( R_k \) ([23], [24]), \( a_{k,j} \) and \( b_k \) can be updated recursively:

\[ a_{k,j} = p_k^T \phi_j - \sum_{l=1}^{k-1} a_{l,k} a_{l,j}/a_{l,l} \]
\[ k = 1, \ldots, n, \quad j = 1, \ldots, M. \]
\[ b_k = p_k^T y - \sum_{l=1}^{k-1} a_{l,k} b_l/a_{l,l} \]
\[ k = 1, \ldots, n. \]

By substituting (13) and (14) into (10), the net contribution of \( \phi_j, j = k + 1, \ldots, M \) to the cost function can be given as:

\[ \Delta J_{k+1}(\phi_j) = -\frac{b_j^2}{a_{j,j}} \]

The model term that gives the largest contribution is then selected, and this procedure is continued until some criterion is met (e.g., Akaike’s information criterion (AIC) [26]) or a pre-set maximum number of terms are selected. To further reduce the calculation complexity in term selection, at the \((k+1)\)-th step, \( a_{j,j+k}^{(k+1)} \) and \( b_j^{(k+1)} \) \( (j = k + 1, \ldots, M) \) can be updated recursively instead of being computed from (13) and (14):

\[ a_{j,j+k}^{(k+1)} = a_{j,j+k}^{(k)} - a_{k,j}/a_{k,k} \]
\[ b_j^{(k+1)} = b_j^{(k)} - a_{k,j} b_k/a_{k,k} \]

At the end of each selection, these terms are updated and stored for the next comparison/selection. After a satisfactory
model has been constructed, the model coefficients can be computed recursively.

\[
\hat{\theta}_j = \left( b_j - \sum_{i=j+1}^{k} \hat{a}_{j,i} a_{j,i} \right) / a_{j,j}, \ j = k, k-1, \ldots, 1. \quad (18)
\]

where the terms \(a_{j,i}\) and \(b_j\) in (18) are similar notations for the \(a^{(k)}\) and \(\theta^{(k)}\) terms used above. Finally, a more compact model (i.e. terms and coefficients) which includes only the most significant terms is selected based on the defined process inputs and outputs by the sub model selection algorithm.

V. RESULTS & DISCUSSION

For the dynamic die melt temperature profile prediction model selection, a number of different model combinations (i.e. with different orders and number of terms) were studied. Two past output terms and one past input term from each input were used to predict the current output (i.e. \(n_o=2\) and \(n_i\) for each input is equal to 1). Then the maximum delays \((n_k)\) attributed to each model input have to be determined.

Melt temperature variations at each radial position followed by screw speed and barrel set temperature changes were observed from the measured signals. Based on these observations reasonable values were assumed for delays attributed to each input as: \(d_{\omega_{sc}}=10\ s, d_{R_p}=0\ s, d_{T_1}=150\ s, d_{T_2}=120\ s, d_{T_3}=90\ s, \) and \(d_{T_d}=60\ s\). These delays can be adjusted as required depending on the screw geometry, material, processing conditions, etc.

To test the accuracy, the root mean squared errors (RMSE) and the normalised prediction errors (NPE) of the models were determined by equations (19) and (20) respectively.

\[
RMSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (\hat{y}_i(t) - y_i(t))^2} \quad (19)
\]

\[
NPE \triangleq \left[ \frac{\sum_{i=1}^{N} (\hat{y}_i(t) - y_i(t))^2}{\sum_{i=1}^{N} y_i(t)^2} \right]^{1/2} \times 100\% \quad (20)
\]

where \(y_i(t)\) and \(\hat{y}_i(t)\) are the measured and model estimated melt temperatures at time \(t\) respectively, and \(N\) is the number of data points. The details of some of the models studied are shown in Table II along with their RMSE and NPE on the unseen data. As shown in Table II, RMSE or NPE of the models did not improve much with increases in the order or number of terms.

\[
\hat{T}_{m,j}(t)=1.6128 \times \hat{T}_{m,j}(t-1) - 0.0048 \times \hat{T}_{m,j}(t-1) \times R_{p,j} +0.0071 \times R_{p,j} \times T_d(t-60) - 0.0870 \times \hat{T}_{m,j}(t-2) +0.0018 \times \omega_{sc}(t-10) \times R_{p,j} + 0.0001 \times T_d(t-90)^2 -0.0809 \times \hat{T}_{m,j}(t-1) \times T_1(t-150) - 0.4998 \times T_d(t-60) -0.0045 \times \hat{T}_{m,j}(t-2) \times \omega_{sc}(t-10) + 0.2806 \times \omega_{sc}(t-10) +0.0032 \times \hat{T}_{m,j}(t-1) \times \omega_{sc}(t-10) - 0.2030 \times R^2_{p,j} +0.0079 \times T_1(t-150) \times T_d(t-90) - 0.6378 \times R_{p,j} \quad (21)
\]

However, finally a 2\textsuperscript{nd} order model with 14 terms was selected for the discussion as presented in equation (21). Simulation results from this nonlinear model shows a 80.06% fit (RMSE=2.62) with the training data and a 78.24% fit (RMSE=2.86) with the unseen data.

The measured and the model estimated temperature profiles over 200 data points with test condition C are shown in Figure 7 together with the modelling error (ME).

\begin{table}[h]
\centering
\caption{RMSE and NPE (with unseen data) of the studied nonlinear models with different orders and number of terms}
\begin{tabular}{|c|cc|cc|}
\hline
Number of & \multicolumn{2}{c|}{RMSE} & \multicolumn{2}{c|}{NPE} \\
terms & \multicolumn{1}{c}{with model order} & \multicolumn{1}{c|}{\%} & \multicolumn{1}{c}{with model order} & \multicolumn{1}{c|}{\%} \\
\hline
1 & 4.499 & 1.976 & 4.499 & 1.976 \\
2 & 3.492 & 1.534 & 3.484 & 1.530 \\
3 & 3.410 & 1.498 & 3.288 & 1.444 \\
4 & 3.320 & 1.458 & 3.263 & 1.433 \\
5 & 3.309 & 1.453 & 3.195 & 1.404 \\
6 & 3.312 & 1.455 & 3.046 & 1.338 \\
7 & 3.310 & 1.454 & 3.024 & 1.328 \\
8 & 3.313 & 1.455 & 2.962 & 1.301 \\
9 & 3.313 & 1.455 & 2.956 & 1.299 \\
10 & 3.313 & 1.455 & 2.933 & 1.288 \\
11 & 3.313 & 1.455 & 2.936 & 1.281 \\
12 & 3.313 & 1.455 & 2.882 & 1.266 \\
13 & 3.313 & 1.455 & 2.864 & 1.258 \\
14 & 3.313 & 1.455 & 2.855 & 1.254 \\
15 & 3.313 & 1.455 & 2.828 & 1.242 \\
\hline
\end{tabular}
\end{table}

Fig. 7. Estimated and measured melt temperature profiles with modelling error for test condition C over 200 data points

It is evident that the model can predict the real-time die melt temperature profile with good accuracy. Then, each model term was closely examined to explore the effects of the individual process input on the die melt temperature profile. The screw speed \(\omega_{sc}\) was identified as the most influential processing parameter on process thermal conditions particularly on the level of the output melt temperature. Of the barrel zone temperatures, \(T_d\) seems to be the most significant zone on the die melt flow homogeneity and the temperature level under dynamic conditions while \(T_1\) also has significant effects. As shown in equation (21), \(R_p\) is included within several model terms which emphasises the significance of the radial position specific thermal variability of melt flow.
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According to the previous findings of Rasid and Wood [9] and Crabtree et al. [27], screw speed was the most influential process parameter on the level of the extruder output melt temperature while the metering zone temperature was the most significant barrel zone temperature. They performed experiments on industrial extruders by manually changing each process parameter to investigate their effects on the level of the extruder output melt temperature. The extruder used for this study has four temperature zones and a significant proportion of zone 3 ($T_3$) and all of zone 4 ($T_4$) control the temperature in the metering zone (see Figure 2) and hence the results show an agreement with the findings of Rasid and Wood as well as the Crabtree et al. However, a previous work by the authors [5] developed a static model to predict the die melt temperature profile with a gradual compression screw and found that the melting zone temperature ($T_2$) was the most significant barrel zone temperature on the die melt flow homogeneity while the metering zone temperature ($T_4$) showed only slight effects. These differences may be attributed to changes in processing behaviour at dynamic and static conditions and also to the effects of different screw geometry and material.

VI. CONCLUSIONS AND FUTURE WORK

A. Conclusions

A thermocouple mesh technique was used to monitor the dynamic melt temperature profile of an industrial polymer extrusion plant. A novel dynamic polynomial model to predict the die melt temperature profile from readily measurable process parameters has been presented. As shown from the model, screw speed is the most significant process parameter affecting the level of melt temperature and temperature homogeneity across the melt flow while the metering zone temperature is the most significant among the barrel zone temperatures. These predictions of the proposed model are in agreement with previously reported experimental findings.

B. Future Work

In future work, the model will be used to establish the optimum process settings to minimise melt flow non-homogeneity under dynamic conditions. Consideration of the effects of material properties and machine geometrical parameters should help to improve the model performance further. Also, the dynamic model proposed seems to be representing actual process conditions with good accuracy over a wide operating window and hence this will help to demonstrate a potential method for determining melt flow homogeneity in-process (i.e. an industrial soft sensor) and to build-up a control strategy to obtain the required melt flow homogeneity in extrusion by manipulating the process settings while maintaining the required mass throughput and average die melt temperature.
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