Real Time Delta Extraction Based on Triggers to Support Data Warehousing
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Abstract—Nowadays large corporations require integrated data from diverse sources, leading to the use of data warehouse architectures for this purpose. To bypass problems related to the use of computational resources to process large volumes of data, an ETL (Extract, Transform and Load) technique with zero latency can be used, that works by constantly processing small data loads. Among the extraction techniques of the zero latency ETL are the use of logs, triggers, materialized views and timestamps. This paper proposes a structure capable of performing this task by means of triggers and a tool developed for the automatic generation of the SQL (Structured Query Language) code to create these trigger, besides showing its performance and comparing it to other techniques. Said method is relevant for the extraction of portions of selected information as it permits to combine conventional and real time ETL techniques.
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I. INTRODUCTION

One of the leading challenges for large corporations is to obtain and analyze large volumes of data coming from various sources [1], [2]. To create support structures for this exigency, different architectures are presented, having the data warehouse [3], [4] model as their main approach.

ETL tools are used to feed data to the data warehouse. These tools integrate data in three stages: extraction, which must be applied to various heterogeneous sources; transformation, used to guarantee standard, quality and reliable data; and the storage of data in a common final repository [5].

Even with all of today’s computational support, there is still a new challenge: perform the previously described task in the shortest possible time, so that offered data may be more precise and recent for decision making [6]. In this context the zero latency ETL [7] technique is applied, where its first step, the data extraction, can be based on triggers, snapshots, logs and materialized views [8].

This work presents the architecture of a zero latency extraction tool of information from a relational database, with a future application in a zero latency ETL tool. The chosen strategy to capture altered data is based on the use of triggers [9], since re-search in this field is not conclusive about its scalability and time overhead.

II. MOTIVATION

To obtain and analyze large volumes of data coming from various sources is not a trivial task as, normally, the data is heterogeneous both to logical and structural levels, and also because large corporations need to extract continually updated data for their major decision-making. In the scientific field, this is also a challenge as the tools already proposed are ineffective in this aspect due to the exigency that they only be applied in the periods in which data sources are not being used. This type of approach is described as an offline tool execution; the data warehouse will generally be out of date during the day as these tools are usually applied at night [10].

On the other hand, there is a zero latency extraction approach that differs from the offline extraction as it is active during the same period in which the source system is used. With this, there will be a concurrence in the use of computational resources. The extraction process should therefore be perfected so that its execution will not overload the source system.

Retail chains are a good example where zero latency integration is necessary. Sales information has a direct impact on stock management and products price, and the use of this information in real time can maximize profits and be a strategical benefit against other companies.
III. CONTRIBUTION

This work focuses on the data extraction step of the zero latency ETL process, while the transformation and storage steps are not addressed because they are outside of its scope. The contributions of this work are: a proposition of a triggers based structure for the capture and storage of altered data; a method to automatically generate these triggers code and a study about the scalability of the solution.

Firstly, it makes possible the extraction of only specific parts of the delta to combine online and offline extraction techniques, which balances the user needs and the system performance. Secondly, the proposed tool also eliminates the difficulty of coding large blocks of trigger creation scripts, once such codes are created automatically. Finally, it presents a detailed study about the scalability of the proposed solution, since both related works and commercial tool do not expose conclusive data about time overhead.

IV. RELATED WORK

Various works in the area of data extraction for ETL tools have been published, especially about the extraction of only altered data, also defined as “Change Data Capture” or CDC. With this method it is possible to obtain a significant performance gain due to a reduction of the mass of data to be worked [8].

In the [6] work is proposed a data load distribution technique that processes data using zero latency ETL techniques in parallel with conventional ETL, where the extraction is based on Oracle CDC capabilities. The [8] work presents a framework for the extraction of altered data using logs generated by its own Database Management System (DBMS) to minimize structure alterations in the database.

The [11] work uses data aggregation and joining techniques to determine any alterations that were done, which eliminates changes on database or system structures but necessitates high computational resources to obtain these alterations. The [9] work presents a test case of extraction based on triggers applied to drugs data warehouse, and the [12] work compares several data extraction techniques. However, scalability tests are not fully explored to demonstrate the applicability of the trigger technique.

As exposed, many works intend to prove the applicability of triggers in the extraction stage, although any of them provides significant data concerning automation or scalability.

V. ARCHITECTURE OF THE ZERO LATENCY EXTRACTION TOOL

In a zero latency ETL tool, the CDC step is added to the extraction, since it must also be constantly active, storing altered data, so that other steps can process only that information instead of all the information stored in the base. As this capture process happens paralleling the use of the system, it is called online extraction, represented in Fig. 1.

One of the problems of the zero latency ETL tools is the processing time as each step depends on previous steps. Therefore, if an extraction step takes a long time, the whole process is affected.

To perform this task, it is necessary to create a structure that is capable of automatically mapping the alterations made on the data stored in the source repositories, making it then possible to take the transformation and loading steps only for the mapped data. Furthermore, the structure must be able of efficiently mapping only those changes that are interesting to the data warehouse, as not all the alterations need to be integrated in the final repository.

The next items present the execution flow of the extraction structure in the data base, the format of the script generated by the tool together with the necessary treatment for composite primary keys, besides discussions about other uses of this structure.

A. Execution Flow along the Extraction Step

As from the moment that the script generated by the tool is executed on the database, all the structure that is needed to capture altered data is created. With this created structure, each command executed in one of the chosen tables will activate the following flow of actions within the DBMS:

- The SQL command of the user ends its execution;
- If the executed operation (insertion, edition or deletion) is one of the operations that must be reproduced in the data warehouse, a trigger is activated. Otherwise, the extraction does not happen;
- After a trigger is activated, a function referent to the table that is undergoing the operation is executed. This function stores the altered tuple information and concludes the extraction.

Only the tuples that need to be migrated to the data warehouse are captured and identified, so it will be possible to recover altered data in a more direct and precise manner than with the offline integration strategy. Another advantage of this structure is that both the SQL command of the user and the extraction operation are kept within the same transaction, therefore guaranteeing that there will be no loss of data in this step. Fig. 2 shows the flow of executions that happen during an online extraction step.
B. Format of the Script Generated by the Tool

The proposed structure works using the DBMS PostgreSQL. For the storage of altered data, a new instance in the target database containing a single table is created. In this table, called log table, are stored the identifiers of the altered tuples. Said table has six columns:

- **log id** – an integer type field, having a sequential number, that stores the execution order of the operations;
- **instance** – a text type field, stores the name of the instance whose tuple was altered;
- **table** – a text type field, stores the name of the table whose tuple was altered;
- **operation** – stores the type of operation that was executed: INSERT, UPDATE or DELETE;
- **pk column** – a text type field, stores the name of the column that was used as a unique identifier in the table whose tuple was altered;
- **tuple id** – value of the unique identifier of the altered tuple.

Besides this new instance and table, a trigger and an extraction function are created for each table to be monitored. The triggers are created together with the monitored table and are responsible for the correct summoning of the extraction functions which, in turn, are created in the new instance generated by the script and are responsible for registering data in the log table, showed in Table 1. In the following, the algorithm of the generated triggers is presented.

### Algorithm of the generated triggers

```sql
CREATE TRIGGER cdc_table ON db.table AS
DECLARE @OPER, @INST, @TAB, @PK, @ID
Select @TAB=table of altered tuple
Select @PK= primary key of @TAB
Select @INST= instance in which @TAB belongs
Begin
  IF(@OPER = DELETE)
    Select @ID= ID from tuple before deletion;
  ELSE
    Select @ID= ID from tuple after insertion or update;
  ENDIF
  Insert into log table @ID, @PK, @TAB, @INST, @OPER;
END;
```

The structure of the capture – new instance, new table and extraction functions – are kept separate from the tables and database original instances, with only the triggers created together with the target table. Since the log table stores the identifiers of altered tuples in a generic form, it is then possible to access each target table listed in the log table in order to obtain the altered data using the primary key listed.

C. Treatment of Composite Keys

Another problem encountered during the drafting of this work was the existence, in some of the tables, of composite primary keys. In the table created to store the identifier of altered tuples, only a single field should have been available for the storage of the primary key value. Therefore, the only practicable alternative was the alteration of the source table by means of the creation of a new integer auto-increment type column. With that, it was possible to obtain a unique identification for each one of the tuples using only one value. This new column uses the auto-increment type available in its own DBMS so that there is no impact on the source system. It is not necessary for this value to be passed on by the insertion commands as it is automatically calculated and, in the cases of alteration or removal, does not cause any interference.

D. Other Applications for the Structure

During the development of this work, other functions that could be added to the tool after some alterations were studied.

OLTP (On-Line Transaction Processing) systems constitute the base of information systems, and are used in the daily operations of most corporations. Once the structure is implemented in the database of these systems, it will capture and register the commands that were executed in the monitored tables of this database. In the same way, it is possible to also store in the logs table the identification of the user that executed each action, thus obtaining a log of user’s actions, quite common in this type of system.
Another benefit that can be explored from the central role of the structure is the use of the changed data to generate safety backups. In this way, it will not be necessary for all the information in the database to be in the backup, only the altered information as from the moment the last backup was generated. Should the database need to be restored, it will suffice to use the initial backup and simultaneously apply each one of the action backups until the desired point.

Lastly, the capture of altered data can also be used to feed asynchronous replication tools between databases, as this can be done in fairly short intervals of time.

VI. EXPERIMENTAL RESULTS

As the most accepted way to prove the efficiency of the extraction step is to measure the execution time of that task, tests were done to compare the execution time of the transactions between a database that did not possess the extraction structure and a repository where the structure was created.

The equipment used to run the tests was a microcomputer having an Intel Core2 Duo P8600 (2.4 Ghz) processor, a DDR2 4 gigabyte main memory on a 400 gigabyte hard disc, SATA standard, transfer rate of 3.0 Gbit/s and 5,400 rpm (rotations per minute). The equipment had Microsoft Windows Seven Ultimate system software, and the DBMS PostgreSQL 8.3. The tests were done in two stages.

In the first, a fictitious database containing a single table was used. Three operations were done in this table; the first operation only refers to the insertion of tuples; the second to the editing of those inserted tuples; and the third to exclude previously inserted tuples. Moreover, each operation was tested with different quantities of tuples, so it was possible to verify that the time spent on extraction had a linear behavior, that is, grew in proportion to the quantity of treated tuples. From these data, the linearity of the execution time for online capture was verified. Results are shown from Fig. 3 to 5.

In Fig. 6 the graph shows the quantity of tuples processed per millisecond when comparing the original database to the base modified to capture alterations, while Fig. 7 exhibits the mean percentage increase of tuples processing time for each command.

The second stage of the tests concentrated on the use of the tool on a real database, capturing data altered during the use of the system. All the commands – insertion, edition and deletion – were applied during test intervals. Again, execution times were obtained for determined quantities of commands, as can be seen in Fig 8.

In Fig. 9 the graph shows the percentage increase of processing time needed to process each quantity of tuples, and the average between the increases.
enabling the use of online and offline extraction techniques. The total overload time caused by this method will then be proportional to the portion of online captured data. Also, the use of triggers causes structural changes concerning only the database being monitored, and avoids overloads on other databases managed by the same DBMS.

In the case of using this structure for other purposes such as backups, data replication and maintenance of user’s actions, its use becomes more attractive since the tool increases the number of offered services without decreasing its performance. An ex-tension of the tool to other DBMSs, as for example Oracle or SQL Server, can be considered as a suggestion for future works. In the same way, the performance of the structure in these environments can also be studied.
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