Functional Parcellation of Memory Related Brain Networks by Spectral Clustering of EEG Data
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Abstract—In this study, we investigate the clustering information of alpha band brain networks during memory load task. For this purpose, short time memory task which includes memory load varieties is implemented to the subjects. To calculate mutual information, time and frequency information is both taken into consideration due to Cohen class time-frequency distribution (TFD) formulation. Cohen class based mutual information helps us to integrate adjacency matrices based on the similarity information of individual electrode pairs. In addition, essential frequency bins are selected from the TFD with respect to the default alpha frequency \((8 – 10Hz)\) intervals. Moreover, graph based spectral clustering algorithm is used to parcelate memory related circuits on the brain. From the calculated adjacency matrices, the N-cut algorithm is used for node wise clustering between nodes. After node wise clustering information, subject wise clustering is applied with respect to the similarities of node information over all subjects.

Keywords—EEG, Memory Load, Mutual Information, Normalized Cut, Working Memory

I. INTRODUCTION

HANS Berger was the first person to perform electroencephalographic scalp recordings and found an intermediary device, the human Electroencephalogram (EEG). The use of EEG moved into multidisciplinary areas such as Psychiatry and Neurology. The brain abnormalities such as epilepsy and structural lesions were some of the major fields in clinical applications [1]. The EEG signal and its oscillatory activity are strongly related with temporal modulation of information processing. Generally, oscillations of alpha (8-12 Hz) band of the EEG rhythm, the amplitude of the signal changes in the memory and cognitive based tasks [7], [6]. Thus, determining shorter time scale analysis of the EEG signal, information theoretic measures may provide enhanced results to observe memory related brain regions.

There is much evidence that, the brain deals with real time information from the rapid interactions between sensory channels and well specified brain regions [2]. The sophisticated architecture of brain networks can be observed with the help of spectral clustering algorithm to create the dynamic interactions between regions like clusters and the directions of information flow from one cluster to another.

Several strategies have been proposed for investigating the memory processing in the brain. Basar et al. suggested that the alpha band and its oscillatory components could be a bridge between the thalamus and the cortex, which was affected by the synchronized neural activity. Furthermore, Klimesh et al. came up with investigating memory related brain dynamics with respect to dynamic property of memory processing. Following their assumption that the memory processing is using the longitudinal pathways (feedback loops) linking the thalamic nuclei with the cortex [3], one of the most predominant rhythms (alpha \(8 – 12Hz\)) can be used to extract the memory information in these pathways. Additionally, doing frequency analysis, they found a significant difference in the alpha rhythm between subjects who had a bad and good memory performance. The relation between the alpha band and the memory related brain dynamics was investigated by using the amplitude analysis of the alpha signal sin terms of the overall power distribution of the signal and the shifts in the power. Furthermore, these shifts came with an event-related desynchronization (ERD) term which was first found by Pfurtscheller et al. The main idea of ERD relies on a percentage difference which can be determined as an increase or decrease in the band power during a test interval with respect to the reference interval. During retrieval period of the memory task, bad memory performers showed a lack of significant desynchronization in the lower alpha \((8 – 10Hz)\).

Some particular studies aimed to understand the structure of the brain circuitry during memory load. Jensen et al. used modified STM paradigm (Stenberg task) for this purpose. Moreover, their experiment design allowed them to separate the encoding, the retention and the recognition states of the memory processing. They found increased peak in the alpha oscillations due to an increased memory load. They assumed that power increase in the alpha oscillations reflected the synchronization across multiple brain regions to achieve active inhibition [4]. Fink et al. selected individual alpha frequencies (IAF: Lowerl 6-8 Hz, lower2 8-10Hz, upper alpha 10-12Hz) during various types of memory related experimental designs to compare the IAF with the default alpha frequency \((8 – 12Hz)\). The relation between the memory load and the memory related circuit demands in the brain was found as the ERD in the upper alpha band. It was observed as a decrease when the experiment became more complex and difficult. Another explanation is that, by the duration of the classical retention task and by the speed of the information processing task, the inter-correlation among ERD patterns in the upper alpha band becomes stronger. Furthermore, during the increased task demands, decreased ERD correlation between lower1 and upper alpha bands were observed. They stated that upper alpha band was reflected by the retention specific task demands. However, lower1 was generally related to the attention specific task demands [5]. To find out working memory related brain circuits Sauseng et al. [6] used an
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experimental design which investigated the differences between retention and manipulation organizations in the brain. They found a strong prefrontal alpha power increase and an occipital alpha suppression during visuaspatial information processing. Furthermore, in the memory scanning task, an alpha band specific event related synchronization (ERS) was observed during the retention interval of the memory load based experiment [7]. In other words, retention interval can be referred to as the time spent after certain encoded items were seen by the subject and kept by the encoded information in mind. In the experiment, they observed an increase in the alpha band power by the increased number of represented items.

Estimating the time delays between EEG electrodes, Shannon entropy based mutual information calculation (MI) was used by Moddemeijer et al [8]. In order to investigate both the time and the frequency components of an EEG signal by mutual information analysis, time-frequency distributions (TFD) are consistent measures. MI generally represents a measure of independence between random variables. Hence, to generate the statistical difference between signal pairs, individual TFDs and a joint TFD of a signal pair is adequate enough to calculate the time-frequency based MI [11], [12]. Lu et al. used the time-frequency cross MI analysis to inquire the functional connectivity in the alpha and in the beta bands [13].

Spectral clustering has manifest advantages among varieties of clustering methods due to its implementation ease, calculation efficiency and enhancement of traditional clustering algorithms such as k-means. Furthermore, the second eigenvector of the Laplacian matrix had an important role on bi-partitions of the graph [14]. Shi et al. referred to a normalized cut algorithm as an unbiased measure which allowed to establish a sub-group of a graph by minimizing normalized cut with maximizing the similarity within the cluster [15]. There are several fMRI studies which have observed the resting state network properties [16], [18], and brain tumor separation [17], by using the n-cut algorithm.

II. METHODS

A. Experiment Design

1) Participants: In this experiment, the EEG data was recorded over 17 (13 male, 5 female mean age of 23) healthy subjects. Experimental procedure was applied as voluntarily and participants signed an informed consent about their medical history in order to exclude those subjects who might have brain related disorders.

2) Task: The visuospatial short time memory task (Figure 1 A) was run in the ongoing experiment. The locations of one, three or five targets on 4 × 4 box model were shown to the subjects for 400 milliseconds. On each stimulus, one of three box combinations (one, three or five box) was represented.
randomly. Due to the box combination model, their positions had to be kept in memory for 2500 milliseconds and had to be compared via answer stimulus which was presented in gray color. A subject should respond to the answer stimulus whether the target box positions were stated as exactly the same as answer box positions. After 2,500 milliseconds of retention interval, if it was true, subjects had to answer with the right mouse button press or vice versa in 1000 milliseconds. To be able to preserve the event synchronization, the recording and the experiment computers were synchronized after each trial by using their clocks.

The segmentation period for this experiment was 4000 ms. Each segment started from 500ms after the probe (green) stimulus to 1000ms after the answer stimulus (gray). The significant time interval for each segment which was 2500 ms long between the probe and the answer, was used in analysis. Furthermore, the main reason for initializing longer time interval in segmentation was to secure the signal from fluttering in the filtering of preprocessing stages. Each answer, each reaction time, and the overall mean reaction time for each box model were calculated.

There were 100 stimuli for each box combinations and there were equal number of true and false probes. In total, 300 stimuli were represented during the experiment. Only correct answers were taken into consideration. The experimental design was made by the Psyctoolbox, Matlab software.

3) Data Acquisition and EEG Preprocessing: EEG recordings were done by 64 channel EGI HydroCel amplifier. Electrode impedances were stated as 50 Ω. The preprocessing configuration can be listed as; 0.1 Hz first order high pass filter, 100 Hz low pass filter, 50 Hz Notch filter, segmentation of correct segments, artifact detection tool, ocular artifact removal tool, bad channel replacement tool and file export tool. All of preprocessing routine was done with EGI Net Station software tools.

B. Information Theoretical Analysis on Time-Frequency Plane

To calculate both time and the frequency components of the EEG segments, Cohen class distributions were calculated. The main formula of Cohen’s class $C(t, f)$ can be expressed as;

$$C(t, f) = \left( \int \int \int \phi(\theta, \tau) s(u + \frac{\tau}{2}) s^*(u - \frac{\tau}{2}) e^{j(\theta u - \theta \tau - 2\pi f \tau)} du d\theta df \right)$$

The $s$ represents the signal and the $\phi(\theta, \tau)$ stands for the kernel function. Energy preservation is an important property of TDFs which can be satisfied when $\phi(\theta, 0) = \phi(\theta, \tau) = 1\forall \tau, \theta$. Then, the equation can be represented as;

$$\int \int C(t, f) df dt = \int |s(t)|^2 dt = \int |S(f)|^2 df$$

$$\int C(t, f) df = |s(t)|^2, \int C(t, f) dt = |S(f)|^2$$

The adaptation of entropy and other information theoretical measures can be expressed with the help of Equation 2 and Equation 3. PDFs and TFDs are different from each other that, TFDs are not always positive like PDFs. Before implementing the information theoretical measures, TFD has to be normalized by its energy distribution [11]. To separate the frequency interval of the signal, specified frequency bins which are directly related with default alpha band frequencies (8-12 Hz) are taken into consideration.

C. Mutual Information Calculation

For a brief approximation of one dimensional mutual information (MI) calculation, assume that two random variables $X$ and $Y$ have mutual information which can be expressed as;

$$I(X; Y) = \sum_x \sum_y p(x, y) \log \frac{p(x, y)}{p(x)p(y)}$$

The $p(x, y)$ is joint probability density function and, $p(x)$ and $p(y)$ are marginal PDFs of $X$ and $Y$. If $X$ and $Y$ are independent from each other, MI is determined as minimum and equal zero.

To calculate the Cohen class TFD with the help of Cohen class distribution, energy density functions are taken into account instead of PDFs. If we replace the marginal densities $p(x), p(y)$ with the individual energy densities $C_x(t, f), C_y(t, f)$ and the joint PDFs $p(x, y)$ with the joint energy distributions $C_{xy}(t, f)$, the MI equation can be referred to as;

$$I(C_x, C_y) = \int \int |C_{xy}(t, f)| \log \frac{|C_{xy}(t, f)|}{C_x(t, f)C_y(t, f)} dt df$$

Mutual information is calculated by the Equation 5 to generate adjacency matrices.

D. Subject-wise Clustering

N-cut clustering is an algorithm which computes an unbiased measure that allows to establish a sub-group of a graph by minimizing the normalized cut and maximizing the similarity within the cluster. In contrast to other graph clustering methods, it does not make strong assumptions on outliers which can be considered as an important advantage. From the EGI EEG amplifier default electrode locations, the red dotted electrodes are eliminated [Figure 1 B]. In other words, to increase the clustering significance, eye and ear electrodes are removed. N-cut clustering algorithm ([15] see Appendix A) is applied on each subject. The number of clusters is set to 4 in subject-wise analysis.

E. Group-wise Clustering

To implement group-wise analysis, an adjacency matrix of overall subjects is calculated due to the similar clustering information of each subject’s clusters. Furthermore, the procedure of N-cut clustering algorithm is repeated over the generated adjacency matrix. The clustering information is topologically plotted over modified electrode locations to investigate the comparison between different box models [Figure 2; 1a,2a,3a].
Fig. 2. Topological representation of alpha band (8 – 12 Hz) clusters, 1a, 2a, 3a are representing the clusters during the 1 box, 3 box and 5 box retention stimuli, 1a, 1b, 1c are representing the statistically significant nodes within clusters.

As same as subject-wise clustering analysis, four cluster based parcellation is taken into consideration.

In order to achieve statistically significant electrodes from group-wise clusters, bootstrap technique is employed [19]. A simulation database is generated by mimicking the subject-wise clusters to test the significance of group-wise clusters. Over 17 subject-wise clusters, 1000 pseudo subject-wise cluster combinations are generated. Pseudo combinations which can comprise repetitive sequences are randomly distributed. After the generation of simulation database, N-cut algorithm is employed over each combination to achieve 1000 group-wise clusters. Overall mean is determined from calculated group-wise clusters and significant nodes within clusters which are larger than %95 are selected [Figure 2; 1b, 2b, 3b].

III. RESULTS

A. Behavioral Results

The percentage of correct responses and the mean reaction time of all subjects were computed to compare the difference between 3 task conditions. There was no statistically significant difference in correct responses between 1 box (%94, 8 ± 4, 0) and 3 box model (%93, 13 ± 5, 3) (p = 0.054) and between 3 box and 5 box model (%92, 9 ± 4, 6) (p = 0.811). However, there was a significant difference between 1 box and 5 box model (p = 0.0030).

Directly proportional reaction time increase was observed by the number of represented boxes. The mean reaction time due to box models can be listed as follows; 1 box model 0, 50 ± 0, 07, 3 box model 0, 53 ± 0, 08, 5 box model 0, 55 ± 0, 08 seconds.

B. Experimental Results

In figure 2, modified electrode locations obtained by removing face and ear electrodes from default electrode locations are shown. Their clustering information, and the statistically significant electrode node locations within their clustering information are plotted over topographic maps. In figure 1a and 1b (1 box model), several prefrontal and left parietal electrodes are observed within two separate cluster groups due to a statistically significant map. In addition, there are slightly small occipital clusters which are generally grouped around the left and the right occipital region of the brain. In the 2a and 2b (3 box model), statistically significant electrodes were located over the left and the right parietal region and the number of the electrodes in occipital region were increased. However, in 3a and 3b (5 box model), statistically significant electrodes formed a larger cluster which could be observed as
a combination of the left parietal and the occipital region of the brain due to the increased memory load. Furthermore, various significant nodes and small group of clusters were located in left parietal and prefrontal regions.

IV. DISCUSSION AND CONCLUSIONS

In this study, we investigated the clustering information of memory related brain networks. There are several alpha band related studies with respect to the memory load and its reflection on the alpha band. Tuladhar et al. investigated that, a parametric increase in the alpha band activity over posterior brain areas were observed with the memory load [20]. Jensen and his colleagues assumed that there could be separate memory related sources which were located on the posterior and bilateral regions of the brain [4]. In addition, they inferred that the memory load activity in the separate brain regions could reflect the degree of synchronization across multiple brain regions involved. As shown in figure 2, modified electrode locations and their statistically significant nodes provide support for the previous studies. In other words, when the number of boxes increases, the size of clustered nodes which are projected on the occipital and bilateral regions increases. Furthermore, the left parietal and occipital clusters in 1, 3 and 5 box models, merged into a larger cluster which may indicate the increased memory load.

APPENDIX A

N-CUT CLUSTERING ALGORITHM

The size of the partition can be described as; $|A| = \text{the number of vertices in } A$

$$\text{vol}(A) = \sum_{i \in A} d_i$$  \hspace{1cm} (6)

Number of vertices is used to measure the size of partition A. On the other hand, $\text{vol}(A)$ measures the size in terms of summation over the weights of all edges which are attached to vertices in A.

N-cut algorithm can be described as;

$$\text{cut}(A, \bar{A}) = \sum_{i,j \in A \times \bar{A}} w(i,j)$$  \hspace{1cm} (7)

$$Ncut(A, \bar{A}) = \frac{\text{cut}(A, \bar{A})}{\text{vol}(A)} + \frac{\text{cut}(A, \bar{A})}{\text{vol}(\bar{A})}$$  \hspace{1cm} (8)

According to Shi and Malik, normalized spectral clustering algorithm can be listed as follows:

- The similarity matrix has to be generated and the number of $k$ clusters has to be indicated,
- With the help of weighted graph, $W$ adjacency matrix is calculated,
- The unnormalized Laplacian has to be computed $L = D - W$,
- Due to the number of $k$ clusters, eigenvectors have to be computed $u_1, ..., u_k$ with the help of generalized formula $Lu = \lambda Du$,
- The vector which consists of cluster points $(Y_i)_1, ..., n$ is clustered with the help of $k$-means algorithm [14].
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