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ABSTRACT

This paper presents a statistical behavior analysis of a sign-sign least mean square algorithm, which is obtained by clipping both the reference input signal and the estimation error, for adaptive filters with correlated Gaussian data. The study focuses on derivation of expressions for the first and second moment behaviors of the filter coefficient vector and analysis for the mean square error of the filter. The previous analysis of this type for the sign-sign algorithm is based on the assumption that the input sequence to the adaptive filter is independent, identically distributed Gaussian, but this restriction is removed in our analysis. Theoretical expressions derived are verified numerically through computer simulations for an example of system identification.

1. INTRODUCTION

The least mean square (LMS) adaptive filter algorithm [1] is very popular for its simplicity, but even simpler approaches are required for many real time applications. Replacing the input regressor vector and the estimation error components of the update term by their signs reduces computing time and dynamic range requirements by turning multiplications into bit shifts. Such a variant of the LMS adaptive filter is known as the sign-sign algorithm (SSA) which appears early in [2] as a suggestion of the applicability for use in channel equalization. The sign-sign algorithm has seen a resurgence of interest since its incorporation in a C-CITT standard [3] for adaptive differential pulse code modulation (ADPCM). There are some analysis results on the sign-sign algorithm [4], [5], [6], [7], [8], and the results except [6] are focused on the stability and the persistent excitation condition for the algorithm.

In this paper we analyze the expected behavior of the sign-sign algorithm for the finite impulse response adaptive filters with correlated Gaussian data. This paper has two main results. The first is the derivation and analysis of the dynamic equations describing the mean and the mean square behavior of the filter coefficients. As the second contribution, we derive the expressions for the mean square error of the filter and analyze the equations. From the analysis we find the relationship between the step size and the mean square error, which gives us a guideline for design of adaptive filters. The results, which are derived from the analysis, are verified numerically through computer simulations for an example of adaptive system identification.

Even though the expected behavior analysis of this type has been active for the LMS [9], [10], the signed-error algorithm [11] and the signed-regressor algorithm [12], there is only one result [6] on the sign-sign algorithm as far as we know. The analysis [6] assumed that the reference input should be independent, identically distributed (i.i.d.). But the i.i.d. condition for the input data is removed in our analysis.

2. CONVERGENCE ANALYSIS

The sign-sign LMS algorithm [2] is given by

\[
H(n + 1) = H(n) + \mu \text{sgn}(X(n)) \text{sgn}(e(n)),
\]

\[
e(n) = d(n) - H(n)^T X(n),
\]

where \(H(n) \in \mathcal{R}^N\) is the filter coefficient vector at time \(n\), \(X(n) \in \mathcal{R}^N\) is the regressor vector composed of the reference input samples \(x(n)\), \(d(n)\) is the primary input signal or the desired response of the filter, \((\cdot)^T\) means the transpose of \((\cdot)\), \(e(n)\) is the estimation error, \(\mu\) is the step size, and \(\text{sgn}\{(\cdot)\}\) means the signum function. The desired response \(d(n)\) can be decomposed into the information correlated with the reference input \(X(n)\) and the uncorrelated noise as

\[
d(n) = H_{\text{opt}}^T X(n) + e_{\text{min}}(n),
\]

where \(H_{\text{opt}} \in \mathcal{R}^N\) is the optimal coefficient vector or the Wiener solution, and \(e_{\text{min}}(n)\) is the uncorrelated
noise or the residual error of the Wiener filter. We assume that \( \epsilon_{\text{min}}(n) \) is a Gaussian noise with zero mean and finite variance. Using (3) to (2) produces an expression for the estimation error written by

\[
e(n) = \epsilon_{\text{min}}(n) - V^T(n)X(n),
\]

where \( V(n) \in \mathcal{R}^N \) is the coefficient error vector defined by \( V(n) = H(n) - H_{\text{opt}} \).

For the convergence analysis, we will assume that \( d(n) \) and \( x(n) \) are jointly Gaussian, zero mean, stationary signals. As in many convergence analyses of this type [9], [10], [12], [11], we will also assume that the input pairs \( \{X(n), d(n)\} \) are mutually uncorrelated for different values of \( n \), which is known as the independence assumption. Note that the assumption does not restrict the nature of the autocorrelation matrix of the input regressor vector \( X(n) \).

We can rewrite the sign-sign algorithm (1) by using the filter coefficient error vector \( V(n) \) as follows:

\[
V(n+1) = V(n) + \mu \text{sgn}\{X(n)\} \text{sgn}\{e(n)\}.
\]  

(5)

Expectation of both sides of (5) gives us

\[
E[V(n+1)] = E[V(n)] + \mu \frac{E[\text{sgn}\{X(n)\} \text{sgn}\{e(n)\}]}{\text{A}}
\]

(6)

where \( E[\cdot] \) is an expectation operator. Under the independence assumption we can write A as

\[
A = E\left[\frac{E[\text{sgn}\{X(n)\} \text{sgn}\{e(n)\}]}{V(n)}\right]
\]

(7)

The ith component of B can be evaluated based on the Price theorem [13] as

\[
B_i = \frac{2}{\pi} \sin^{-1}(\delta_i),
\]

(8)

where \( \delta_i \) is a correlation coefficient defined by

\[
\delta_i = \frac{E[\sigma(n-i+1) e(n)|V(n)]}{\sigma_x \sigma_{\epsilon V}(n)} = \frac{\tau_i^T V(n)}{\sigma_x \sigma_{\epsilon V}(n)}.
\]

(9)

In (5), \( \sin^{-1}(\cdot) \) is the arcsine function, \( \sigma_x \) is a standard deviation of \( x(n) \), \( \sigma_{\epsilon V}(n) \) is the standard deviation of the estimation error conditioned by the coefficient error vector and \( \tau_i \in \mathcal{R}^N \) is the ith column vector of the input autocorrelation matrix \( R_{xx} = E[X(n)X^T(n)] \in \mathcal{R}^{N \times N} \). The absolute value of \( \delta_i \) is less than or equal to 1 when the estimation error has finite variance. Now let us consider an approximation of (8) as

\[
B_i \approx -\frac{2}{\pi} \frac{1}{\sigma_x \sigma_{\epsilon V}(n)} \tau_i^T V(n),
\]

(10)

where \( |\delta_i| \ll 1 \) is assumed. Even though the assumption is valid strictly when the algorithm converges to the vicinity of the Wiener solution under the small step size condition, it produces a reasonable approximation in the transient phase. We will confirm the validity and usefulness of the approximation indirectly through computer simulations later. Since it is known in [11] that an approximation, \( \sigma_{\epsilon V}(n) \approx \sigma_x(n) \), is valid and useful under the small step size condition, (7) can be expressed as

\[
A \approx -\frac{2}{\pi} \frac{1}{\sigma_x \sigma_{\epsilon V}(n)} R_{xx} E[V(n)].
\]

(11)

Inserting (11) into (6) produces an expression for the mean behavior of the filter coefficient error vector as follows:

\[
E[V(n+1)] = \left(I - \frac{2}{\pi} \frac{\mu}{\sigma_x \sigma_{\epsilon V}(n)} R_{xx}\right) E[V(n)].
\]

(12)

Remark 1: When the reference input is i.i.d., the expression (12) is exactly matched with the Duttweiler's result [6] given by

\[
E[V(n+1)] = \left(1 - \frac{2}{\pi} \frac{\mu}{\sigma_x \sigma_{\epsilon V}(n)}\right) E[V(n)].
\]

(13)

We can also evaluate a propagation equation for the autocorrelation matrix of \( V(n) \) by using (5) and its transpose as follows:

\[
K(n+1) = K(n) - \frac{2}{\pi} \frac{\mu}{\sigma_x \sigma_{\epsilon V}(n)} \{R_{xx} K(n)
\]

\[
+ K(n) R_{xx}\} + \frac{2}{\pi} \mu^2 P_{xx},
\]

(14)

where \( K(n) \in \mathcal{R}^{N \times N} \) is an autocorrelation matrix of \( V(n) \) and \( P_{xx} \in \mathcal{R}^{N \times N} \) is a symmetric matrix composed of its components

\[
P_{xx}(i,j) = \sin^{-1}\left\{\frac{R_{xx}(i,j)}{\sigma_x^2}\right\}.
\]

(15)

Remark 2: Under the i.i.d. input condition, Duttweiler [6] derived an expression corresponding to (14) as

\[
K(n+1) = \left(1 - \frac{2}{\pi} \frac{\mu}{\sigma_x \sigma_{\epsilon V}(n)}\right)^2 K(n) + \mu^2 I.
\]

(16)

But (16) has a superfluous term compared with that reduced from (14) for the i.i.d. input data.

An orthonormal matrix \( Q \in \mathcal{R}^{N \times N} \), composed of the normalized orthogonal eigenvectors of \( R_{xx} \), is able to diagonalize the matrix \( R_{xx} \) as

\[
Q^T R_{xx} Q = \Lambda = \text{diag}\{\lambda_1, \lambda_2, \ldots, \lambda_N\},
\]

(17)
where $\lambda_i$ is the $i$th eigenvalue of $R_{xx}$ and $\text{diag}\{\cdots\}$ means the diagonal matrix composed of $\{\cdots\}$. By using $Q$, (14) can be transformed as follows:

$$K'(n+1) = K'(n) - \frac{2}{\pi} \frac{\mu}{\sigma_x\sigma_e(n)} \left\{ \Lambda K'(n) + K'(n)\Lambda \right\} \frac{2}{\pi} \mu^2 P'_{xx},$$

(18)

where $K'(n)$ and $P'_{xx}$ are defined by $K'(n) = Q^T K(n)Q$ and $P'_{xx} = Q^T P_{xx}Q$, respectively.

From the definition of the estimation error (4), the mean square error (MSE) can be expressed as

$$\xi(n) = \xi_{\text{min}} + \text{tr}\{K(n)R_{xx}\},$$

(19)

where $\xi_{\text{min}}$ is the minimum MSE due to the uncorrelated noise $\varepsilon_{\text{min}}(n)$ and the second term is the excess MSE which will be written by $\xi_{\text{ex}}(n) = \text{tr}\{K(n)R_{xx}\}$ later. A similarity transformation by $Q$ gives us an expression for the excess MSE as

$$\xi_{\text{ex}}(n) = \text{tr}\{K'(n)\Lambda\} = \Lambda^T k'(n),$$

(20)

where $\Lambda \in \mathbb{R}^N$ and $k'(n) \in \mathbb{R}^N$ are composed of the diagonal elements of $\Lambda$ and $K'(n)$, respectively.

If $K'(n)$ converges, then so does the mean square error since the stability of (20) is governed by the convergence of $k'(n)$. It is interesting to find an expression for the steady-state mean square error. Getting a steady-state form of (18) as $n \to \infty$ and summing the equations from $i = 1$ to $N$, we can get

$$\xi_{\text{ex}}(\infty) = \frac{1}{2} \mu \sigma_x \sigma_e(\infty) \text{tr}\{P'_{xx}\}.$$  

(21)

Using the relation $\text{tr}\{P'_{xx}\} = \text{tr}\{P_{xx}\} = \pi N/2$ for (21) produces

$$\xi_{\text{ex}}(\infty) = \frac{\pi}{4} \mu \sigma_x \sigma_e(\infty) N.$$  

(22)

Expression (22) is a second order equation of the excess MSE written by

$$\xi_{\text{ex}}^2(\infty) - \beta^2 \xi_{\text{ex}}(\infty) = 0,$$

(23)

where $\beta$ is defined by

$$\beta = \frac{\pi}{4} \mu \sigma_x N.$$  

(24)

Therefore, the excess MSE is given by

$$\xi_{\text{ex}}(\infty) = \beta \left[ \frac{1}{2} \beta + \left\{ \frac{\beta^2}{4} + \xi_{\text{min}} \right\}^{1/2} \right].$$

(25)

3. COMPUTER SIMULATIONS

For verifying the expressions derived above, we will employ a system identification example. In this example we choose the eigenvalue spread ratio of the input autocorrelation matrix $R_{xx}$ to be fairly large, approximately 673, so that the independence assumption is seriously violated. We, in this tough condition, will verify the theoretical results derived under the independence assumption.

The reference input $x(n)$ to the unknown system is given by a fourth-order autoregressive signal,

$$x(n) = 1.79 x(n-1) - 1.9425 x(n-2) + 1.27 x(n-3) - 0.5 x(n-4) + \zeta(n),$$

(26)

where $\zeta(n)$ is a zero mean white Gaussian random variable with variance such that variance of $x(n)$ is 1. The primary input $d(n)$ is generated from the finite impulse response system with the reference input $x(n)$, the coefficients

$$H_{opt} = [0.1 \ 0.3 \ 0.5 \ 0.7 \ 0.9 \ 1.0 \ 0.7 \ 0.5 \ 0.3 \ 0.1]^T$$

(27)

and an additive noise, a white Gaussian with zero mean and variance 0.01. The adaptive filter has also the number of taps same with that of the optimal weights (27).

The simulated and theoretical results for the mean square error are depicted on Fig. 1, where the theoretical curve is calculated directly from (14), (19) and the empirical curve is Monte Carlo simulation results which are ensemble averages of 100 independent runs using 10000 data samples each. We can see in Fig. 1 that the theoretical equation derived is predicting closely the empirical behaviors even though the independence assumption is seriously violated.

Table I shows the excess mean square error and misadjustment, where the theoretical values are evaluated by (19) and the simulated ones are the time average from 5001th to 10000th data of the empirical curve in Fig. 1.

<table>
<thead>
<tr>
<th>Theory, eq. (25)</th>
<th>Excess MSE</th>
<th>Misadjustment</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.000e-3</td>
<td>10.00 %</td>
<td></td>
</tr>
<tr>
<td>Simulation</td>
<td>1.020e-3</td>
<td>10.20 %</td>
</tr>
</tbody>
</table>

Table I

STEADY-STATE MEAN SQUARE ERROR IN STATIONARY ENVIRONMENTS OF IDENTIFICATION EXAMPLE
4. CONCLUSIONS

We derived and analyzed expressions describing the mean and the mean square behaviors of the sign-sign LMS algorithm for adaptive filters with correlated Gaussian input data.

In this study we get the following expressions and properties on the sign-sign algorithm: The mean behavior of the filter coefficients is expressed as a state equation, where the state vector is defined by the mean of the filter coefficient error vector; For the second moment behavior of the filter coefficients, we derived a propagation equation for the autocorrelation matrix of the coefficient error vector; The expression for the mean square error will give us useful guidelines for design and analysis of adaptive filter systems.

The expressions and properties produced from the analysis were verified numerically through computer simulations for a system identification example, and also the usefulness and validity of the assumptions employed for the analysis were confirmed through the simulations.
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