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Abstract—This paper addresses the prediction of error floors of low-density parity-check (LDPC) codes transmitted over the additive white Gaussian noise (AWGN) channel. Using a linear state-space model to estimate the behavior of the sum-product algorithm (SPA) decoder in the vicinity of trapping sets (TSs), we study the performance of the SPA decoder in the log-likelihood ratio (LLR) domain as a function of the LLR saturation level. When applied to several widely studied codes, the model accurately predicts a significant decrease in the error floor as the saturation level is allowed to increase. For nonsaturating decoders, however, we find that the state-space model breaks down after a small number of iterations due to the strong correlation of LLR messages. We then revisit Richardson’s importance-sampling methodology for estimating error floors due to TSs when those floors are too low for Monte Carlo simulation. We propose modifications that account for the behavior of a nonsaturating decoder and present the resulting error floor estimates for the Margulis code. These estimates are much lower, significantly steeper, and more sensitive to iteration count than those previously reported.
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I. INTRODUCTION

A very important class of modern codes, the class of low-density parity-check (LDPC) codes, was first published by Gallager in 1962 [1], [2]. LDPC codes are linear block codes described by a sparse parity-check matrix. Decoding algorithms for LDPC codes are generally iterative. The renaissance of interest in these codes began with work by MacKay and Neal [3] and Wiberg et al. [4], [5] in the late 1990s. Progress has been rapid, with information-theoretic channel capacity essentially reached for some channel models. Additionally, standardization has been completed for commercial applications of LDPC codes, e.g., DVB-S2 for video broadcast via satellite and IEEE 802.3an for 10 Gbit/s Ethernet.
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As a function of channel quality, the error rate performance of an LDPC code under iterative decoding is typically divided into two regions. The first region, called the waterfall region, occurs at poorer channel quality, close to the decoding threshold, and is characterized by a rapid drop in error rate as channel quality improves. The second region, called the error floor region, is the focus of the present paper. The error floor appears at higher channel quality and is characterized by a more gradual decrease in error rate as channel quality improves. For message-passing iterative decoders operating on a Tanner graph representing the code, the error floor is largely attributed to the effect of small structures, often referred to as trapping sets (TSs), within the Tanner graph. The understanding of the LDPC code error floor has progressed significantly during the past 15 years, but a number of important challenges, such as the accurate prediction of the error floor for an arbitrary LDPC code, remain.

For the binary erasure channel (BEC), it is well known that graphical structures, known as stopping sets, limit the performance of message-passing iterative decoders as channel conditions improve [6]. These sets have a simple combinatorial description and can be enumerated to accurately predict the observed error floors.

For other memoryless channels, the cause of error floors is less well understood, and there is no simple method for predicting the channel quality and error-rate level of their onset. This situation has slowed the adoption of LDPC codes in certain applications, such as magnetic recording. In other examples, such as the DVB-S2 standard, an additional layer of coding has been used to ensure a low error floor.

For Margulis-type codes, MacKay and Postol found that the error floors observed when transmitting over the additive white Gaussian noise (AWGN) channel with sum-product algorithm (SPA) decoding were associated with substructures in the Tanner graph that they called near-codewords [7]. Shortly thereafter, Richardson wrote a seminal paper on the error floors of memoryless channels [8]. For a specified decoder operating on a Tanner graph, he used the term trapping sets (TSs) to denote the sets of variable nodes responsible for decoding failures in the error floor region. Both near-codewords and TSs are characterized by a pair of parameters, $(a,b)$, associated with their corresponding subgraphs, where $a$ is the number of variable nodes and $b$ is the number of odd-degree check nodes. The $(a,b)$ parameters of error-floor-causing structures are typically small.

For the binary symmetric channel (BSC), Nguyen et al. [9] presented LDPC code construction techniques to avoid the most harmful TSs they identified in codes with variable-
node degree $d_v = 3$. Further work on TSs includes algorithms to enumerate the occurrence of small TSs in specific codes [10]–[14] and the characterization of TS parameters in random ensembles of LDPC codes [15], [16]. Dolecek et al. used hardware-oriented SPA decoders to study very low error floors and discovered an elegant combinatorial description for the TSs dominating the performance in the error floor region, which they called absorbing sets [17].

Several other papers have proposed techniques to combat error floors. With respect to these, we note that [18] slows decoder convergence using averaged decoding, [19] selectively biases the messages from check nodes, [20] employs informed scheduling of nodes for updating, [21] adds check equations to the parity-check matrix, and [22] replaces traditional SPA with a “difference-map” message-passing algorithm. With similar objectives, [23] examined several techniques, including a bi-mode decoder which adds the steps of erasing suspect symbols followed by erasure correction, a bit-pinning decoder which utilizes an outer algebraic code, and several generalized-LDPC decoders. Several authors found empirically that increasing the computational resources available.

In [8], Richardson emphasized error-floor analysis techniques for the AWGN channel. He detailed a methodology—a variant of importance sampling—to estimate a TS’s impact on the error rate. His technique was shown to be accurate at predicting the error floors when the TSs were known. Roughly speaking, error floors can be measured down to frame error rates of about $10^{-8}$ in Monte Carlo computer simulation and about $10^{-10}$ in hardware simulation, depending on code complexity and the computational resources available. Richardson’s method allows us to reach orders of magnitude lower in characterizing the error floor.

Following the pioneering work of Richardson, several authors have proposed analytical techniques to predict error floors for the AWGN channel. In his Ph.D. thesis [28], Sun developed a model of elementary TS behavior based on a linear state-space model of decoder dynamics on the TS, using density evolution (DE) to approximate decoder behavior outside of the TS [28], [29]. This work has gained little attention, even though it reaches a conclusion contrary to the prevailing view. Specifically, Sun’s model shows no error floor for elementary TSs (excluding codewords) in regular, infinite-length LDPC codes if the variable-degree of the code is at least three and the magnitude of the decoder’s LLRs are allowed to grow very large. Sun is able to make similar claims for irregular LDPC codes under certain conditions. In these cases, Sun shows that the graph outside of the TS will eventually correct the TS errors; in his example, using a $(3, 1)$ TS, this correction became likely at a mean magnitude of LLRs of about $10^{10}$ after about 40 iterations.

Independently from Sun, Schlegel and Zhang [11] developed an improved state-space model that incorporated time-variant gains and channel errors from outside of the specified TS. They applied the model to the dominant $(8, 8)$ TS of the IEEE 802.3an code, and then compared the analytically predicted error floors to those found by FPGA-based simulation and importance sampling. Their results indicated that errors external to the TS have very little impact and that the error floor can be predicted quite accurately.

Brevik and O’Sullivan developed a new mathematical description of decoder convergence on elementary TSs using a model of the probability-domain SPA decoder [30]. While considering just the channel inputs, their model finds regions of convergence to the correct codeword, regions of convergence to the TS, and regions of non-convergence typified by an oscillatory behavior. Finally, we note that Xiao et al. [31] have developed a technique to estimate the error floor of quantized soft-decision decoders and applied it successfully to a variety of codes over the binary-input AWGN channel.

In this paper, we investigate the effect of LLR saturation upon the error floors of LDPC codes with SPA decoding over the AWGN channel. The original motivation for this study was the observation that simulated error floors can be lowered quite dramatically, sometimes by several orders of magnitude, when care is taken to implement the SPA decoder in such a way that LLR saturation is avoided. (Recent independent work by Zhang and Schlegel confirms this observation [32].)

Fig. 1 illustrates the improvement in performance that nonsaturating decoders can provide. The curves represent the frame error rate (FER) reported in [7] for the $(2640, 1320)$ Margulis code and the corresponding results obtained from our simulation of a nonsaturating SPA decoder. The error floor found in [7] starts at an FER of about $10^{-6}$ with an $E_b/N_0$ of 2.4 dB. The dominant errors corresponded to near-codewords. (It should be noted that others have reported even higher error floors for this code, with an FER of $10^{-6}$ appearing at an $E_b/N_0$ of 2.8 dB in [8], [23].) Our simulation, on the other hand, shows no evidence of an error floor. The lowest simulated point at an FER of $1.8 \times 10^{-8}$ represents 154 error events observed in 8600 hours of floating-point simulation, with a maximum of 200 iterations per decoded frame. Just one of the error events was a $(14, 4)$ near-codeword, one of two structures identified in previous studies as the dominant causes of errors in the error floor region. Thus, we see very little indication that an error floor is developing, suggesting that any error floor would manifest itself only at a substantially lower FER.

Our investigation relies upon a linear state-space model of
SPA decoder behavior on elementary TSs. This model, which is an extension of the models introduced in Sun [28], [29] and Schlegel and Zhang [11], is used to study the effect of LLR saturation on the error floors of binary LDPC codes with fixed variable-node degree over the AWGN channel. The dynamics of the model shed light on the empirically observed error floor properties described above. More specifically, we compare analytically predicted error performance to the results of Monte Carlo computer simulation for four specific LDPC codes, and we find that the model estimates the error floor quite accurately for three of the four codes.

On the other hand, we show that the linear state-space model does not accurately reflect the error-rate performance of a nonsaturating SPA decoder in the case of a finite-length code. In particular, we observe that, after several iterations, the LLR distributions used by the model diverge from those found in simulation due to strongly correlated LLRs with large variances at unsatisfied check nodes. We surmise that, in contrast, the model performs fairly well for saturating decoders because LLR saturation drives the LLR variances at unsatisfied check nodes to zero before reaching the point in the iterative decoding where the LLR correlations become very significant.

As an alternative to the linear system approach, we propose a methodology for estimating the error floor of a nonsaturating SPA decoder using a variation on Richardson’s importance-sampling technique. When applied to the Margulis code, the methodology yields error floor estimates that are much lower, significantly steeper, and more sensitive to iteration count than those previously reported.

Section II introduces the general terminology related to graphs, SPA decoders, and TSs. In particular, we propose an implementation of the SPA decoding algorithm that avoids message saturation without suffering from numerical overflow problems, which we use to provide our performance benchmarks. Section III develops the state-space model of decoder dynamics on a TS that we will be using for the analytical results of this paper. It also develops approximations to the dominant eigenvalue required to characterize the system, using connections to graph theory. Section IV develops the probability that the state-space model fails to converge to the correct decoding solution and the related error-rate estimates for the error floor. Section V demonstrates the accuracy of the state-space model’s predictions of saturated decoder performance by comparing them to simulation results for four LDPC codes. Section VI discusses the use of the Gaussian approximation for DE to model the unsatisfied-check LLR values to determine error floor bounds of nonsaturating decoders. Section VII applies a modified version of Richardson’s technique to estimate the error floor of a nonsaturating SPA decoder. Finally, in Section VIII we draw our conclusions.

Appendix A presents a numerical survey of the model parameters for several large classes of potential absorbing sets. Appendix B develops a special case in support of the state-space model, while Appendix C extends the model’s applicability.

II. PRELIMINARIES

This section provides the background material necessary to present the main results. We assume that the reader is familiar with linear algebra, including the fundamental results of Perron–Frobenius theory of nonnegative matrices [33]–[36]. Section II–A presents terminology from graph theory and bounds on the spectral radii of multigraphs and digraphs. In Section II–B we introduce LDPC codes, the AWGN channel, and SPA decoding. Section II–C describes the LLR saturation issues commonly encountered in SPA decoding. The final subsection defines TSs and absorbing sets. Note that, throughout the paper, we present vectors as column vectors.

A. General Graph Theory

An undirected graph $G = (V, E)$ consists of a finite set of vertices $V$ and a finite collection of edges $E$. Each edge is an unordered pair of vertices $\{v_i, v_j\}$ such that the edge joins vertices $v_i$ and $v_j$. Given the edge $\{v_i, v_j\}$, we say that vertex $v_i$ and vertex $v_j$ are neighbors. We use $N(v_i)$ to denote the set of vertices which are the neighbors of vertex $v_i$. A vertex and an edge are incident with one another if the vertex is contained in the edge description.

A self-loop is an edge joining a vertex to itself. Parallel edges are multiple inclusions of an edge in the edge collection. We do not give further consideration to graphs with self-loops.

Loopless graphs are commonly known as multigraphs, which may contain parallel edges.

The order of a graph is the number of vertices and the size is the number of edges. The degree $d(v_i)$ of vertex $v_i$ is the number of edges incident with $v_i$. A regular graph is a graph whose vertices are all of equal degree.

In an undirected graph $G$, a walk between two vertices is an alternating sequence of incident vertices and edges. The vertices and edges in a walk need not be distinct. The number of edges in a walk is its length. The vertices $v_i$ and $v_j$ are said to be connected if the graph contains a walk of any length from $v_i$ to $v_j$, noting that every vertex is considered connected to itself. A graph is said to be connected if every pair of vertices is connected, otherwise the graph is said to be disconnected.

The vertices of a disconnected graph may be partitioned into connected components.

An edge is called unique if it appears only once in the edge collection of the graph. A walk that backtrack is a walk in which a unique edge appears twice or more in a row in the walk.

A closed walk is a walk that begins and ends on the same vertex. A cycle is a closed walk of length at least two with no repeated edges or vertices (except the initial and final vertex). The girth of a graph with cycles is the length of its shortest cycle. If every vertex in a multigraph has at least degree two, then the graph contains one or more cycles.

A leaf is a vertex of degree one. A tree is a connected graph without cycles. Trees with at least two vertices have leaves. We call an undirected graph leafless if it does not contain leaves.

We will say that two graphs are identical if they have equal vertex sets and equal edge collections. Two graphs are said to...
be isomorphic if there exists between their vertex sets a one-to-one correspondence having the property that whenever two vertices are joined by \( k \) edges in one graph, the corresponding two vertices are joined by \( k \) edges in the other graph. This correspondence relationship is called an isomorphism. The isomorphism is a relabeling of the vertices that preserves the graph’s structure.

The adjacency matrix \( A(G) \) of any multigraph \( G \) of order \( n \) is the \( n \times n \) symmetric matrix whose \((i,j)\) entry indicates the number of edges joining \( v_i \) and \( v_j \) in \( G \). The number of walks of length \( p \) between vertices \( v_i \) and \( v_j \), in the graph \( G \), is the \((i,j)\) entry of \( A(G)^p \). Two graphs, \( G_1 \) and \( G_2 \), are isomorphic if and only if \( A(G_1) \) is a symmetric permutation of \( A(G_2) \), i.e., \( A(G_1) = P \cdot A(G_2) \cdot P^T \), for some permutation matrix \( P \). \[34\], \[37\].

The incidence matrix \( N(G) \) of any multigraph \( G \) of order \( n \) and size \( m \) is the \( n \times m \) \((0,1)\)-matrix whose \((i,j)\) entry is 1 if and only if the \( j \)-th vertex is incident with the \( j \)-th edge of \( G \). It then follows that the multigraph’s adjacency matrix may be expressed as

\[
A(G) = N(G) \cdot N(G)^T - D_G, \tag{1}
\]

where \( D_G = \text{diag}(d(v_1), d(v_2), \ldots, d(v_n)) \).

A bipartite graph \( B = (V,C,E) \) is a special case of an undirected graph in which the graph’s vertices may be partitioned into two disjoint sets \( V \) and \( C \). Each edge \( e \in E \) of a bipartite graph joins a vertex from \( V \) to a vertex from \( C \).

The line graph \( L(G) \) of a multigraph \( G = (V,E) \) is the graph whose vertices are the edges of \( G \). Two vertices of \( L(G) \) are neighbors if and only if their corresponding edges in \( G \) have a vertex (or two) in common. In fact, two parallel edges connect vertices in \( L(G) \) if and only if their corresponding edges in \( G \) are parallel. For the line graph \( L(G) \), we find

\[
A(L(G)) = N(G)^T N(G) - 2 \cdot I \quad \text{and} \quad \text{size}(L(G)) = \frac{1}{2} \sum_{v_i \in V} d(v_i)(d(v_i) - 1). \tag{2}
\]

The spectral radius \( \rho(G) \) of a multigraph \( G = (V,E) \) is defined to be the spectral radius \( \rho \) of the matrix \( A(G) \), and it is bounded by

\[
\frac{1}{\left| V \right|} \sum_{v_i \in V} d(v_i) \leq \rho(G) \leq \max_{v_i \in V} d(v_i). \tag{3}
\]

Note that \( d(v_i) \) is just the \( i \)-th row (or column) sum of \( A(G) \). Since the matrix \( A(G) \) is symmetric, the lower bound follows by applying the Rayleigh quotient to \( A(G) \) with an all-one vector \[33\], pp. 176–181]. The upper bound, which follows from the fact that the matrix \( A(G) \) is nonnegative, is due to Frobenius \[33\], p. 492]. The lower bound holds with equality if and only if the all-one vector is an eigenvector of \( A(G) \) corresponding to the eigenvalue \( \rho(G) \). If \( G \) is connected, then the upper bound holds with equality if and only if \( G \) is regular. When \( G \) is connected these conditions are equivalent.

A directed graph or digraph \( D = (Z, A) \) consists of a set of vertices \( Z \) and a collection of directed edges or arcs \( A \). Each arc is an ordered pair of vertices \((z_i, z_j)\) such that the arc is directed from vertex \( z_i \) to vertex \( z_j \). For arc \((z_i, z_j)\), we call the first vertex \( z_i \) its initial vertex and the second vertex \( z_j \) its terminal vertex. We will focus on simple digraphs which exclude self-loops and parallel arcs.

In a digraph \( D \), a directed walk is an alternating sequence of vertices and arcs from \( z_i \) to \( z_j \) in \( D \) such that every arc \( a_k \) in the sequence is preceded by its initial vertex and is followed by its terminal vertex. A digraph \( D \) is said to be strongly connected if for any ordered pair of distinct vertices \( z_i \) and \( z_j \) there is a directed walk in \( D \) from \( z_i \) to \( z_j \). For example, the digraph in Fig. 14 is strongly connected.

The adjacency matrix \( A(D) \) of any simple digraph \( D \) is the \((0,1)\)-matrix whose \((i,j)\) entry is 1 if and only if \((z_i, z_j)\) is an arc of \( D \).

The outdegree \( d^+(z_i) \) of vertex \( z_i \) is the number of arcs in digraph \( D \) with initial vertex \( z_i \). Likewise, the indegree \( d^-(z_i) \) of vertex \( z_i \) is the number of arcs with terminal vertex \( z_i \). For the digraph \( D = (Z, A) \), we note that size \( (D) = \sum_{z_i \in Z} d^+(z_i) \). A regular digraph is a digraph whose vertices are all of equal indegree and outdegree. The spectral radius \( \rho(D) \) of a digraph \( D \) is defined to be \( \rho(A(D)) \), and it is bounded in the following lemma.

**Lemma 1.** Let the \( i \)-th vertex \( z_i \) of digraph \( D = (Z, A) \) have outdegree \( d^+(z_i) \). Then the spectral radius \( \rho(D) \) of \( D \) is bounded above and below by

\[
\min_{z_i \in Z} d^+(z_i) \leq \rho(D) \leq \max_{z_i \in Z} d^+(z_i). \tag{4}
\]

If \( D \) is strongly connected, then the inequalities are strict unless the digraph has regular outdegree. Analogous statements hold for the indegrees.

**Proof:** This follows from the classic bounds of Frobenius by merely noting the equivalence between the outdegrees of a digraph and the row-sums of the associated adjacency matrix. See \[33\], p. 492] and \[35\], pp. 8 and 22].

The interested reader is referred to \[36\]–\[39\] for a more complete treatment of the subject. Our use of graph theory has parallels to \[30\].

**B. LDPC Codes, the AWGN Channel, and SPA Decoding**

An LDPC code \( C \) is defined by the null space of a parity-check matrix \( H \), whose entries are elements of a particular field. The column vector \( c \) is a codeword of \( C \), if \( c \) satisfies \( Hc = 0 \). A given code can be described by many different parity-check matrices.

A matrix \( H \) over \( \mathbb{F}_2 \) describes a bipartite graph \( B = (V,C,E) \), called the Tanner graph of \( H \), in which the vertices are known as variable nodes \( V \) and check nodes \( C \). Tanner graphs of binary codes do not have parallel edges and bipartite graphs cannot have self-loops. The adjacency matrix \( A(B) \) of the Tanner graph \( B \) is

\[
A(B) = \begin{bmatrix} 0 & H^T \\ H & 0 \end{bmatrix} \nonumber.
\]
A $d_v$-variable-regular Tanner graph is a Tanner graph whose variable nodes all have equal degree $d_v$, and a $d_c$-check-regular Tanner graph is a Tanner graph whose check nodes all have equal degree $d_c$. A $(d_v, d_c)$-regular Tanner graph is both $d_v$-variable-regular and $d_c$-check-regular.

Given the Tanner graph $B = (V, C, E)$ and any subset of its variable nodes $S \subseteq V$, we let $B_S$ represent the induced subgraph of $S$ and $N(S)$ denote the union of check nodes which are neighbors of the nodes of $S$. That is, $B_S = (S, N(S), E_S)$ is the bipartite graph containing the variable-node set $S$, the check-node set $N(S)$, and the set of edges $E_S \subseteq E$ which are incident with the vertices of $S$. We will frequently refer to these induced subgraphs as Tanner subgraphs with parity-check submatrix $H_S$, where the submatrix $H_S$ is formed by selecting the columns of $H$ as indexed by the members of the set $S$ and removing any resulting all-zero rows.

**Assumption 1.** We are only concerned with LDPC codes over the binary field $\mathbb{F}_2$ and with binary antipodal signaling over the AWGN channel.

If the Tanner graph had no cycles, the SPA decoder would be optimal with respect to minimizing the symbol error rate. In any “good” finite-length code, the Tanner graph will indeed have cycles \cite{40}, but we generally find that the SPA decoder does quite well. We implement our decoder simulation in the AWGN channel. Since we will assume that the reader is familiar with SPA decoding of LDPC codes over the AWGN channel (see \cite{41} § 5.4 and \cite{42}), the remainder of this subsection is presented merely to establish notation.

We define the channel SNR to be $1/\sigma^2 = 2RE_b/N_0$, and we denote the intrinsic channel LLR for the $i$th received symbol by $\lambda[i]$. During the first half of the $l$th iteration, the decoder computes $\lambda[i^{i-j}]$, the message sent from check node $j$ to the neighboring variable node $i$, according to the check-node update rule

$$\lambda[i^{i-j}] = 2 \tanh^{-1} \left( \prod_{k \in N(j) \setminus i} \tanh \left( \frac{\lambda[k,j][k-j]}{2} \right) \right), \quad (5)$$

where $\lambda[k,j][k-j]$ is the message sent from variable node $k$ to check node $j$ during the previous iteration. In \cite{5}, $N(j) \setminus i$ denotes the set of variable nodes neighboring check node $j$, excluding variable node $i$. In the second half of the iteration, the decoder computes the variable-to-check-node messages in the usual manner,

$$\lambda[i^{i-j}] = \lambda[i] + \sum_{k \in N(i) \setminus j} \lambda[i^{i-k}].$$

Finally, we use $\lambda[i]$ to denote the soft-output LLR of the $i$th symbol, which is the sum of the intrinsic channel LLR $\lambda[i]$, and all of the extrinsic LLRs $\lambda[i^{i-j}]$ from check nodes $j \in N(i)$ at the completion of the $l$th iteration.

**C. SPA Decoder with and without Saturation**

Direct implementation of check-node update rule \cite{5} in a computer simulation leads to numerical problems when LLR magnitudes get sufficiently large. According to the IEEE Standard 754 \cite{43}, double-precision floating-point (i.e., 64-bit) computer computations maintain 53 bits of precision, with the remaining bits used to represent the sign and exponent. As a result, the value of $\tanh(\lambda/2)$ is rounded to $\pm 1$ whenever the LLR magnitude satisfies $|\lambda| > 55 \ln 2 \approx 38.123$. Since the evaluation of the $\tanh^{-1}$ function at an argument of $\pm 1$ will cause a numerical overflow, one must either limit the magnitude of LLRs when computing the check-node update in \cite{5} or find an alternative formulation of the update rule that avoids such overflow problems. In the former case, we refer to the magnitude-limiting decoder as a “saturating” SPA decoder. An examination of error floor results in the published literature suggests that LLR saturation is commonly employed, at times without explicit mention.

Hardware implementations of SPA decoders, which must represent LLR values with a limited number of bits, typically impose LLR saturation at magnitudes less than 55 ln 2. This leads to the situation in which hardware designs produce error floors at error-rate levels only somewhat greater than typical floating-point simulation with saturation. To our knowledge, efforts to explore beyond these saturation limits have primarily appeared only in the very recent literature, including \cite{32, 44, 45}.

The nonsaturating SPA decoder simulation we have used is based on a pairwise check-node reduction \cite{46, 47} which includes a small approximation \cite{48}. Its implementation in double-precision floating-point contains no numerical issues until LLR magnitudes reach approximately $1.79 \times 10^{308}$. For a detailed examination of the numerical issues of the SPA decoder in several domains of floating-point computation, see \cite{45}.

**D. Trapping Sets and Absorbing Sets**

We briefly review the notion of TSs and related terminology.

**Definition 1** (Richardson \cite{8}). A trapping set (TS) is an error-prone set of variable nodes $T$ that depends upon the decoder’s input space and decoding algorithm. Let $\tilde{\lambda}[i](r)$ denote the decoder’s $i$th soft-output symbol at the $l$th iteration given the input vector $r$. We say that symbol $i$ is eventually correct if there exists $L$ such that, for all $l \geq L$, $\tilde{\lambda}[i](r)$ has the correct sign. If the set of symbols that are not eventually correct is not the empty set, we call it a TS and denote it by $T(r)$. We sometimes more simply denote $T(r)$ by $T$, or sometimes more simply by $T$ when the explicit reference to the input $r$ is not required. A TS $T$ is called an $(a, b)$ TS if it contains $a = |T|$ variable nodes and the induced subgraph $B_T$ contains exactly $b$ check nodes of odd degree.

The TS definition includes the set of variable nodes corresponding to the support of a valid LDPC codeword, unlike the definition of a near-codeword. Henceforth, we will use the term trapping set (TS) to mean the TSs that arise from transmission over the AWGN channel and saturated LLR-domain SPA decoding.

**Definition 2.** A Tanner subgraph is called elementary if all the check nodes are of degree one or two \cite{49}. A TS $T$ is
called elementary if the induced subgraph $B_T$ is an elementary Tanner subgraph.

Elementary TSs are of significant interest for two reasons. First, as observed in [8], [15], [23], [49]–[51], the majority of TSs contributing to the error floors of belief propagation decoders are elementary TSs. Second, tractable linear state-space models can be used to model the behavior of SPA decoding on elementary TSs.

Another important class of TSs are absorbing sets. Extensive performance simulations by Dolecek et al. [17] have shown that absorbing sets represent the dominant errors in the error floor regions of saturating SPA decoders.

**Definition 3** (Dolecek et al. [17]). Let $S$ be a subset of the variable nodes $V$ of the Tanner graph $B = (V, C, E)$ and let $S$ induce a subgraph having a set of odd-degree check nodes $N_o(S)$ and a set of even-degree check nodes $N_e(S)$. If $S$ has cardinality $a$ and induces a subgraph with $|N_o(S)| = b$, in which each node in $S$ has strictly fewer neighbors in $N_o(S)$ than neighbors in $N_e(S)$, then we say that $S$ is an $(a, b)$ absorbing set. If, in addition, each node in $V \setminus S$ has strictly fewer neighbors in $N_o(S)$ than neighbors in the set $C \setminus N_o(S)$, then we say that $S$ is an $(a, b)$ fully absorbing set.

Note that the definition of the subclass of fully absorbing sets imposes conditions on variable nodes outside of the TS. It is straightforward to see that fully absorbing sets support uncorrectable error patterns when decoding with the bit-flipping algorithm [12]: if the bits corresponding to the variable nodes in the absorbing set are received in error, there are more neighboring check nodes working to reinforce than there are working to correct every incorrect value when the bit-flipping update rule is applied.

**Example 1.** Four elementary Tanner subgraphs are shown in Fig. 2 for a code of variable-degree three. The variable nodes in each of these graphs form an absorbing set.

III. STATE-SPACE MODEL

In this section we justify and refine the linear state-space model, introduced in [28], [29], that will be used to analyze the behavior of an LLR-domain SPA decoder of an LDPC code on an elementary TS. The aim is to shed light on the dynamics responsible for incorrectly decoding the variable nodes in the TS while correctly decoding the variable nodes outside of it. Throughout the discussion we assume, without loss of generality, that the all-zero codeword was sent.

**Assumption 2.** All TSs of interest are elementary and contain more than one variable node. We do not consider TSs containing a single variable node as they would not have states in the state-space model. (For an examination of trapping-like behavior of single degree-1 variable nodes, see [52] p. 241.)

First, we review the failure state of an elementary TS. Let the TS $S \subseteq V$ induce the Tanner subgraph $B_S$. In later iterations the state is reached where the variable nodes of TS $S$ are in error and the variable nodes outside the TS (i.e., $V \setminus S$) are correct. In this state, the subgraph’s check nodes of degree one are unsatisfied and those of degree two are satisfied.

There are two vector inputs to the state-space model. The elements of the input vector $\lambda_{l}^{(ex)}$ are the messages from the degree-one check nodes at iteration $l$. To model this input vector, we will use density evolution and simulation techniques, described in later sections. The other input vector to be used in variable-node updates at every iteration is the intrinsic information $\lambda$ provided by the channel. For the AWGN channel model, each element of $\lambda$ is an independent and identically distributed (i.i.d.) Gaussian random variable. Both of these inputs will be treated as column vectors of LLRs; for an $(a, b)$ TS, the vector $\lambda$ has $a$ entries and the vector $\lambda_{l}^{(ex)}$ has $b$ entries.

A. Check-Node Gain Model

Sun’s linear state-space model included the asymptotic approximation that the output message on every edge of every degree-two (i.e., ultimately satisfied) check node is equal to the input message on the other edge [28]. This relies on the assumption that LLR values sent by variable nodes outside of $B_S$ are strongly positive LLR values, i.e., they have both the correct sign and large magnitude. Schlegel and Zhang enhanced the model by applying a multiplicative gain $g_i$ at the degree-two check nodes, at iteration $l$, where $0 < g_i \leq 1$ [11]. This gain factor models the effect of the $d_c - 2$ external variable nodes upon the magnitude of LLR messages as they pass through the degree-two check nodes in $B_S$. (The relevant configuration of nodes and edges is illustrated in Fig. 3.) After several iterations these gains approach 1.
so the Taylor series approximation of order 2 is given by
\[ \lambda^{[i \leftarrow j]}_l \approx g^{[j]}_l \lambda^{[i \rightarrow j] - 1}_l, \]
i.e., the input LLR multiplied by the gain. The approximation is good in the interval \(|\lambda^{[i \leftarrow j]}_l| < 2 \tanh^{-1}(g^{[j]}_l)|. Note that the exact expression for \(\lambda^{[i \leftarrow j]}_l\) in (8) saturates at \(\pm 2 \tanh^{-1}(g^{[j]}_l)|, whereas the approximation is linear. Nevertheless, since we expect the LLRs outside of the TS to grow quite rapidly with increasing iterations, we believe this to be an adequate approximation for our purposes.

The model is further simplified by replacing each gain \(g^{[j]}_l\) with the mean gain of (7), i.e.,
\[ \lambda^{[i \leftarrow j]}_l \approx g\tilde{t}(d(c_j)) \lambda^{[i \rightarrow j] - 1}_l. \]
We have tried introducing a gain variance to the model, but found the effect to be very small.

We now extend the check-node gain model to include polarity inversions of the degree-two check-node output messages caused by erroneous LLR messages sent from variable nodes outside of the TS. Such inversions occur primarily during early decoder iterations. In reference to Fig. 3, an inversion occurs when an odd number of the \(d - 2\) messages sent from outside of a TS along edges incident with a degree-two check node within the TS are erroneous. In such a situation, the message sent by the check node to variable node \(i_1\) will have the inverse polarity of the message that was sent to the check node by variable node \(i_2\), and vice versa. Schlegel and Zhang [11] accounted for inversions by injecting a stochastic cancellation signal into the state update equations, resulting in a small increase in their predicted error rates. We now present an alternative method based upon a modification of the mean check-node gains that, in contrast, produces a reduction in our predicted error rates.

During the first iteration, messages from variable nodes may contain inversions due to channel errors. The probability that a specific input message to a check node is erroneous during iteration \(l = 1\) is just the uncoded symbol error rate, which for AWGN is
\[ P_{\text{e},1} = Q \left( \frac{2RE_o}{N_0} \right). \]
Thus, by Assumption 3, the probability of a polarity inversion through a specific check node is given at iteration \(l\) by
\[ P_{\text{inv},l} = \sum_{k \text{ odd}}^{} \binom{d - 2}{k} P_{\text{e},l}(1 - P_{\text{e},l})^{d - 2 - k} \]
\[ = \frac{1 - (1 - 2P_{\text{e},l})^{d - 2}}{2}, \]
which is the probability of an odd number of errors in the \(d - 2\) input messages at iteration \(l\) [3].

For subsequent iterations we can use density evolution [53, 54] to predict an effective \(E_b/N_0\) at the output of the variable nodes and then apply (9) and (10). When there is an inversion through the check node, the output message magnitude will likely be very low, as suggested in [11]. Hence, we will model random check-node inversions by randomly setting the check-node gain to zero with probability \(P_{\text{inv},l}\). We now define the

---

2We correct an error in [11] related to the dependence of the gain expression on the iteration count.
modified mean gain of the check node as

\[ \bar{g}_i^l = g_i(1 - P_{\text{inv},l}). \]  

(11)

For an LDPC code with regular check node degree \( d_c \), the scalar gain \( \bar{g}_i^l \) of (11) may be applied at each iteration \( l \) to model the external influence on the subgraph’s degree-two check nodes. For an LDPC code with irregular check degree, we have a few options. If the check node degree spread is small, we may generalize (7) and (11) by also taking the expectation over the degree distribution of all the degree-two check nodes in the subgraph. Alternatively, we may maintain several versions of gain \( \bar{g}_i^l \) for each check node degree that appears in the subgraph.

**Assumption 4.** We assume that multiplication by the modified mean gain \( \bar{g}_i^l \) reflects the LLR update process at all degree-two check nodes in the subgraph induced by the TS.

One possible criticism of the proposed gain model with inversions is the potential for double-counting: first, inversions from outside the TS will reduce the check-node gain according to (7); then, the same inversions will further reduce the check-node gain according to (11). Heuristically, one may consider this as just adding weight to the significance of these inversions. We justify our approach by noting that the arguments underlying its derivation parallel those in [11] and, moreover, it is supported by the empirical results presented in Section V.

**B. Linear State-Space Model**

**Assumption 5.** We consider only codes described by variable-regular Tanner graphs with variable-node degree \( d_v \geq 3 \). (Sun presents asymptotic results for irregular codes in [28].)

**Assumption 6.** We assume that the messages generated within the TS have little impact on decoder behavior in the remainder of the Tanner graph. This is justified by the fact that the number of unsatisfied check nodes which form the main interface between the TS and the rest of the Tanner graph is small.

The state-space modeling equations are shown below [11], [28]. The column vectors \( \lambda_i^{(\text{ex})} \) and \( \lambda_i \), defined at the start of Section III, are the model inputs. The column vector \( \lambda_i \), whose entries are the LLR-domain soft-output decisions at iteration \( l \), is the output.

\[ x_0 = B\lambda \]

\[ x_l = g_i^{l}\lambda_{l-1} + B\lambda + B_{\text{ex}}\lambda_{l-1}^{(\text{ex})} \]  

for \( l \geq 1 \)  

(12)

\[ \lambda_{l+1} = \bar{g}_i^{l}\lambda_{l-1} + \lambda + D_{\text{ex}}\lambda_{l-1}^{(\text{ex})} \]  

for \( l \geq 1 \)  

(13)

The central part of the state-space model is the updating of the state vector \( x_l \). The elements of \( x_l \) are the LLR messages sent along the edges from the subgraph’s variable nodes toward the degree-two check nodes. The state is updated once per full iteration. The vector \( g_i^{l}\lambda_{l-1} \) represents the LLR messages produced by the degree-two check nodes during the first half of iteration \( l \), and \( g_i^{l}\lambda_{l-1}^{(\text{ex})} \) represents their contribution to the variable-node update during the second half of iteration \( l \).

The number of edges in the variable-regular Tanner subgraph with \( a \) variable nodes and variable-node degree \( d_v \) equals \( ad_v \), so the number of states in the state-space model of the subgraph is \( m = ad_v - b \). For an elementary subgraph, these \( m \) edges are incident with the subgraph’s degree-two check nodes, forcing \( m \) to be an even integer.

The \( m \times a \) matrix \( B \) and the \( m \times b \) matrix \( B_{\text{ex}} \) are used to map input vectors \( \lambda \) and \( \lambda^{(\text{ex})} \), respectively, to the appropriate entries of the state vector to match the set of variable-node update equations. Like all the matrices appearing in the state-space equations, they are \( (0,1) \)-matrices. Since every variable node has exactly one element from \( \lambda \) participating, \( B \) has a single 1 in every row, and is zero otherwise. The number of 1 entries per row of \( B_{\text{ex}} \) corresponds to the number of degree-one check nodes neighboring the corresponding variable node, which may be zero.

The \( m \times m \) matrix \( A \), which we call the system matrix, describes the dependence of the state update upon the prior state vector. Each nonzero entry \([A]_{ij} = 1 \) indicates that the \( j \)th edge of the prior iteration contributes to the variable-node update computation of the \( i \)th edge. Thus, the matrix \( A^T \) may be taken as the adjacency matrix associated with a simple digraph of order \( m \) which describes the state-variable update relationships. For \( d_v \)-variable-regular codes, the \( i \)th row sum of \( A \) and the \( i \)th row sum of \( B_{\text{ex}} \) will add up to \( d_v - 1 \) for every row \( i \).

Finally, the \( a \times m \) output matrix \( C \) and the \( a \times b \) matrix \( D_{\text{ex}} \) are used to map \( x_{l-1} \) and \( \lambda_{l-1}^{(\text{ex})} \) entries, respectively, to the corresponding entry of the soft-output decision vector \( \lambda_i \).

The \( i \)th row sum of \( C \) and the \( i \)th row sum of \( D_{\text{ex}} \) will add up to the variable-node degree \( d_v \) for every row \( i \).

If there is a single degree-one check node neighboring every variable node in the subgraph, such as in the \((8,8)\) TS of the code specified in IEEE 802.3an, then (12) degenerates to the case where \( B = B_{\text{ex}} \) and \( B \) has regular column sums as derived in [11]. Furthermore, this degenerate case produces only system matrices \( A \) which have uniform row and column sums which results in a dominant eigenvalue \( \rho(A) = d_v - 2 \) Thus, our development will be significantly more general than [11].

Again, note that this model of the behavior of elementary TSs is linear. One drawback to any linear system approach is that saturation cannot be applied to the state variables. Thus, we will model saturation effects by limiting the range of the linear system inputs.

**Example 2.** For the \((4,2)\) TS with \( d_v = 3 \), we first assign integer labels to all the edges incident with degree-two check nodes, as shown in Fig. 4a. Then, we set up the matrices that appear in the linear system equations. The edge numbers in Fig. 4a reflect the order in which the corresponding messages will appear in the state vector \( x_l \). The system matrix \( A \) describes the updating of the state vector in a full iteration of the SPA decoder; for example, since edge 1 depends only on edges 6 and 9 during one iteration, the entries in the first row of \( A \) have the value 1 in columns 6 and 9, and value 0 elsewhere. All the matrices associated with the TS of Fig. 4a are given below. Note that \( A^T \) is the adjacency matrix corresponding to
For the TSs addressed in this paper, the dominant poles lie on the simple digraph shown in Fig. 4d.

If we remove the gains \( \bar{g}_i \) from the linear state-space equations, we have a linear time-invariant (LTI) system to which we can associate a transfer function. Let the unilateral \( l \)-transforms of the input vector \( \bar{z} \) and the soft-output vector \( \bar{\lambda} \) be denoted by \( \Lambda_{\text{ex}}(z) \) and \( \Lambda(z) \), respectively. (The unilateral \( l \)-transform of a discrete-time sequence \( \{x_k\}_{k=0}^{\infty} \) is \( X(z) = \sum_{k=0}^{\infty} x_k z^{-k} \). This definition extends naturally to discrete-time vector sequences.) Note that the other input vector \( \bar{\lambda} \) is not a function of the iteration number.

In the transform domain, the input-output relationship of the system translates to

\[
\tilde{A}(z) = \left[C(zI - A)^{-1}B + I\right] \frac{\lambda}{1 - z^{-1}},
\]

(14)

This equation makes evident the importance of the eigenvalues of \( \tilde{A} \) in the analysis of the system. As the roots of the characteristic equation \( \det(\tilde{A} - \mu I) = 0 \), they correspond directly to the poles of the discrete-time LTI system in (14). For the TSs addressed in this paper, the dominant poles lie on or outside the unit circle. Hence, the LTI system is marginally stable or, more often, unstable.

We wish to take the recursive state-update equation (12) and develop it into an expression without feedback. The first two iterations are easy to express as

\[
x_1 = \tilde{g}_1 \bar{A} B \bar{\lambda} + \bar{B} \lambda + \bar{B}_{\text{ex}} \Lambda_{1}(\text{ex})
\]

and

\[
x_2 = \tilde{g}_i \tilde{g}_j \bar{A}^2 \bar{B} \bar{\lambda} + \bar{g}_i \bar{A} B \lambda + \bar{B} \lambda + \bar{g}_i \bar{B}_{\text{ex}} \Lambda_{1}(\text{ex}) + \bar{B}_{\text{ex}} \Lambda_{2}(\text{ex}).
\]

Generalizing to an arbitrary iteration \( l > 0 \), we have

\[
x_l = \tilde{g}_i \tilde{g}_j \bar{A}^l \bar{B} \bar{\lambda} + \bar{g}_i \bar{A} B \lambda + \bar{B} \lambda + \bar{g}_i \bar{B}_{\text{ex}} \Lambda_{1}(\text{ex}) + \bar{B}_{\text{ex}} \Lambda_{2}(\text{ex}) \sum_{j=1}^{l-1} \left( B \lambda + \bar{B}_{\text{ex}} \Lambda_{1}(\text{ex}) \right) \bar{g}_j,
\]

(15)

C. Graphical Assumptions and Interrelationships

In Assumptions 2 and 5 we have already imposed two restrictions on the TSs and induced subgraphs that we consider in our analysis. In this subsection, we impose some additional constraints and also describe interrelationships among several useful graphical descriptions of TSs: the Tanner subgraph, its corresponding undirected multigraph, the line graph of the multigraph, and the simple digraph that corresponds directly to the state update model. Finally, we present some useful bounds and estimates for the dominant eigenvalue of the system matrix \( A \) associated with the TS.

Let \( B_S \) be an elementary Tanner subgraph within the Tanner graph of a \( d_v \)-variable-regular code, and let \( H_S \) be the corresponding parity-check submatrix. The undirected multigraph \( G = (V, E) \) derived from the Tanner subgraph is defined as follows. Each variable node in \( B_S \) becomes a vertex, \( v \in V \), in \( G \). The degree-two check nodes in \( B_S \) become the edges of \( G \), each joining the pair of vertices corresponding to its neighboring variable nodes in \( B_S \). The degree-one check nodes in \( B_S \) are ignored.

The multigraph \( G \) provides a more basic description of the elementary TS \( B_S \), as illustrated in Figs. 4a and 4b. Either one of these graphs is sufficient to characterize the iteration-to-iteration dependencies among the state variables in the model.

For the multigraph \( G = (V, E) \) of order \( a \) corresponding to \( B_S \), we have

\[
A(G) = H_S^T H_S - d_v I
\]

and

\[
\text{size}(G) = |E| = \frac{ad_v - b}{2} = 1 - \frac{1}{2} \sum_{v_i \in V} d(v_i).
\]

(16)

The final equality in (16) follows from Euler’s handshaking lemma, which states that the sum of all degrees of a graph must be twice its number of edges. Tanner graphs, with cycles...
of length $k$, map to multigraphs with cycles of length $k/2$. Thus, cycles in $B_S$ of length 4, the smallest length permitted in a Tanner graph, will generate parallel edges in $G$. Even though 4-cycles in the Tanner graph are often avoided by code designers, they are allowed in this paper, except within Appendix A.

**Example 3.** The $(4, 2)$ Tanner subgraph shown in Figs. 2b and 4a maps to the multigraph of Fig. 4b. Note that the $(3, 1)$ Tanner subgraph of Fig. 2a will map to a multigraph with parallel edges.

**Assumption 7.** Tanner subgraphs of interest and their associated multigraphs are connected. Those TSs described by disconnected Tanner subgraphs can instead be analyzed component by component. The main reason for this simplification is to reduce the number of cases in which the state update expression contains a reducible system matrix.

**Assumption 8.** We further assume that the variable nodes within the Tanner subgraphs contain no more than $d_v - 2$ neighboring degree-one check nodes. Equivalently, we assume that the associated multigraphs are leafless; that is, they do not contain vertices of degree one. For consideration of multigraphs with leaves, see Appendix C.

A leaf in the multigraph corresponds to a variable node in the Tanner subgraph with one degree-two check node and $d_v - 1$ degree-one check nodes as neighbors. Thus, we require here that every variable node in the Tanner subgraph must have at least two neighboring degree-two check nodes. The multigraphs allowed by Assumptions 7 and 8 will be connected, leafless graphs, containing one or more cycles. In [28], TSs whose subgraphs satisfied the conditions prescribed above were called *simple* TSs. For Tanner graphs with fixed variable-node degree $d_v = 3$, the TSs consistent with Assumption 8 are equivalent to absorbing sets. When $d_v \geq 4$, however, the conditions in Assumption 8 are less restrictive than those in the definition of absorbing sets because we allow more degree-one check nodes per variable node.

Finally, we describe how to create the *simple* digraph $D = (Z, A)$ from an undirected multigraph $G = (V, E)$ which satisfies Assumptions 7 and 8. The construction is illustrated by reference to Figs. 4b and 4d. Each edge of a connected leafless multigraph $G$ corresponds to two vertices in $D$, representing the two directions of LLR message flow of the original Tanner graph. That is, the number of vertices $m$ in $D$ is simply

$$m = \text{order} (D) = 2 \cdot \text{size} (G) = ad_v - b.$$  

The digraph $D$ is a representation of the TS’s message updating process in one full iteration of the SPA decoder. Let edge $e_i = \{v_j, v_k\} \in E$ map to vertices $z_i, z_v \in Z$, with $z_i$ representing the direction of message flow along $e_i$ from $v_j$ to $v_k$ and $z_v$ representing the opposite direction. No arcs in $D$ join $z_i$ to $z_v$. Arcs initiating in $z_i$ are directed to vertices corresponding to other edges in $G$ flowing out of $v_k$, and arcs terminating in $z_i$ are directed from vertices corresponding to other edges in $G$ flowing into $v_j$. Hence,

$$d^+ (z_i) = d(v_k) - 1 = d^-(z_v).$$  

and

$$d^-(z_i) = d(v_j) - 1 = d^+(z_v).$$  

In [30], the authors refer to $D$ as the *flow graph* of $G$ arising from the SPA and to $A(D)$ as the *directed edge matrix* of $G$. The latter term is from [50].

We now describe a second version of the construction of the simple digraph. From the multigraph $G$, shown in Fig. 4b, we create the line graph $L(G)$ shown in Fig. 4c as described in Section II-A. Next, we perform a special directed lifting of $L(G)$ to form the simple digraph $D$, shown in Fig. 4d. This lifting by a factor of two replaces each vertex with a pair of vertices and each edge with a pair of arcs, oriented in opposite directions. Thus, if the $(i, j)$ entry of $A(L(G))$ is $w$ it is replaced with a $2 \times 2$ submatrix containing $w$ ones, where the line graph limits $w$ to the values 0, 1, and 2. When the $2 \times 2$ submatrix which replaces the $(i, j)$ entry of $A(L(G))$ is determined, the selection of the corresponding $(j, i)$ submatrix follows a set of rules of correspondence, listed in Table I which ensure that the arcs are oriented in opposite directions of flow with respect to the edges of $L(G)$. Thus, the subdiagonal elements can be easily determined from the superdiagonal elements.

The exact lifting required to construct digraph $D$ has additional restrictions to preserve proper SPA message flow. All directed walks in $D$ will correspond to walks in $G$. All walks in $G$ that do not backtrack will correspond to directed walks in $D$. Backtracking is prohibited here due to the structure of the SPA decoder as expressed in the message update rules, which exclude an edge’s own incoming LLR from its outgoing LLR computation.

The adjacency matrix of $D$ is $A(D)$, which is an $m \times m$ $(0, 1)$-matrix. The system matrix $A$ used in the state-space model (12) is equal to $A(D)^T$ as $D$ describes the flow of messages within the model. This connection will be convenient when discussing the properties of $A$.

**Example 4.** Figs. 2a, 2b, 2c, 2d, and 2e satisfy Assumptions 7 and 8. Of these, only Fig. 2d has a reducible $A(D)$ matrix and it may be analyzed using techniques explained in Appendix B. The graphs of Figs. 2a and 2b do not satisfy Assumption 8 and have reducible $A(D)$ matrices. In the case of Fig. 2a the graph may first be analyzed without the leaf, and then with the leaf restored as discussed in Appendix C. The graph in Fig. 2b has all zero eigenvalues as no amount of leaf removal creates a satisfactory structure. Thus, it is not analyzed in this paper.
We now discuss bounds on the spectral radius of the graphs presented in this subsection and use them to estimate the dominant eigenvalues of $A(D)$ and, thus, of $A$. Using (4) and (15), we may bound the spectral radius of the multigraph $G = (V, E)$ as

$$d_v - b/a \leq \rho(G) \leq \max_{v_i \in V} d(v_i).$$

(19)

Since, by Assumption 7 $G$ is connected, the inequalities in (19) hold with equality if and only if $G$ is regular.

For a multigraph $G$, the spectral radius of its line graph is given by

$$\rho(L(G)) = \rho((N(G)^T N(G) - 2I)) = \rho(A(G) + D_G) - 2.$$ (20)

This follows from (1) and (2), and the fact that, for any real matrix $M$, the two products $M^T M$ and $MM^T$ have identical nonzero eigenvalues.

Now, when $G$ is regular of degree $k$, we have $\rho(G) = k$ and $\rho(G) = d_v - b/a$, where $b/a$ must be an integer. Additionally, (20) implies that $\rho(L(G)) = 2k - 2$ for the line graph which is itself regular [37, p. 36]. Furthermore, we find that the corresponding digraph $D$ is regular with indegree $k - 1$ and outdegree $k - 1$, implying that its spectral radius must be $\rho(D) = k - 1 = d_v - 1 - b/a$. This value corresponds to Schlegel and Zhang’s approximation to the spectral radius of an absorbing set [11].

$$\rho(D) \approx d_v - 1 - b/a.$$ (21)

Alternatively, one can view (21) as arising from the lower bound of (19), which is fairly tight, and the fact that $\rho(D) = \rho(G) - \Delta$, where $\Delta$ is equal to or slightly greater than 1. This difference between $\rho(D)$ and $\rho(G)$ stems from the vertex-degree relationships in (17) and (18). We empirically examine the accuracy of (21) in Appendix A.

We can derive an alternative approximation using a bound on $\rho(L(G))$. From (16), the order of $L(G)$ is $(ad_v - b)/2$. For the following calculations, we assume that no variable node has more than one neighboring unsatisfied check node. This is always the case for absorbing sets with $d_v = 3$ or 4, and likely true for other TSs of interest. The condition implies that $G$ contains $b$ nodes of degree $d_v - 1$ and $a - b$ nodes of degree $d_v$, from which we get an approximation to (3).

$$\text{size}(L(G)) \approx (d_v - 1)(ad_v - 2b)/2,$$

and, using (4), an approximate lower bound on the spectral radius of $L(G)$,

$$\rho(L(G)) \geq 2\left(d_v - 1 - \frac{b - b/d_v}{a - b/d_v}\right).$$

Finally, since the directional lifting technique used to derive $A(D)$ from $A(L(G))$ roughly halves each row sum and column sum, we form the new approximation

$$\rho(D) \approx d_v - 1 - \frac{b - b/d_v}{a - b/d_v},$$ (22)

whose accuracy is also examined in Appendix A. Note that when $b/a$ equals 0 or 1, the approximations in (21) and (22) are equal.

IV. DOMINANT EIGENVALUES AND PROBABILITY MODEL

This section will simplify (15), the state vector expression, to the point that we can easily incorporate probability distributions and predict failure rates for specific TSs.

A. Utilizing Dominant Eigenvalues

For the analysis of the model, we need to simplify the powers of the system matrix $A$ that appear in (15). This section generalizes the development by Schlegel and Zhang [11] with a focus on the dominant eigenvalues of the nonnegative $m \times m$ matrix $A$ and its left eigenvectors. This approach will avoid using the assumption made by Sun, which was that $A$ is diagonalizable [28]. In our extensive search of potential TSs, shown in Appendix A, we found that a small fraction of the TSs have system matrices which cannot be diagonalized.

Let $\mu_k \in \mathbb{C}$ be an eigenvalue of matrix $A$, and let $w_k^*$ be the left eigenvector associated with $\mu_k$, such that $w_k^* A = \mu_k w_k^*$, where $w_k^*$ denotes the conjugate transpose of column vector $w_k$. Then, by induction, for any positive integer $i$,

$$w_k^* A^i = \mu_k^i w_k^*.$$ (23)

Left-multiplying (15) by $w_k^*$ and using (23) to simplify, we derive the scalar quantity

$$w_k^* x_i = \mu_k^i w_k^* B \lambda \prod_{j=1}^{l} \bar{g}_j^i + \sum_{i=1}^{l} \mu_k^{i-l} w_k^* \left( B \lambda + B_{ex} \lambda_{ex} \right) \prod_{j=i+1}^{l} \bar{g}_j^i.$$
There are no other nonnegative left eigenvectors of $A$, except for $w_l^T$ multiplied by a positive scalar.

2) Let the nonnegative matrix $A$ be reducible and let the block upper triangular matrix $A_l'$ be a symmetric permutation of $A$. The submatrices $A_l'$ along the block diagonal are either irreducible square matrices or the 1-by-1 zero matrix. The eigenvalues of $A$ are thus the union of the eigenvalues of the submatrices $A_l'$. Appendix B shows that the reducible cases allowed by Assumptions 2 and 8 have $r = \rho(A) = 1$ which may be associated with the all-one left eigenvector $w_1^T$.

Thus, given our prior assumptions, we may associate a positive left eigenvector $w_l^T$ with the eigenvalue $r$, and this $r$ is real with magnitude greater than or equal to that of all other eigenvalues.

In [11], the scalar quantity $\beta$ was formed by summing the states and if found to be less than zero, the TS was determined to be in error. In generalizing that quantity, we define the scalar error indicator $\beta_l \triangleq w_l^T x_l$. Consider $\beta_l$ to be the scaled projection of the state vector $x_l$ onto the positive vector $w_l$. Since the state vector $x_l$ contains the internal messages of the TS, the projection onto a positive vector indicates whether the TS’s messages are generally in the positive (correct) direction or negative (incorrect) direction.

While $\beta_l$ appears to be approximately indicative of the output bit decisions of the variable nodes, a more careful examination of the model’s soft-output in [13] will reveal the importance of $\beta_l$ with regard to the output decisions. The first term of (13) includes $x_{l-1}$ whose elements, the state variables, will tend to all move toward positive or negative infinity for cases in which the system is inherently unstable, $r > 1$. The second term of (13), the intrinsic channel LLRs, is constant for each channel realization and does not change with iteration count. The final term of (13) includes the elements of $\lambda_l^{(ex)}$ which will reach saturated magnitudes in decoders with saturating LLRs. Under these conditions it is easy to see that the elements of $x_{l-1}$ will dominate the soft-output expression (13). Additionally, we note that the row sums of the output matrix $C$ in (13) are larger than the row sums of the system matrix $A$ in (12). This implies that computing $\hat{\lambda}_l$ is much like computing $x_l$ but with even more weight applied to the terms containing $x_{l-1}$. Thus, we argue that, even for nonsaturating decoders, the sign of $\beta_l$ is indicative of the sign of the elements of $\hat{\lambda}_l$ in the model.

Example 5. The nonnegative system matrices $A$ describing the state update operations of Figs. 22 and 23 are both primitive with $r \approx 1.6956$ and $r \approx 1.5214$, respectively. The nonnegative system matrix $A$ describing Fig. 22 is imprimitive with index of imprimitivity $h = 4$ and $r = \sqrt{2}$. One may find that $h = 4$ by visual inspection of Fig. 22 noting that every cycle length of message flow (measured in full iterations) is divisible by four. The nonnegative system matrix $A$ describing Fig. 22 is reducible with $r = 1$.

Our error indicator expression simplifies if we rescale $\beta_l$ by a positive constant to $\beta_l' \triangleq \beta_l / \left( r^l \prod_{j=1}^l \bar{g}_j^l \right)$, so

$$\beta_l' = w_l^T B \lambda + \sum_{i=1}^l w_i^T (B \lambda + B_{ex} \lambda_i^{(ex)}) / r^l \prod_{j=1}^l \bar{g}_j^l. \quad (24)$$

This expression is similar to, but more general than (1) in [11], which was derived for a specific degenerate TS as described in Section III-B.

B. Modeling the Probability of Error

The expression for $\beta_l'$ in (24) is a linear combination of stochastic vectors $\lambda$ and $\lambda_i^{(ex)}$. Since elements of $\lambda$ are i.i.d. Gaussian, linear operations on $\lambda$ will produce a Gaussian distribution. Several authors [11], [53] have used the approximation that the check-node output LLRs, such as $\lambda_i^{(ex)}$, are Gaussian, too. The central limit theorem implies that the distribution of a linear combination of several independent check-node output messages with the elements of $\lambda$ will be nearly Gaussian, even if the check-node output LLRs are only approximately Gaussian.

Assumption 9. We assume that $\beta_l'$ has a Gaussian distribution.

Under this assumption, the probability of the failure event, $\xi(S)$, corresponding to TS $S$, at iteration $l$, is then simply

$$\Pr \{ \xi(S) \} = \Pr \{ \beta_l' < 0 \} = Q \left( \frac{E[\beta_l']} {\sqrt{\text{VAR}[\beta_l']} \} \right). \quad (25)$$

If $\{ S_i \}$ enumerates all potential TSs, the union bound provides an upper bound on the error floor of the block error rate

$$P_l \approx \sum_r \Pr \{ \xi(S_i) \}. \quad (26)$$

The block error rate of (26) is also commonly called the frame error rate (FER) or codeword error rate.

Next, we wish to express the error floor as an information bit error rate (BER). Letting $\hat{a}_i$ represent the number of information bits associated with the TS failure $\xi(S_i)$ for the specific encoding technique used, we may express the BER union bound as

$$P_l \approx \sum_i \frac{\hat{a}_i} {k} \Pr \{ \xi(S_i) \}. \quad (27)$$

where $k$ is the number of information bits per codeword.

We now assume a systematic encoding, i.e., the $k$ information bits appear explicitly in the codeword. If the $\hat{a}_i$ information bit locations are assumed to be independent of the $a_i$ bit locations in the TS $S_i$, then the expected number of information bit errors associated with the TS failure $\xi(S_i)$ is $E[\hat{a}_i] = a_i k / n$. In this case, the approximate inequality in (27) may be simplified to

$$P_l \approx \sum_i \frac{a_i} {n} \Pr \{ \xi(S_i) \}. \quad (28)$$

We present (28) as an alternative to a similar expression in [11] which used $k$ in the denominator.
C. Codewords

In the case of elementary TSs that are also codeword supports, we have $b = 0$, and $B_{ex}$ is not used since there are no unsatisfied check nodes. We find that the failure probability $\Pr \{ \xi(S_l) \}$ of the codeword simplifies to

$$\Pr \{ \xi(S_l) \} = Q \left( \frac{2RE_{bc}}{N_0} \sqrt{\frac{\sum_{k=1}^a (w^T B)_{kk}}{\sum_{k=1}^a (w^T B)_{kk}}} \right).$$ (29)

This reduces further as the eigensystem of the system matrix $A$ for codewords is rather simple. Every row sum and column sum of $A$ is $d_v = 1$, so the spectral radius is $r = d_v = 1$. The positive left eigenvector $w^T$ associated with $r$ is proportional to the all-one row-vector, i.e., $w^T = [1, 1, \ldots, 1]$. Also, $B$ has a uniform row sum of 1 and a column sum of $d_v$. Therefore, $(w^T B)_{kk} = d_v \forall k \in \{ 1, \ldots, a \}$. Noting that $a$ is just the Hamming weight $w_H$ of the codeword corresponding to $S_l$, the expression in (29) can be written in the more recognizable form

$$\Pr \{ \xi(S_l) \} = Q \left( \frac{2RE_{bc}}{N_0} w_H(S_l) \right),$$

independent of iteration count $l$.

D. Non-codewords

To further understand the general behavior of (25) as a function of the iteration $l$, we take a closer look at the numerator and denominator terms. Letting $m_{\lambda(ex)}^{(i)}$ be the expected value of each entry of $\lambda_{l}^{(ex)}$, we can write the numerator of the Q-function argument as

$$\mathbb{E}[\beta_i'] = m_{\lambda} \left( 1 + \sum_{i=1}^l \frac{1}{r_i} \prod_{j=1}^i \bar{g}_j \right) \sum_{k=1}^a (w^T B)_{kk} + \sum_{i=1}^l \sum_{k=1}^b (w^T B_{ex})_{kk}.$$ (30)

**Assumption 10.** We will assume that the entries of $\lambda$ and $\lambda_{l}^{(ex)}$ are statistically independent of each other at a given iteration $l$, as is often done in density evolution (DE) studies. Further, we assume that the entries of $\lambda_{l}^{(ex)}$ are independent from iteration to iteration, as was implicitly assumed in [11].

Letting $\sigma^2$ be the variance of each entry of the vector $\lambda_{l}^{(ex)}$, we can write the squared-denominator of the Q-function argument as

$$\text{VAR}[\beta_i'] = 2m_{\lambda} \left( 1 + \sum_{i=1}^l \frac{1}{r_i} \prod_{j=1}^i \bar{g}_j \right)^2 \sum_{k=1}^a (w^T B)_{kk}^2 + \sum_{i=1}^l \left( \frac{\sigma^2}{r_i^2 \prod_{j=1}^i \bar{g}_j^2} \right) \sum_{k=1}^b (w^T B_{ex})_{kk}^2.$$ (31)

We wish to understand the asymptotic behavior of (25) as the number of iterations goes toward infinity. To this end, we examine the convergence of the partial sums in (30) and (31) that depend on the iteration number $l$.

We first note that the divergence of the first partial sum in (30) would not necessarily cause (25) to diverge because its effect would be offset by the divergence of the second partial sum in (30). Given a real sequence $\{ a_i \}_{i=1}^\infty$, we define $\rho = \lim_{i \to \infty} | a_{i+1}/a_i |$. The Ratio Test states that the series $\sum_{i=1}^\infty a_i$ converges absolutely if $\rho < 1$ and diverges if $\rho > 1$. With respect to the second partial sum within (30), we see that

$$\rho = \lim_{i \to \infty} \left| \frac{m_{\lambda(ex)}^{(i+1)} \prod_{j=1}^i \bar{g}_j}{m_{\lambda(ex)}^{(i)} r^{i+1} \prod_{j=1}^i \bar{g}_j} \right| = \lim_{i \to \infty} \left| \frac{m_{\lambda(ex)}^{(i+1)}}{m_{\lambda(ex)}^{(i)}} \right|^r.$$ (32)

The right-most expression follows by noting that the gains $\bar{g}_j$ approach 1 rapidly as the iteration count $l$ increases. Thus, if the mean unsatisfied-check LLR $m_{\lambda(ex)}^{(i)}$ dominates $r^i$ asymptotically (i.e., $m_{\lambda(ex)}^{(i)} > C r^i$ for every positive constant $C$ and sufficiently large $i$), then $\rho > 1$ and (30) will grow without bound.

If we can be further assured that (31) does not grow as fast as the square of (30), then the entire argument of the Q-function will grow without bound, driving the failure rate of the potential elementary TS toward zero. In that case, a sufficient number of iterations and sufficient LLR dynamic range for $\lambda_{l}^{(ex)}$ growth are the requirements for the model to achieve as low an error floor as desired.

Other models of error floor behavior [11, 28] have used the Gaussian approximation to LLR densities [53], which implies $\sigma^2 = 2m_{\lambda(ex)}^{(i)}$. Moreover, using a numerical version of DE, Fu [51] found that $\sigma^2 < 2m_{\lambda(ex)}^{(i)}$ as the LLRs get large. With such an LLR variance, i.e., $\sigma^2 \leq c m_{\lambda(ex)}^{(i)}$ for some positive $c$, we find that the entire argument to the Q-function grows without bound in the cases that satisfy $m_{\lambda(ex)}^{(i)} > C r^i$. We will find in the following sections that this latter condition is true under certain specified assumptions. However, if the variance grows as the square of the mean, then the argument to the Q-function reaches a finite limit and a nonzero error floor is produced. This is a very important issue that we will revisit later in the paper.

E. Bounds on Spectral Radius of the System Matrix $A$

We now need some bounds on $r$, the spectral radius of the system matrix $A$, in order to compare $m_{\lambda(ex)}^{(i)}$ to $r^i$.

**Theorem 2.** Consider a variable-regular LDPC code with variable-degree $d_v \geq 3$. Let the TS $S$ induce an elementary connected subgraph $B_{G}$ with $a \geq 2$ variable nodes and $b > 0$ degree-one check nodes. Further, let the associated undirected multigraph $G$ be leafless. Then, the adjacency matrix $A(D)$ of the associated simple digraph $D$ has spectral radius $r$ such that $1 < r < d_v - 1$ when $A(D)$ is irreducible and $r = 1$ when $A(D)$ is reducible.

**Proof:** From (17), the maximum possible outdegree of $D$ is $d_v - 1$. Since $G$ cannot be $d_v$-regular due the presence of degree-one check nodes in the subgraph, $D$ cannot be $(d_v - 1)$-outdegree regular. Now, by applying Lemma [11] we find that...
$1 \leq r < d_v - 1$ when $A$ is irreducible. We defer to Appendix B the case in which the matrix $A$ is reducible, which is the only allowed case in which $r = 1$.

V. Modeling of Saturating Decoders

In this section, we apply the prediction model to saturating decoders. We present techniques for generating the required inputs to the state-space model: the mean and variance of unsatisfied, degree-one check nodes, as well as the mean gain $\bar{g}_i$ of the degree-two check nodes. We then compare predicted error floors to results of computer simulation for four representative LDPC codes.

We first describe two numerical methods for computing the mean and variance of the unsatisfied, degree-one check nodes. The first method is discretized density evolution (DDE), a quantized version of density evolution (DE) [54]. DDE uses a probability mass function (pmf) that closely approximates the continuous probability density function (pdf) of node input messages and output messages. By operating directly on pmfs, it permits us to model the behavior of LLRs as they saturate. At a specified $E_b/N_0$ value, we use it to capture the mean and variance of the LLRs at each iteration, as needed for insertion into the model. Table II shows numerical results for 10 iterations for a (3, 6)-regular code and an LLR saturation level of $\pm 25$. The table also shows the mean check-node gain, which was computed according to (7).

The second method collects the required statistics by running the LLR-domain SPA decoder with early termination turned off. As above, for a specified $E_b/N_0$ value, we capture at each iteration the mean and variance of the check-node output LLRs and compute the mean check-node gain as in (7). Table III shows the results obtained by simulating 100 frames of the (3, 6)-regular, (2640, 1320) Margulis code, with the same saturation level as above.

The mean values in the two tables are in close agreement, as might be expected. However, starting at iteration six, the LLR variance obtained from the SPA simulation becomes significantly larger than that produced by the DDE technique. This is caused by the cycles in the Margulis code. We would expect that the onset of this variance divergence would occur later in a code with a larger girth. Interestingly, despite the differences in the variance values they generated, the two techniques produced nearly identical error floor predictions. The modeling results shown in the figures that follow were obtained using the SPA simulation technique.

We note that our approach differs from that presented in [11]. There, only the mean LLRs from a (continuous) DE analysis are recorded, and the computation of the variance is based on the consistent Gaussian distribution assumption [53]. The consistent Gaussian approximation [6] implies that $\sigma_i^2 = 2m_{\lambda(ex)}^{(l)}$. We have purposely avoided the consistency assumption since the effect of LLR saturation will invalidate it, as can be seen in Table II.

$^5$Early termination refers to the discontinuation of further iterations once a valid codeword has been decoded. It is frequently employed to conserve average decoding complexity.

$^6$The relationship between the mean and variance of the LLRs was printed erroneously in [11] as $m = 2\sigma^2$.

<table>
<thead>
<tr>
<th>$l$</th>
<th>$m_{\bar{g}}^{(l)}$</th>
<th>$\sigma_i^2$</th>
<th>$\bar{g}_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.669</td>
<td>1.47</td>
<td>0.5242</td>
</tr>
<tr>
<td>2</td>
<td>1.315</td>
<td>2.81</td>
<td>0.4898</td>
</tr>
<tr>
<td>3</td>
<td>2.08</td>
<td>4.24</td>
<td>0.6243</td>
</tr>
<tr>
<td>4</td>
<td>3.11</td>
<td>5.94</td>
<td>0.7472</td>
</tr>
<tr>
<td>5</td>
<td>4.66</td>
<td>8.05</td>
<td>0.8586</td>
</tr>
<tr>
<td>6</td>
<td>7.21</td>
<td>10.74</td>
<td>0.9446</td>
</tr>
<tr>
<td>7</td>
<td>11.66</td>
<td>14.22</td>
<td>0.9891</td>
</tr>
<tr>
<td>8</td>
<td>19.67</td>
<td>16.59</td>
<td>0.9995</td>
</tr>
<tr>
<td>9</td>
<td>24.91</td>
<td>0.47</td>
<td>1.0000</td>
</tr>
<tr>
<td>10</td>
<td>25.00</td>
<td>0.00</td>
<td>1.0000</td>
</tr>
</tbody>
</table>

The first code we examine is a (640, 192) quasi-cyclic (QC) LDPC code with $d_v = 5$ and irregular check degree, taken from [23]. The dominant TS for a saturating LLR-domain SPA decoder is the (5, 5) elementary TS shown in [23]. The system matrix $A$ for this TS is primitive and has maximum eigenvalue $r = 3$. The multiplicity of the TS in the code is 64 and the corresponding sets of variable nodes are mutually disjoint. Figs. 6 and 7 show FER results from simulation and error floor predictions at two levels of LLR saturation, 15 and 50. The error floor prediction model showed very fast convergence—a behavior that we attribute to the large eigenvalue $r$—so we stopped the model after 14 iterations.

The FER simulation results shown in these figures are produced by a nonsaturating LLR-domain SPA decoder, implemented in double-precision floating-point arithmetic. The computations are organized such that saturation will not occur (see [11–C]). The nonsaturating decoder never failed on the (5, 5) TSs, in contrast to the results in [23]. For the saturating decoders, we introduced LLR saturation into the simulations at a point corresponding to the output of the complete check-node update. In all of the simulations, we assumed that the all-zero codeword was transmitted, and any decoding result other than the all-zero codeword was treated as a frame error. The maximum number of iterations was 200.

The predicted error floors in Fig. 6 were obtained using the union bound in (26), but with check-node gains forced to
unity in the TS modeling. For the results shown in Fig. [7] the mean gains computed according to [7] were applied to the model. The prediction results in Fig. [8] show the effect of using the modified mean gains in (11), thereby capturing the effect of polarity inversions within the degree-two check nodes. Comparing the figures, we see that the mean gains provide a significant improvement in the model’s accuracy, to within 0.5 dB of simulation, and the addition of the polarity inversion model further enhances the model’s accuracy, to within ±0.1 dB of simulation.

A heuristic explanation for the observed reduction in the predicted error floors when check-node gains are introduced has to do with incorrect growth in LLR values during the early iterations of the model. With unity gains, incorrect channel inputs may propagate rapidly among the highly interconnected states of the TS. When smaller gains are used, this LLR increase is delayed for several iterations, giving the unsatisfied check nodes a better chance to “correct” the system. As noted previously, during early model iterations the polarity inversions through the degree-two check nodes effectively lower the check-node gain. Therefore, as we would expect, introducing the inversions lowers the predicted error floor.

The SPA decoder results presented in [23] fall slightly above the curves in Figs. [8] that correspond to a saturation level of 15. The simulated FER of our nonsaturating SPA decoder is three orders of magnitude lower than that of the SPA decoder in [23] at $E_b/N_0 = 5$ dB, and the difference grows with increasing $E_b/N_0$.

The second code we analyzed is the (2640, 1320) Margulis LDPC code. Recall that this is a (3, 6)-regular code with dominant TSs reported to be the (12, 4) and (14, 4) elementary TSs [7], [8], [23]. The system matrices $A$ for these two TSs are both imprimitive, with $h = 2$, and have maximum eigenvalues $r \approx 1.6956$ and $r \approx 1.7606$, respectively. We ran the model for 16 iterations. The multiplicity of each of these TSs is 1320 with significant overlap between the variable nodes of the different TSs. In fact, each (14, 4) TS contains all 12 variable nodes and 2 of the unsatisfied check nodes of a (12, 4) TS, as can be seen in Fig. [10]. Thus, when we compute the failure probability of one (12, 4) TS, it largely includes the failure probability of the (14, 4) TS that contains it. Therefore, in Fig. [9] we show only the error floors predicted by the model for the (12, 4) TSs. The results were obtained using the modified mean gains, with the polarity inversion model applied at every iteration. The error floors predicted by the state-space model overestimated the simulated error floors by 0.15 dB or less in the $E_b/N_0$ range of the simulations.

The third code we considered is the Reed-Solomon-based binary (2048, 1723) LDPC code [58] included in the 802.3an standard. It is a (6, 32)-regular code with dominant TSs reported to be the (8, 8) elementary TS [11], [27]. The multiplicity of the (8, 8) TS is 14272 [11]. The system matrix $A$ for this TS is primitive, with a maximum eigenvalue $r = 4$. The state-space model for this TS converges in only 3 iterations when the LLR saturation is set to 15, and it requires only a few more iterations at higher saturation limits. We conservatively ran the model for 16 iterations, including the polarity inversion model at every iteration. Fig. [11] shows the BER error floors
we used Richardson’s semi-analytical technique to estimate the floor [8]. The calculation considered only the (8, 8) TSs. At an $E_b/N_0$ of 5.0 dB, we obtained the BERs represented by the solid circles in Fig. 11. We used Richardson’s extrapolation method to extend these results to 5.4 dB, as shown by the solid lines in the figure. For the LLR saturation levels of 15, 100, and 800, the application of Richardson’s technique required 0.9, 9.5, and 1300 hours of CPU time, respectively. In contrast, the state-space model used less than 2 minutes of CPU time to collect the LLR statistics from 1000 frames that were used to generate each error floor prediction point. At $E_b/N_0 = 5.0$ dB, the model’s predictions are within 0.1 dB of the error rates obtained using the semi-analytical technique.

The fourth code we considered is the (3, 5)-regular, (155, 64) QC-LDPC code introduced by Tanner et al. [59]. The dominant TS is reported to be an (8, 2) elementary TS, with multiplicity 465 [32], although there are several other small TSs. The system matrix $A$ for this TS is primitive, with a maximum eigenvalue $r \approx 1.7870$. Fig. 12 shows that the FER predicted by the model for the (8, 2) TS using modified mean gains agrees with simulation within 0.2 dB at an LLR saturation level of 7. At this level of saturation, an error floor is indeed evident in the simulation results. For $E_b/N_0$ values above 4.86 dB, we found that 69.0% of the simulation failures were associated with the (8, 2) TSs, and most of the remaining failures could be attributed to other small TSs. However, at an LLR saturation level of 25, the error floor region is less pronounced in the FER simulation; in fact, only 6.8% of the simulated frame failures occurred on (8, 2) TSs. In this case, the state-space model overestimated TS failures by about 0.9 dB at $10^{-7}$ FER. The figure also shows that the error-rate curve for the nonsaturating decoder is slightly higher than that produced when the saturation level is 25. In fact, further simulations with a saturation level of 100 yielded results that were nearly identical to those of the nonsaturating decoder. At that saturation level, only a small fraction of the overall errors—roughly 7%—were due to the (8, 2) TSs. Moreover, about 55% of the frame errors had 11 or more erroneous bits. Some of these unusual comparative results may be connected to the fact that the waterfall region of this code has a very gentle slope. Finally, we note that in [32], BER estimates for

Taking into account the TSs of this code, Declercq et al. [60] have developed quantized decoders that significantly reduce the error floor when this code is used over the BSC.
Fig. 12. FER vs. $E_b/N_0$ in dB for (155, 64) QC-LDPC code with simulation and model predicted floor of the (8, 2) TS using modified mean gains.

This code was generated using an (8, 2) TS model and by importance sampling in the vicinity of the (8, 2) TSs with saturation levels of 10 and 100. The results were in close agreement with one another, suggesting that errors seen with a saturation level of 100 would be largely due to (8, 2) TSs. This is inconsistent with the results found in our simulation studies.

We chose to apply the state-space model to these four LDPC codes because they are structurally quite diverse in nature and their error floor performance under SPA decoding has been previously studied. The TSs in these codes have a wide range of multiplicities, with different degrees of overlap, and different graph-theoretic properties. In particular, the Margulis code has two dominant TSs, both with imprimitive A matrices, while the other codes are dominated by single TSs with primitive A matrices. Despite the differences among these codes, we found that the state-space model with modified mean gains estimated the error floors observed in simulations reasonably well and quite efficiently.

We saw that there are situations in which LLR saturation even at the fairly high levels of 25, 50 and 100 produce noticeable error floors in both simulation and model prediction. We also noted that the variances of the messages from degree-one check nodes of the induced subgraph of a TS—denoted by $\sigma_i^2$ in (31)—have a small impact on the overall results.

VI. MODELING OF NONSATURATING DECODERS

An original motivation for this study was the observation that, for the Margulis code, error-rate results generated by simulation of a nonsaturating decoder did not exhibit the error-floor behavior seen in previously published error-rate curves. In this section, we use the state-space model to investigate this phenomenon. We first apply density evolution (DE) to generate the relevant model inputs corresponding to nodes outside of the TS. Then, we refer back to the divergence condition of (32) to see if the model predicts that error floors are produced.

DE assumes that the Tanner graph has no cycles and that the block length of the code is infinite. For our purposes, this is equivalent to assuming independence among incoming LLRs, as in Assumption 10.

SPA decoding of LDPC codes exhibits a threshold phenomenon as the block length and the number of iterations tends to infinity. The error rate drops very dramatically as the SNR exceeds the decoding threshold, a value which can be found using DE [53]. As we are interested in the behavior of the error floor in this work, we assume that the channel SNR is always above the decoding threshold.

In [28], Sun asymptotically characterized the growth of the mean extrinsic check-node output, $m_{\lambda(ex)}$, from iteration $l - 1$ to $l$, showing that

$$m_{\lambda(ex)}^{(l)} = (d_v - 1)m_{\lambda(ex)}^{(l-1)} + \text{“some small value terms,”}$$

In [61], we refine Sun’s analysis and develop bounds on the mean extrinsic check-node LLR required, as a function of SNR, such that the growth rate of $m_{\lambda(ex)}^{(l)}$ exceeds that of the internal TS LLRs for all future iterations. In either DE analysis, in the high $E_b/N_0$ regime,

$$m_{\lambda(ex)}^{(l)} > C r^l$$

for every positive constant $C$, any $r$ such that $1 \leq r < d_v - 1$, and sufficiently large $l$.

According to (33), this growth rate comparison implies that every potential (non-codeword) elementary trapping-set error can be corrected by a nonsaturating LLR-domain SPA decoder after a sufficient number of iterations, provided we can rely upon DE as a model for LLR growth outside of the TS for variable-regular $(d_v \geq 3)$ LDPC codes. (Note that $d_v \geq 3$ appears here because $d_v = 2$ would not produce exponential growth in (33).)

In Fig. [13] we compare the mean check-node output LLRs produced by the SPA decoder simulation of the (2640, 1320) Margulis code to those generated by the application of DE to the ensemble of (3, 6)-regular LDPC codes. In the decoder simulation, the all-zero codeword is transmitted over the AWGN channel and early termination of the decoder is disabled. We note that the mean LLR from the simulation closely approximates the mean LLR predicted by DE during the first 20 iterations. The variance of the simulated check-node output LLRs is in agreement with DE for the first seven iterations, but then deviates significantly. Through the first seven iterations, the variance is approximately twice the mean, as the Gaussian approximation to DE would predict. By the ninth iteration, however, the simulated variance is better approximated by the square of the mean. As discussed in Section IV, such quadratic growth of the variance relative to the mean can result in an error floor, with the argument of the Q-function in (25) approaching a finite value as the number of iterations increases.

The cause of the departure of the simulated variance’s behavior from that predicted by DE is the positive correlation that develops among the LLRs after several decoder iterations. For the (12, 4) TSs of the Margulis code, Fig. [14] shows the average of the off-diagonal values from the $4 \times 4$ matrix of correlation coefficients of the four LLR check-node output metrics used as inputs to the state-space model, as a function
of Richardson’s semi-analytic technique that may offer a way to more accurately estimate error floors of nonsaturating decoders.

VII. MODIFICATION OF RICHARDSON’S SEMI-ANALYTICAL TECHNIQUE FOR NONSATURATING DECODERS

In this section, we briefly review Richardson’s semi-analytical technique for estimating error floors caused by TSs \[8\]. We then describe modifications intended to improve the effectiveness of the technique when applied to nonsaturating SPA decoders. Numerical results are presented for the Margulis code.

Richardson’s semi-analytical technique is a type of importance sampling; it essentially averages the results of several importance sampling experiments. (See, for example, \[32\], \[50\], \[62\] for the use of importance sampling to estimate the error rates of particular TSs.) Richardson’s technique biases the noise in the direction of the TS by a varying amount \(s\). Richardson effectively utilizes an orthogonal transform on the i.i.d. Gaussian noise samples within the TS to represent its noise with a new set of basis vectors in which each dimension is independent Gaussian noise. This allows him to treat the bias amount \(s\) as a Gaussian random variable, while performing Monte Carlo simulation on the other \(n - 1\) dimensions of the noise with variance \(\sigma^2\).

Richardson fixes the bias amount \(s\) to several negative values and runs simulations, finding the conditional TS failure probability \(\Pr\{\xi_T | s\}\) for each \(s\) value. Then, the overall TS failure probability \(\Pr\{\xi_T\}\) may be computed using the law of total probability, i.e.,

\[
\Pr\{\xi_T\} = \int \Pr\{\xi_T | s\} p_S(s) \, ds. \tag{34}
\]

Due to the high degree of overlap among TSs, when counting failures for \(\Pr\{\xi_T | s\}\), Richardson only counts a frame as a failure if the set of symbols which are not eventually correct exactly matches the symbol locations of \(T\), the specific TS under test.

The dominant TSs of the (2640, 1320) Margulis LDPC code are the (12, 4) and (14, 4) elementary TSs, shown in Figs. 10a and 10b\[7\], \[8\], \[23\]. In the case of the (14, 4) TS of the Margulis code, the not-eventually-correct symbols exactly match the symbols in \(T\) when testing the saturated decoder at a rate of about 3 in 4 failures or greater (at \(s = -1.35\)). Note that this rate drops substantially as \(s\) approaches 0. However, for our nonsaturating decoder, this ratio became less than 1 in \(10^5\) (at \(s = -1.35\)), indicating that the not-eventually-correct condition is not effective when saturation is eliminated. This ratio was so low when running Richardson’s technique for \(T\) set to a (12, 4) TS without saturation that we could not measure it. When saturation is present, failures are generally forced to occur on absorbing sets, and this is often the set under test when \(s \leq -1.25\). In the absence of saturation, the failures occur on a wide variety of Tanner subgraphs. Most of the failing subgraphs during nonsaturating simulation are not absorbing sets and most are larger than the original \(a\) variables under test. In fact, the two smallest failing structures that we captured at high SNR were the (14, 4) absorbing set...
of Fig. [10b] and the (18, 8) subgraph shown in Fig. [10c]. Since the set of general Tanner subgraphs within the Margulis code is vast [13], computing the error floor estimate for each type of subgraph with such a low capture rate would be impractical. An alternative approach is needed.

One possible approach would be to ignore the not-eventually-correct criterion and simply count all failures, at the risk of overestimating the error floor. Instead, we propose to estimate the error floor by introducing saturation in the final iterations of failed frames, so that they may fail on absorbing sets. For example, iterations with LLR saturation would force corrections to the labeled variable nodes of Fig. [10c] as the unsatisfied check nodes outnumber the satisfied checks, driving the failed structure to the (14, 4) absorbing set contained within. Since this approach reduces the number of incorrect bits per failure, it perhaps has meaningful applications. It appears effective, as we see that most failures are reduced to small absorbing sets in practice. We prefer this strategy because we are interested in establishing a lower bound on the floor for the nonsaturating case.

As there may be many variable nodes to correct to get to the absorbing set contained within the failed structure, we allow for 20 iterations of saturated SPA decoding before beginning the “eventually correct” logic which runs for 12 additional iterations. We chose to run the saturation phase at an LLR limit of ±25.

Fig. [15] shows results for saturating and nonsaturating decoders. All simulations were run for a maximum of 200 iterations, with the exception of the nonsaturating semi-analytical simulations which were run for 32 additional iterations as described above. In all cases, the semi-analytical technique was applied at $E_b/N_0 = 2.8$ dB, and the results were extrapolated locally as suggested in [8].

Richardson’s extrapolation assumes that the conditional failure probability $Pr\{\xi_T | s\}$ is insensitive to SNR changes. Additionally, note that the extrapolations appear to produce parallel lines in the log-log plot (i.e., the logarithm of the error rate versus the $E_b/N_0$ measured in decibels, which is also logarithmic). This parallel line effect is due to the nature of the integration in (14). The conditional failure probability within the integrand is largely about 5 standard deviations of $s$ below the mean value of $s$ for the cases presented here. Thus, small changes to the standard deviation of $s$ in (14) produce a multiplicative effect on the estimated error rate, regardless of the decoder’s specific saturation level.

For the nonsaturating decoder, Fig. [15] shows an estimated FER of $2 \times 10^{-11}$ at $E_b/N_0 = 2.8$ dB. This is slightly lower than the FER of $6 \times 10^{-11}$ found when the decoder saturates the check-node output LLR magnitudes at 200. (In making this error floor prediction, we have assumed that no other TSs become dominant in these conditions.)

Several additional observations are worth noting. First, increasing the maximum number of iterations of the nonsaturating decoder simulation to 1000 reduces the error floor by about a factor of 3.

Second, we have observed that when saturation levels are increased, the error floor is more sensitive to SNR than Richardson’s extrapolation suggests. We have applied the semi-analytical techniques of this section to estimate the combined FER contributions of the (12, 4) and (14, 4) TSs to be $4 \times 10^{-17}$ FER at $E_b/N_0 = 4$ dB. This shows that the error floor falls significantly faster than Richardson’s extrapolation predicts, since the conditional failure probability $Pr\{\xi_T | s\}$ appears to decrease significantly with increasing SNR. From the DE expressions, at higher SNR, the beneficial LLR growth starts earlier and grows faster giving the code beyond the TS a higher probability to correct a channel error along a TS for a nonsaturating decoder. However, an SPA decoder with limited LLR dynamic range will not leverage these effects that depend on SNR. This effect is also illustrated in Fig. [11] for the greatest saturation limit.

Third, we have observed a shift in which TSs dominate the error floor as saturation levels are increased. Table [LV] shows the ratio of the error floor contributions of the (12, 4) TS to the contributions of the (14, 4) TS at $E_b/N_0 = 2.8$ dB. We note that when saturation limits are low the (12, 4) TS dominates the error floor, but when the limits are raised the (14, 4) TS dominates. There are two potential reasons for this. The first is that the (12, 4) TS, with its smaller maximum eigenvalue value, is more sensitive to saturation level—that is, as the saturation limits are raised an initially erroneous (12, 4) TS becomes increasing likely to be corrected by the extrinsic LLRs, more so than an initially erroneous (14, 4) TS. The second potential reason is that we noticed that a growing fraction of (12, 4) TS failures are subsumed by the (14, 4) absorbing sets which contain them as LLR limits are raised. Additionally, we notice that the (14, 4) TSs dominate even more as the SNR is increased for a nonsaturating decoder.

Finally, we would like to know if we are actually seeing an error floor in the nonsaturating SPA simulation results. Extrapolating the FER of the waterfall region of Fig. [15] out to $E_b/N_0 = 4.0$ dB using a constant log-log slope yields an FER of about $5 \times 10^{-20}$. This is significantly smaller than the FER contribution of the (12, 4) and (14, 4) TSs, which we estimated above to be $4 \times 10^{-17}$. Therefore, preliminary evidence predicts that we will indeed see an error floor, but
it would begin at a much lower FER and would have about twice the slope as a function of SNR in a log-log plot when compared to the previously reported error floor estimate for the Margulis code \[7, 8, 23]\). Specifically, comparing to prior SPA simulation results, our error floor estimate is about 5 orders of magnitude lower at \(E_b/N_0 = 2.8 \text{ dB}\) and about 8 orders of magnitude lower at 4.0 dB.

### VIII. Conclusion

We have reexamined the error floor levels previously published for LDPC codes over the AWGN channel and their root cause (see, for example, \[7, 8, 23]\). We have shown that the error floor levels were caused by the interaction of non-codeword TSs and the effects of constraining highly-certain messages in a belief propagation decoder, such as the LLR-domain SPA decoder. It is likely that the saturation of LLRs in prior work, which was sometimes implicit, was used to avoid numerical implementation issues that we have noted. We have shown that when care is taken in processing those messages the error floor level is lowered by many orders of magnitude for several specific LDPC codes.

We have reviewed and refined a linear state-space model of TS behavior which predicts the level of the error floor. We have added some clarity to the situation of two distinctly different applications of this state-space model. On one hand, Sun introduced the model and proved that error floors do not exist when LLRs are not limited and density evolution produces valid LLR statistics \[23]\). On the other hand, Schlegel and Zhang improved upon the model and predicted nonzero error floors due to the dominant (8, 8) TSs of the 802.3an code \[11]\).

With respect to Sun’s work, we are in agreement with Sun’s conclusion as applied to variable-regular LDPC codes without cycles. We have shown empirically that the assumptions in the probability of error of the state-space model do not hold for codes with cycles. For these codes, we have shown that the effects of positively correlated LLRs when allowed to grow (without saturation) drive the ratio of the mean to standard deviation to a finite value possibly implying an error floor. This error floor level is difficult to estimate due to the positively correlated LLRs and the non-Gaussian distribution of our error indicator.

We have also been able to put Schlegel and Zhang’s work into a larger context. Their error rate results showing a nonzero error floor for a specific TS were for a decoder that saturated (i.e., “clipped”) the LLR values. Their addition of mean gains to the model made a substantial improvement to error floor prediction as we have shown. Our realization of the state-space model is more general than theirs, in that ours does not require the graphical regularity such that the dominant root of the model, \(\rho(A)\), is limited to the integral value \(d_v - 2\). Additionally, we have simplified considerably the incorporation of polarity inversion by the degree-two check nodes into the model.

We have presented two new methods to collect the statistics needed to drive the model. We have shown that the reason that the model predicts saturated performance relatively well is that by the iteration count at which LLRs become substantially correlated, their variance is driven to zero by the effect of saturation. This means that the model derived for the case with no cycles actually works rather well for the case with cycles when there is a significant saturation effect present. In our experiments the model with modified mean gains estimated the FER floor of floating-point simulation to within 0.2 dB for several different LDPC codes.

Additionally, when LLR saturation is removed from the decoder, we have observed that channel errors corresponding to absorbing sets can be frequently corrected when the beneficial unsatisfied check LLRs are allowed to eventually overpower the TS’s own detrimental LLR growth. This reasoning also helps to explain the observed slope deviations from Richardson’s error-floor extrapolation technique as LLR limits are substantially raised.

### Table IV

<table>
<thead>
<tr>
<th>Decoder</th>
<th>Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Saturated SPA, at ±7 CN out</td>
<td>4.6 : 1</td>
</tr>
<tr>
<td>Richardson’s 5-bit [8]</td>
<td>3.3 : 1</td>
</tr>
<tr>
<td>Saturated SPA, at ±15 CN out</td>
<td>3.3 : 1</td>
</tr>
<tr>
<td>Saturated SPA, at ±25 CN out</td>
<td>1.7 : 1</td>
</tr>
<tr>
<td>Saturated SPA, at ±50 CN out</td>
<td>0.7 : 1</td>
</tr>
<tr>
<td>Saturated SPA, at ±100 CN out</td>
<td>0.6 : 1</td>
</tr>
<tr>
<td>Saturated SPA, at ±200 CN out</td>
<td>0.46 : 1</td>
</tr>
<tr>
<td>Nonsaturating SPA decoder</td>
<td>0.4 : 1</td>
</tr>
</tbody>
</table>

The results make clear that when presenting error floor results the documentation of any LLR saturation is important.

Future work may include extensions to more channel models, investigations into non-elementary TSs, and an accounting of the correlations among LLRs. We hope that several of the techniques covered in this paper will be useful for variable-
irregular LDPC codes, but recognize that challenges await.

APPENDIX A
TABLES OF ABSORBING SET STRUCTURE

As opposed to studying the TSs that dominate several specific codes, in this appendix we present an overview of all subgraphs that may become error-prone trapping sets which satisfy specific conditions for particular large classes of codes. This can offer some perspective on the structural parameters we can simplify the search considerably. As we are just interested in a graph’s structure as opposed to its labeling we need only identify one of the graphs among several that are isomorphic to the others. In fact, we are partitioning the graphs into equivalence classes induced by graphical isomorphism.

Furthermore, we will limit our search to simple graphs, which have neither self-loops nor parallel edges. By limiting the search to simple graphs, we eliminate the multigraphs of girth 2 and their corresponding Tanner subgraphs containing 4-cycles.

Computational graph theory tools such as “geng” [63] can

**Lemma 3.** There exists a bijective map between the set of $d_v$-variable-regular elementary Tanner subgraphs (up to a relabeling of the check nodes) and the set of multigraphs $G = (V, E)$ with vertex degrees upper bounded by $d_v$, i.e., $d(v_i) \leq d_v \forall v_i \in V$.

**Proof:** Given the elementary Tanner subgraph $B_S = (S, N(S), E_S)$, each variable node $v \in S$ becomes a vertex $v \in V$ of $G$, that is $V = S$, and the degree-one check nodes are discarded. The check nodes of degree two become the edges of $G$, each forming a pair of vertices.

Given the multigraph $G$, each vertex $v \in V$ of $G$ becomes a variable node $v \in S$ of $B_S$. So, again $V = S$. Each edge of $G$ is replaced by a degree-two check node (with an arbitrary label) and two edges in $B_S$. Finally, degree-one check nodes are attached with single edges to variable nodes as needed until every variable node has $d_v$ neighbors.

Rather than find every single graph that satisfies our parameters we can simplify the search considerably. As we are just interested in a graph’s structure as opposed to its labeling we need only identify one of the graphs among several that are isomorphic to the others. In fact, we are partitioning the graphs into equivalence classes induced by graphical isomorphism.

**TABLE V**
Connected, elementary absorbing sets from the set of 4-cycle-free $d_v = 3$ variable-regular codes, with $r_{max} > 1.3$

<table>
<thead>
<tr>
<th>$(a, b)$</th>
<th>Num</th>
<th>$h_{max}$</th>
<th>$r_{min}$</th>
<th>$r_{max}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.321</td>
<td>1</td>
<td>1.521</td>
<td>1.521</td>
<td></td>
</tr>
<tr>
<td>2.629</td>
<td>1</td>
<td>1.829</td>
<td>1.829</td>
<td></td>
</tr>
<tr>
<td>1.361</td>
<td>2</td>
<td>1.414</td>
<td>1.424</td>
<td></td>
</tr>
<tr>
<td>1.696</td>
<td>2</td>
<td>1.298</td>
<td>1.316</td>
<td></td>
</tr>
<tr>
<td>2.458</td>
<td>4</td>
<td>1.696</td>
<td>1.729</td>
<td></td>
</tr>
<tr>
<td>509</td>
<td>1</td>
<td>1.883</td>
<td>1.888</td>
<td></td>
</tr>
<tr>
<td>1.348</td>
<td>2</td>
<td>1.599</td>
<td>1.665</td>
<td></td>
</tr>
<tr>
<td>1.940</td>
<td>4</td>
<td>1.911</td>
<td>1.929</td>
<td></td>
</tr>
<tr>
<td>1.532</td>
<td>1</td>
<td>1.645</td>
<td>1.667</td>
<td></td>
</tr>
<tr>
<td>1.861</td>
<td>2</td>
<td>1.298</td>
<td>1.355</td>
<td></td>
</tr>
<tr>
<td>1.929</td>
<td>1</td>
<td>1.892</td>
<td>1.940</td>
<td></td>
</tr>
<tr>
<td>1.830</td>
<td>2</td>
<td>1.571</td>
<td>1.654</td>
<td></td>
</tr>
<tr>
<td>1.645</td>
<td>2</td>
<td>1.379</td>
<td>1.555</td>
<td></td>
</tr>
<tr>
<td>1.830</td>
<td>2</td>
<td>1.381</td>
<td>1.940</td>
<td></td>
</tr>
<tr>
<td>1.830</td>
<td>2</td>
<td>1.381</td>
<td>1.940</td>
<td></td>
</tr>
<tr>
<td>1.830</td>
<td>2</td>
<td>1.381</td>
<td>1.940</td>
<td></td>
</tr>
</tbody>
</table>

**TABLE VI**
Connected, elementary absorbing sets from the set of 4-cycle-free $d_v = 4$ variable-regular codes

<table>
<thead>
<tr>
<th>$(a, b)$</th>
<th>Num</th>
<th>$h_{max}$</th>
<th>$r_{min}$</th>
<th>$r_{max}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4,4</td>
<td>1</td>
<td>1.521</td>
<td>1.521</td>
<td></td>
</tr>
<tr>
<td>5,0</td>
<td>1</td>
<td>2.629</td>
<td>2.629</td>
<td></td>
</tr>
<tr>
<td>5,4</td>
<td>1</td>
<td>2.219</td>
<td>2.219</td>
<td></td>
</tr>
<tr>
<td>6,0</td>
<td>1</td>
<td>1.929</td>
<td>1.929</td>
<td></td>
</tr>
<tr>
<td>6,2</td>
<td>2</td>
<td>2.697</td>
<td>2.710</td>
<td></td>
</tr>
<tr>
<td>6,4</td>
<td>3</td>
<td>2.355</td>
<td>2.367</td>
<td></td>
</tr>
<tr>
<td>6,6</td>
<td>2</td>
<td>2.449</td>
<td>2.480</td>
<td></td>
</tr>
<tr>
<td>7,0</td>
<td>2</td>
<td>2.272</td>
<td>2.296</td>
<td></td>
</tr>
<tr>
<td>7,2</td>
<td>2</td>
<td>2.772</td>
<td>2.805</td>
<td></td>
</tr>
<tr>
<td>7,4</td>
<td>2</td>
<td>2.525</td>
<td>2.585</td>
<td></td>
</tr>
<tr>
<td>8,0</td>
<td>6</td>
<td>2.272</td>
<td>2.296</td>
<td></td>
</tr>
<tr>
<td>8,2</td>
<td>28</td>
<td>2.772</td>
<td>2.805</td>
<td></td>
</tr>
<tr>
<td>8,4</td>
<td>50</td>
<td>2.272</td>
<td>2.296</td>
<td></td>
</tr>
<tr>
<td>9,0</td>
<td>16</td>
<td>2.272</td>
<td>2.296</td>
<td></td>
</tr>
<tr>
<td>9,2</td>
<td>126</td>
<td>2.805</td>
<td>2.850</td>
<td></td>
</tr>
<tr>
<td>9,4</td>
<td>285</td>
<td>2.584</td>
<td>2.728</td>
<td></td>
</tr>
<tr>
<td>9,6</td>
<td>177</td>
<td>2.355</td>
<td>2.429</td>
<td></td>
</tr>
<tr>
<td>9,8</td>
<td>278</td>
<td>2.126</td>
<td>2.141</td>
<td></td>
</tr>
<tr>
<td>10,0</td>
<td>59</td>
<td>2.272</td>
<td>2.296</td>
<td></td>
</tr>
<tr>
<td>10,2</td>
<td>719</td>
<td>2.826</td>
<td>2.886</td>
<td></td>
</tr>
<tr>
<td>10,4</td>
<td>915</td>
<td>2.629</td>
<td>2.821</td>
<td></td>
</tr>
<tr>
<td>10,6</td>
<td>1,404</td>
<td>2.422</td>
<td>2.648</td>
<td></td>
</tr>
<tr>
<td>10,8</td>
<td>2,298</td>
<td>2.219</td>
<td>2.313</td>
<td></td>
</tr>
<tr>
<td>10,10</td>
<td>19</td>
<td>2.272</td>
<td>2.296</td>
<td></td>
</tr>
<tr>
<td>10,11</td>
<td>265</td>
<td>1.272</td>
<td>1.295</td>
<td></td>
</tr>
<tr>
<td>10,12</td>
<td>4,721</td>
<td>2.843</td>
<td>2.903</td>
<td></td>
</tr>
<tr>
<td>11,0</td>
<td>265</td>
<td>1.272</td>
<td>1.295</td>
<td></td>
</tr>
<tr>
<td>11,2</td>
<td>14,569</td>
<td>2.667</td>
<td>2.852</td>
<td></td>
</tr>
<tr>
<td>11,6</td>
<td>12,458</td>
<td>2.478</td>
<td>2.788</td>
<td></td>
</tr>
<tr>
<td>11,8</td>
<td>3,231</td>
<td>2.295</td>
<td>2.458</td>
<td></td>
</tr>
<tr>
<td>11,10</td>
<td>208</td>
<td>1.214</td>
<td>1.227</td>
<td></td>
</tr>
</tbody>
</table>

Computational graph theory tools such as “geng” [63] can
TABLE VII

Connected, elementary absorbing sets from the set of 4-cycle-free \( d_v = 5 \) variable-regular codes, with \( r_{\text{max}} > 2.6 \)

<table>
<thead>
<tr>
<th>( (a, b) )</th>
<th>Num</th>
<th>( h_{\text{max}} )</th>
<th>( r_{\text{min}} )</th>
<th>( r_{\text{max}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>5,5</td>
<td>1</td>
<td>1</td>
<td>2.629</td>
<td>2.629</td>
</tr>
<tr>
<td>5,7</td>
<td>1</td>
<td>1</td>
<td>2.629</td>
<td>2.629</td>
</tr>
<tr>
<td>6,0</td>
<td>1</td>
<td>1</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>6,2</td>
<td>1</td>
<td>1</td>
<td>3.693</td>
<td>3.693</td>
</tr>
<tr>
<td>6,4</td>
<td>2</td>
<td>1</td>
<td>3.360</td>
<td>3.403</td>
</tr>
<tr>
<td>6,6</td>
<td>4</td>
<td>1</td>
<td>3</td>
<td>3.112</td>
</tr>
<tr>
<td>6,8</td>
<td>5</td>
<td>1</td>
<td>2.697</td>
<td>2.767</td>
</tr>
<tr>
<td>7,1</td>
<td>1</td>
<td>1</td>
<td>3.875</td>
<td>3.875</td>
</tr>
<tr>
<td>7,3</td>
<td>5</td>
<td>1</td>
<td>3.596</td>
<td>3.669</td>
</tr>
<tr>
<td>7,5</td>
<td>14</td>
<td>1</td>
<td>3.307</td>
<td>3.427</td>
</tr>
<tr>
<td>7,7</td>
<td>23</td>
<td>1</td>
<td>3</td>
<td>3.130</td>
</tr>
<tr>
<td>7,9</td>
<td>25</td>
<td>1</td>
<td>2.744</td>
<td>2.827</td>
</tr>
<tr>
<td>8,0</td>
<td>3</td>
<td>1</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>8,2</td>
<td>16</td>
<td>1</td>
<td>3.775</td>
<td>3.827</td>
</tr>
<tr>
<td>8,4</td>
<td>68</td>
<td>1</td>
<td>3.522</td>
<td>3.673</td>
</tr>
<tr>
<td>8,6</td>
<td>165</td>
<td>1</td>
<td>3.271</td>
<td>3.465</td>
</tr>
<tr>
<td>8,8</td>
<td>252</td>
<td>2</td>
<td>3</td>
<td>3.208</td>
</tr>
<tr>
<td>8,10</td>
<td>232</td>
<td>2</td>
<td>2.778</td>
<td>2.918</td>
</tr>
<tr>
<td>8,12</td>
<td>124</td>
<td>2</td>
<td>2.525</td>
<td>2.619</td>
</tr>
<tr>
<td>9,1</td>
<td>28</td>
<td>1</td>
<td>3.904</td>
<td>3.905</td>
</tr>
<tr>
<td>9,3</td>
<td>276</td>
<td>1</td>
<td>3.693</td>
<td>3.769</td>
</tr>
<tr>
<td>9,5</td>
<td>1,151</td>
<td>2</td>
<td>3.464</td>
<td>3.665</td>
</tr>
<tr>
<td>9,7</td>
<td>2,541</td>
<td>2</td>
<td>3.243</td>
<td>3.521</td>
</tr>
<tr>
<td>9,9</td>
<td>3,284</td>
<td>2</td>
<td>3</td>
<td>3.289</td>
</tr>
<tr>
<td>9,11</td>
<td>2,541</td>
<td>2</td>
<td>2.805</td>
<td>3.071</td>
</tr>
<tr>
<td>9,13</td>
<td>1,150</td>
<td>2</td>
<td>2.584</td>
<td>2.751</td>
</tr>
<tr>
<td>10,0</td>
<td>66</td>
<td>2</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>10,2</td>
<td>1,188</td>
<td>2</td>
<td>3.822</td>
<td>3.870</td>
</tr>
<tr>
<td>10,4</td>
<td>8,435</td>
<td>2</td>
<td>3.626</td>
<td>3.789</td>
</tr>
<tr>
<td>10,6</td>
<td>27,706</td>
<td>2</td>
<td>3.421</td>
<td>3.810</td>
</tr>
<tr>
<td>10,8</td>
<td>49,991</td>
<td>2</td>
<td>3.220</td>
<td>3.717</td>
</tr>
<tr>
<td>10,10</td>
<td>53,884</td>
<td>2</td>
<td>3</td>
<td>3.440</td>
</tr>
<tr>
<td>10,12</td>
<td>35,721</td>
<td>2</td>
<td>2.826</td>
<td>3.191</td>
</tr>
<tr>
<td>10,14</td>
<td>14,308</td>
<td>2</td>
<td>2.629</td>
<td>3.009</td>
</tr>
<tr>
<td>10,16</td>
<td>3,224</td>
<td>2</td>
<td>2.422</td>
<td>2.652</td>
</tr>
</tbody>
</table>

TABLE VIII

Extreme Relative Estimation Errors for the Spectral Radius

<table>
<thead>
<tr>
<th>Originating Table</th>
<th>With respect to ((21)) and</th>
<th>With respect to ((22)) and</th>
</tr>
</thead>
<tbody>
<tr>
<td>( r_{\text{min}} )</td>
<td>( r_{\text{max}} )</td>
<td>( r_{\text{min}} )</td>
</tr>
<tr>
<td>( \mathcal{V}(d_v = 3) )</td>
<td>0.0%</td>
<td>21.9%</td>
</tr>
<tr>
<td>( \mathcal{W}(d_v = 4) )</td>
<td>0.0%</td>
<td>12.0%</td>
</tr>
<tr>
<td>( \mathcal{W}(d_v = 5) )</td>
<td>0.0%</td>
<td>13.9%</td>
</tr>
<tr>
<td>( \mathcal{W}(\text{with } b \leq a) )</td>
<td>0.0%</td>
<td>13.9%</td>
</tr>
</tbody>
</table>

*Discovered over the relatively weak \((10,16)\) TSs.

We find empirically that the approximation of \((22)\) does not overestimate the spectral radius, but generally underestimates it. For 90% of the \( d_v = 3 \) equivalence classes, this approximation is no more than 6.0% below the true value of the spectral radius. The approximation of \((22)\) generally produces larger estimates of the spectral radius, sometimes overestimating the true value. For the \( d_v = 3 \) equivalence classes shown in Table \( \mathcal{V} \), the mean approximation error is \(-3.5\%\) for \((21)\) and \(+1.3\%\) for \((22)\). For both estimators, we measure the standard deviation of the relative error to be about 2.0%. Since we find the correlation coefficient between the relative errors of these two estimates to be 0.732, we may reduce the standard deviation and bias by combining them. In summary, it appears that \((22)\) and the combined estimator are marginally better estimators than \((21)\).

As discussed in Section III-C the approximation \((22)\) assumes that the TS contains mostly zero or one unsatisfactory check node per variable node, which is not always true in Table \( \mathcal{V} \) (i.e., \( d_v = 5 \)). When the assumption does not hold, the approximation of \((22)\) can underestimate the spectral radius significantly, as demonstrated by the extreme value within Table \( \mathcal{V} \). In this case, the \(-20.2\%\) error occurred over the relatively weak \((10,16)\) TSs. If we limit the processing of Table \( \mathcal{V} \) to its rows such that \( b \leq a \), i.e., the strong TSs, then the extreme relative error for this estimator would be reduced to \(-12.9\%\), as shown in the final row of Table \( \mathcal{V} \).

APPENDIX B

Reducible System Matrices A

In this appendix we address the case of reducible system matrices \( A \). We will find that the only reducible system matrices allowed by the prior assumptions in Section III-C are associated with multigraphs which are cycle graphs, which we now define.

A cycle graph, denoted \( C_n \), is a graph of order \( n \geq 2 \) in which the distinct vertices of the set \( \{v_1, v_2, \ldots, v_n\} \) are joined by the edges from the collection \( \{\{v_1, v_2\}, \ldots, \{v_{n-1}, v_n\}, \{v_n, v_1\}\} \). A cycle graph is a single cycle.

Example 6. The multigraph corresponding to the Tanner subgraph of Fig. 21 is the cycle graph of order 4, \( C_4 \).

Lemma 4. A \((0,1)\)-matrix is irreducible if and only if the associated digraph is strongly connected.

Proof: See \[36\] p. 78.
Lemma 5. Let \( G \) be a connected multigraph of order \( n \geq 2 \). Then \( G \) is isomorphic to the cycle graph \( C_n \) if and only if every vertex has degree two.

Proof: Omitted.

Theorem 6. Consider a multigraph \( G \) which satisfies Assumptions 7 and 8. \( G \) is either a cycle graph or has an associated adjacency matrix that is irreducible.

Proof: Multigraphs with any vertices of degree one are not allowed by Assumption 8. Connected multigraphs with all vertices of degree two are cyclic by Lemma 5. So now we will show any possible remaining connected multigraphs must have an irreducible adjacency matrix \( A(D) \).

The remaining multigraphs must have at least one vertex of degree greater than two. Also, all vertex degrees must sum to an even number, as every edge joins two vertices. This yields a connected multigraph with at least two cycles. Since a walk without backtracking through a connected multigraph with two cycles is able to reverse direction, every edge may be visited in either direction. Thus, when the edges of \( G \) are expanded to be vertices of the digraph \( D \), \( D \) will be strongly connected. Since \( D \) is strongly connected, its associated adjacency matrix \( A(D) \) will be irreducible by Lemma 4.

Of course, since \( A(D) \) is irreducible so must be \( A(D)^T \), which we use as the system matrix \( A \) in our state-space model. Therefore, the remainder of this appendix need only address the properties of cycle graphs. Relative to the variable-regular codes addressed in this paper, the cycle graph \( C_a \) corresponds to an \((a, b)\) TS with \( a \geq 2 \) and \( b = (d_v - 2)a \).

The expansion of the edges of cycle graph \( G = C_a \) to the digraph \( D \) will produce two disconnected directed cycles of length \( a \), one associated with the clockwise non-backtracking walk of \( G \) and one with the counter-clockwise non-backtracking walk of \( G \). Thus, \( A(D) \) has a symmetric permutation that is \( P A(D)P^T = \left[ A_1 \ 0 \ A_2 \right] \), in which \( A_1 \) and \( A_2 \) are each \( a \times a \) irreducible permutation matrices that implement a circular shift by one position. All the eigenvalues of \( A_1 \) and \( A_2 \) lie on the unit circle. The dominant eigenvalues of \( A_1 \) and \( A_2 \) are \( \rho(A_1) = 1 \) and their corresponding eigenvectors are the all-one vectors. Every eigenvector of \( A_1 \) becomes an eigenvector of \( P A(D)P^T \) by appending a zeros.

It is now easy to show that \( w_1^T = [1, 1, \ldots, 1] \) is a left eigenvector of \( A \) corresponding to the dominant eigenvalue of \( A \), which is \( r = 1 \). However, when \( r = 1 \) the first partial sums within (30) and (31) do not absolutely converge with increasing iterations. We now address this issue.

For any TS with an associated reducible matrix \( A \) satisfying Assumptions 7 and 8, we can also show that all the column sums of \( B \) and \( B_{ex} \) are two. With these values of \( r \), \( w_1^T \), and the column sums, (30) simplifies to

\[
\mathbb{E}[\beta'_j] = 2a \lambda \left( \frac{1 + \sum_{i=1}^{l} \frac{1}{\prod_{j=1}^{i} g_j}}{\prod_{j=1}^{i} g_j} \right) + 2a (d_v - 2) \sum_{i=1}^{l} \frac{m^{(i)}_{\lambda, \text{ex}}}{\prod_{j=1}^{i} g_j}.
\]

(35)

and (31) simplifies to

\[
\text{VAR}[\beta'_j] = 8a \lambda \left( 1 + \sum_{i=1}^{l} \frac{1}{\prod_{j=1}^{i} g_j} \right)^2 + 4a (d_v - 2) \sum_{i=1}^{l} \frac{\sigma^2_i}{(\prod_{j=1}^{i} g_j)^2}.
\]

(36)

This lack of convergence poses no problem to finding the ratio of \( \mathbb{E}[\beta'_j] \) in (35) to the square root of \( \text{VAR}[\beta'_j] \) in (36), which is what we require for our prediction model. In fact, this ratio simplifies significantly if we can assume that the LLRs are saturated. In the saturated decoding case, the partial sum with \( \sigma^2_i \) in (36) provides little contribution and we ignore it. Then,

\[
\lim_{l \to \infty} \frac{\mathbb{E}[\beta'_j]}{\sqrt{\text{VAR}[\beta'_j]}} = \sqrt{\frac{a}{2m\lambda}} \left( m_{\lambda} + (d_v - 2) \lim_{l \to \infty} m^{(i)}_{\lambda, \text{ex}} \right).
\]

(37)

We note that in (37), the value at which the extrinsic LLR magnitudes saturate, \( \lim_{l \to \infty} m^{(i)}_{\lambda, \text{ex}} \), plays an important role in determining the probability of failure for this type of TS in a variable-regular LDPC code.

APPENDIX C

MULTIGRAPHS WITH LEAVES AND BRANCHES

We now expand the set of multigraphs addressed in this work to include those with leaves and branches, which were previously eliminated by Assumption 8. Thus, the variable nodes in the associated Tanner subgraphs will be permitted to have \( d_v - 1 \) neighboring degree-one check nodes. In [28], Sun referred to the graphs addressed in this appendix as “TSs with external data nodes.”

We will describe the elementary Tanner graphs of this appendix from the perspective of their associated multigraphs using the mapping described in Section III-C. Let a base graph be a multigraph that satisfies Assumptions 2, 7, and 8. Such a graph contains one or more cycles. A leaf is a vertex of degree one. A branch is a vertex of degree two or more outside of the base graph, and is not contained in any cycles.

Example 7. The TS in Fig. 10a contains one leaf on a base graph and the TS in Fig. 10b contains just three leaves and no base graph. The (18, 8) Tanner subgraph of Fig. 10c has leaves A, B, and D and branch C on a base graph that is the (14, 4) TS of Fig. 10b.

Assumption 11 (Replacement for Assumption 8). Multigraphs of interest must contain a base graph and may contain leaves and branches.

We require a base graph because without one the eigenvalues would all be zero, as will become apparent shortly. Our new assumption allows the variable nodes within the associated Tanner subgraphs to have as many as \( d_v - 1 \) neighboring degree-one check nodes.

Theorem 7. Let \( G = (V, E) \) be a multigraph satisfying Assumptions 2, 7, and 7 containing base graph \( G_B \), \( n \) leaves and \( m \) branches, with \( n \geq 1 \) and \( m \geq 0 \). Let \( D = (Z, A) \) and \( D_B \) be the digraphs associated (as described in Section III-C).
with \( G \) and \( G_B \), respectively. Then, the adjacency matrix \( \mathbf{A}(D) \) is reducible and the set of its unique eigenvalues is the union of the eigenvalues of \( \mathbf{A}(D_B) \) and zero.

Proof: Each additional leaf in \( G \) adds one edge to \( G \). Let the edge \( e_i \in E \) join leaf \( v_k \) to vertex \( v_j \) in \( G \), where \( v_j \) is not a leaf. The edge \( e_i \) maps to vertices \( z_i, z'_i \in Z \) in \( D \). These vertices are not vertically connected to the digraph as \( d^+(z_i) = 0 \) and \( d^+(z'_i) = 0 \), and hence \( \mathbf{A}(D) \) must be reducible by Lemma 4.

Every leaf in \( G \) creates an all-zero column in \( \mathbf{A}(D) \) due to \( d^+(z'_i) = 0 \) and an all-zero row due to \( d^+(z_i) = 0 \). The all-zero columns may be symmetrically permuted to the left (i.e., their corresponding vertices are relabeled with the lowest possible values) and the all-zero rows to the bottom to form

\[
\mathbf{P} \mathbf{A}(D) \mathbf{P}^T = \begin{bmatrix} 0 & \mathbf{Y}_1 & 0 \\ 0 & \mathbf{X} & \mathbf{Y}_2 \\ 0 & 0 & 0 \end{bmatrix}, \tag{38}
\]

where the block diagonal contains square submatrices. The \( n \times n \) zero matrices at both ends of the block diagonal correspond to the \( n \) leaves in \( G \).

The eigenvalues of \( \mathbf{A}(D) \) are the roots of the characteristic equation \( \det(\mathbf{A}(D) - \mu \mathbf{I}) = 0 \), which simplifies to \( \det(\mathbf{X} - \mu \mathbf{I}) = 0 \) for use by the expansion by minors along every zero row and column. Thus, the eigenvalues of \( \mathbf{A}(D) \) are the eigenvalues of \( \mathbf{X} \) and \( 2n \) zeros. In case \( G \) contains branches, the removal of one layer of leaves exposes a new layer of leaves and the operations in this paragraph must be repeated until we reduce \( \mathbf{X} \) to be a symmetric permutation of \( \mathbf{A}(D_B) \), which will be irreducible except for the case addressed in Appendix 8.

By showing that the nonzero eigenvalues are preserved by the addition of leaves and branches, it is simple to argue that Theorem 2, which bounds the spectral radius of \( \mathbf{A}(D) \), still holds if Assumption 8 is replaced by Assumption 11.

The only weakness with respect to our prior development is that we can no longer assume that the left eigenvector \( \mathbf{w}_1^T \) is positive, as \( \mathbf{A}(D) \) may now be reducible. In practice, we have found that the new entries added to \( \mathbf{w}_1^T \) by the addition of leaves and branches are half zero and half positive. This may be proved by applying the Subinvariance Theorem in [55, p. 23] to (38). The presence of zero entries in \( \mathbf{w}_1^T \) weakens our prior claims on the error indicator \( \beta_i \triangleq \mathbf{w}_1^T \mathbf{x}_i \). Now, the error indicator is most effective on the variable nodes corresponding to the base graph and less effective on the variable nodes corresponding to the branches and leaves.

Finally, we do not see much practical motivation to predict the error floors of graphs with branches and leaves. We would prefer to run predictions on the base graphs contained within. Since the graphs with branches and leaves have the same spectral radius as their base graph they are no more likely to fail, in theory. In fact, they should be less likely to fail as more channel values are involved and more unsatisfied check nodes are working to correct the error pattern associated with the graph.
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