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Abstract—Constrained and unconstrained algorithms of the multisensor multiresolution technique (MMT) are discussed. They can be applied to unmix low-resolution images using the information about their pixel composition from co-registered high-resolution images. This makes it possible to fuse the low- and high-resolution images for a synergetic interpretation. The constrained unmixing preserves all the available radiometric information of the low-resolution image. On the other hand, the unconstrained unmixing may be preferable in case of noisy data. An analysis of the MMT sensitivity to sensor errors showed that the strongest requirement is the accuracy of geometric co-registration of the data; the co-registration errors should not exceed 0.1–0.2 of the low-resolution pixel size. Applications of the constrained and unconstrained algorithms are illustrated on examples of unmixing and fusion of the multiresolution reflective and thermal bands of a real TM/LANDSAT image as well as of a simulated image of the future ASTER/EOS-AM1 sensor.
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NOMENCLATURE

ASTER Advanced Spaceborne Thermal Emission and Radiation Radiometer of the EOS-AM1 mission.

CI Classifying instrument.

MI Measuring instrument.

MIR Middle infrared spectral range (3–5 μm).

MMT Multisensor multiresolution technique.

PSF Point spread function.

SWIR Short-wave infrared spectral range (1.1–2.5 μm).

TIR Thermal infrared spectral range (8–12 μm).

TM Thematic Mapper scanner on LANDSAT satellites.

VNIR Visible and near-infrared spectral range (0.4–1.1 μm).

I. PROBLEM

FUSION of multisensor imaging data enables a synergetic interpretation of complementary information obtained by sensors of different spectral ranges (from the visible to the microwave) and/or with different number, position, and width of spectral bands [1], [2].

A specific feature of multisensor data sets is often the difference in spatial resolution of the various sensors (channels). This is caused, on the one hand, by requirements of many applications for a high spatial resolution and, on the other hand, by physical and technological limitations that make it unfeasible to obtain an equally high resolution at different wavelengths and in channels with different bandwidths.

In particular, detailed land-oriented applications require usually a resolution of several meters to several tens of meters since otherwise a large number of image pixels may represent a mixture of different objects. These “mixed” pixels is one of the principal sources of errors in satellite image interpretation. However, the required high spatial resolution is provided only by panchromatic and multispectral scanners in the reflective spectral range (e.g., HRV/SPOT, MOMS-02 on the Shuttle D-2 mission and on PRIRODA module of the MIR station, the reflective channels of TM/LANDSAT and ASTER/EOS-AM1) as well as by SAR sensors (e.g., on ERS-1,2, ALMAZ, and RADARSAT). Other types of satellite imaging sensors like imaging spectrometers (MERIS/ENVISAT-1), thermal scanners (the thermal channels of TM/LANDSAT and ASTER/EOS-AM1), and imaging microwave radiometers (SSM/I on DMSP) could provide additional useful information, e.g., about biochemical composition of vegetation and waters, mineralogical composition of soils and rocks, surface temperature, water content in vegetation and soil, etc. However, their resolution from about 100 m for thermal scanners up to tens of kilometers for microwave radiometers leads to a large number of mixed pixels in their data preventing their efficient utilization for many land-oriented applications.

One of the possible approaches in a multisensor data environment is to use the data of higher resolution sensors/channels to analyze the composition of mixed pixels in images obtained by lower resolution sensors/channels in order to unmix them.

The purpose of this paper is to present the multisensor multiresolution technique (MMT) that may be a useful tool for these tasks. We discuss the context of the MMT development in Section II, its algorithm in Section III, and its application conditions and limitations in Section IV. After that, MMT applications are illustrated in Section V on examples of unmixing/fusion of multiresolution reflective and thermal bands of a TM/LANDSAT-5 image as well as of a simulated ASTER/EOS-AM1 image. Conclusions and recommendations for MMT application are given in Section VI.

II. BACKGROUND

The term “image fusion (merge)” is used throughout this paper as a synonym of the “pixel-level fusion” according to
the terminology [3] and corresponds to merging of measured radiances, e.g., for a combined retrieval of surface/atmosphere parameters. The “feature-level fusion” and “decision-level fusion,” which correspond more to statistical recognition tasks, are beyond the scope of this paper.

The multiresolution image fusion (merging) techniques [3], [4] merge the spatial information from a “high-resolution” image with the radiometric information from a “low-resolution” image. The process can also be considered as sharpening of the low-resolution image. The terms “high-resolution” and “low-resolution” are used here in a relative sense for the given combination of two images. Many of the image sharpening techniques have been developed for the specific case when the high-resolution image has only one spectral band as in the case of merging panchromatic and multispectral images as obtained, e.g., by HRV/SPOT. We will deal with the general case when the high-resolution image may be multispectral.

The available constraints for a radiometrically accurate reconstruction of a sharpened image in the low-resolution bands but with the high-resolution pixel size are the “energy balance” requirements: 1) if the sharpened image is degraded again to the original low resolution, it should coincide with the original low-resolution image, and 2) if spectral bands of the high-resolution image can be fitted by the spectral bands of the low-resolution image, then it is additionally required that the corresponding spectral degradation of the sharpened image should reproduce the high-resolution band images. These constraints are obviously insufficient to obtain an unambiguous solution for the sharpened image. It has been proposed to choose the minimum-norm pseudoinverse [5], [6] or the first local minimum along the projected gradient [7] as the unique solution from the infinite set of possible solutions for the sharpened low-resolution image. However, there is hardly any practical reason to prefer a priori these solutions to other possible solutions.

Comparative studies [8], [9] show that the techniques, which perform the most radiometrically accurate sharpening, are usually not those that produce synthetic images with the best visual impression. The latter is obtained by enhancing the effect of the high-resolution image texture in the sharpened image even at the expense of distorting its radiometric accuracy. In this paper, we will analyze the image fusion techniques using their radiometric accuracy as the principal criterion.

The image sharpening techniques are usually divided into spectral component substitution techniques and spatial domain techniques.

The spectral component substitution techniques have been developed principally for the case of fusion panchromatic and multispectral images. They are based on replacing a spectral component of the low-resolution multispectral image by the radiometrically adjusted panchromatic image. Among the most frequently used spectral component substitution techniques are as follows.

2) Principal component merge [8], [12], [13] substituting the first principal component.

3) Regression variable substitution (RVS) technique [8] substituting the regression variable obtained by statistical fitting of the high- and low-resolution image.
4) the radiometric method [9] substituting the component obtained by spectral fitting of the high- and low-resolution bands (if such fitting is possible).

The RVS technique [8] and the radiometric method [9] provide the best radiometric adjustment of the substituted component. However, a common disadvantage of the spectral component substitution techniques is that all the other spectral components except for the substituted one are left at their original low resolution (their resampling cannot be considered as an actual resolution enhancement).

The spatial domain techniques transfer high-resolution information from the high-resolution image to all the low-resolution spectral bands using various deterministic or statistical predictors. In order to preserve the available radiometric information of the low-resolution image, only the excess high spatial frequency components have to be transferred to the low-resolution bands. This can be done by a high pass filtration in the image domain [12], [14], [15] or by using various multiresolution representations: the wavelet decomposition [16]–[19], the Laplacian pyramid [20], [21], or the Fourier decomposition [22].

An appropriate choice of the predictor is critical for radiometric accuracy of the sharpened image. Deterministic predictors [23], [24] are more simple but less accurate than adaptive statistical predictors. Linear statistical predictors [14], [15], [25]–[27] provide good radiometric accuracy if the correlation between the high- and the low-resolution bands is strong. Otherwise, they may lead to strong radiometric distortions in the sharpened image (including contrast inversion). This may be the case, for example, when merging panchromatic and near-infrared images or reflective and thermal images. Better results in such cases can be obtained with nonlinear predictors that assume only predictability of signals in the low-resolution bands from signals in the high-resolution bands rather than a linear relation between them. Examples of nonlinear predictors are the look-up-table predictor [25], the median predictor [28], and the sigma-filter [29].

However, if the relation between the signals in the high- and low-resolution bands is nonlinear, a problem arises with training an adaptive predictor. In this case, the procedure of training the predictor on the available low-resolution image and then to apply it at the high-resolution pixel size may be inaccurate. In particular, the adaptive statistical predictors may not provide a radiometrically accurate fusion if there is a large number of mixed pixels in the low-resolution image.

Mixed pixels in multispectral and hyperspectral images can be analyzed with spectral "endmember" unmixing techniques (e.g., [30]–[32]). These techniques use reference spectra of pure spectral classes (“endmembers”) to derive endmember proportions in mixed pixels rather than to reconstruct an actual high-resolution image in the low-resolution bands. An adequate definition of endmembers and of their spectra is necessary to obtain reasonable results. The endmember techniques are not useful with one-band low-resolution images (e.g., with TM/LANDSAT thermal images).
Both unmixing of spatially low-resolution pixels and reconstruction of an image in the low-resolution bands with the high-resolution pixel size can be performed by the MMT [33], [34]. It can be used in cases where most or even all of the low-resolution pixels are mixed. In contrast to the end-member techniques, it does not require spectra of pure classes for the unmixing but retrieves them in the process. The MMT is based on 1) classifying the image of the high-resolution sensor (or sensor channels) and 2) retrieving signals of the low-resolution sensor (or sensor channels) for the classes recognized in the high-resolution data. From this point of view, the high-resolution sensor/channels are conventionally called the classifying instrument (CI), while the lower-resolution sensor/channels are called the measuring instrument (MI). As an option, high-resolution TM’s (where available) can be used instead of the CI data to unmix MI images.

A similar approach to unmix multitemporal multi-resolution images obtained by different sensors in the same spectral bands has been proposed in [35].

The principal limitation of this class-based unmixing is that the MI-signals are averaged over the total area of each class in the image. A moving window processing can be applied to reduce the spatial scale of the within-class averaging to the selected window size [36]. Alternatively or additionally to the moving window processing, a low pass correction can be used to introduce only excess spatial frequencies in the unmixed MI image while preserving its available low-resolution information [37]. A disadvantage of the low pass correction is that it may produce wave-type artifacts at sharp object borders.

In this paper, a constrained MMT-unmixing algorithm for image fusion is proposed to incorporate all the available MI information already in the process of unmixing.

III. ALGORITHM

The MMT algorithm is adapted to the practical situation in a multisensor data environment when the detailed spatial information is available only in the high-resolution CI image. This information is used to analyze composition of the lower-resolution MI pixels and to unmix them.

The unmixing of the MI pixels is performed consecutively in the moving window mode. In order to unmix the central MI pixel in the window, contextual information of the surrounding MI pixels is essentially used (Fig. 1). In particular, it is assumed that the features, that are recognizable in the high-resolution CI image, have the same MI signals in the central MI pixel as in the surrounding MI pixels in the window.

The algorithm includes the following operations.

1) Classification of the CI image.
2) Definition of class contributions to the signal of the MI pixels.
3) Window-based unmixing of the MI-pixels.
4) Reconstruction of an unmixed (sharpened) image.

The first step of the algorithm is a classification of the high-resolution CI image. Various unsupervised or supervised algorithms can be used to perform a spectral and/or textural classification of the CI image [38]. The selection of a classification algorithm should depend on a specific application.

The result of the classification is a high-resolution classification map $k(m,n)$ assigning to the high-resolution pixels $(m,n)$ a code $k$ of the corresponding classes. The classes may represent different objects or subobject areas with different physical parameters.

For each window, a constrained MMT-unmixing algorithm is used to retrieve class contributions to the signal of the MI pixels.

In this paper we will use for this purpose an unsupervised classification (clustering). This is an appropriate approach for the task of retrieving radiance variations in the scene and interpreting them in terms of physical parameters, e.g., by model inversion.

Though a separate classification of each window is possible [35], a general classification of the entire image may be preferable to avoid the problem of establishing correspondence between the spectral classes identified in different windows.

The result of the classification is a high-resolution classification map $k(m,n)$ assigning to the high-resolution pixels $(m,n)$ a code $k$ of the corresponding classes. The classes may represent different objects or subobject areas with different physical parameters.

Definition of class contributions to the signal of the MI pixels is performed with accounting for both the class area proportion in the MI pixels as given by the classification map $k(m,n)$ and for the PSF’s of the MI channels:

$$c_k(l,s; k_0) = \sum_{m,n \in k_0} p_k(l,s,m,n)$$  \hspace{1cm} (1)

where $c_k(l,s; k_0)$ is the contribution of class $k_0$ to the signal of MI pixel $(l,s)$ in MI band $k$, and $p_k(l,s,m,n)$ is a discrete approximation of the sensor PSF.

The discrete PSF gives the contribution from the area of a high-resolution pixel $(m,n)$ to the MI signal of pixel $(l,s)$ in band $k$. Its sum over $(m,n)$ is assumed to be normalized to 1. The PSF should account for the sensor-related effects as well as for the resampling (if the MI image is resampled to co-register it with the CI image). The atmospheric component should be included in the PSF only if the atmospheric smearing was corrected in the CI image before the classification (or if a ground-based TM is used for unmixing instead of CI data). In this case, the atmospheric smearing will be also removed during the unmixing.

Unmixing of the MI pixels is performed consecutively in a window that is moved with the step of 1 MI-pixel size. In each
window, the central MI pixel is unmixed by an inversion of a system of linear mixture equations that are written for all the MI pixels in the window:

$$S_i(l,s) = \sum_{k=1}^{K} c_i(l,s;k)\bar{S}_i(k) + \varepsilon_i(l,s)$$  \hspace{1cm} (2)$$

where $S_i(l,s)$ is the signal of MI pixel $(l,s)$ in the window, $\bar{S}_i(k)$ is the mean MI-signal for class $k$ in the window, and $\varepsilon_i(l,s)$ is the model error. The sources of the model error are sensor errors (radiometric noise, co-registration errors, PSF calibration errors) as well as class heterogeneity that may cause a difference of class signals in various MI pixels from the mean signal $\bar{S}_i(k)$ in the window.

The inversion of equation system (2) is performed by a least-squares method [39] independently for each MI band. If (2) for the central MI pixel $(l_0,s_0)$ of the window image is used as a linear constraint during the least-squares inversion (without the error term), it will insure that the “energy balance” requirement for the central pixel will be met (the total signal of the original MI pixel will be preserved). This type of unmixing will be called the constrained unmixing. On the other hand, if all the pixels in the window are taken during the least-squares inversion with the same weight, the unmixing will be called unconstrained. The unconstrained unmixing meets the “energy balance” requirement for the individual classes in the window but not for individual MI pixels.

The inversion problem for (2)—as well as other resolution-enhancement problems—is ill-conditioned, resulting in noise amplification in the solution [40]. In order to stabilize the solution, the least-squares inversion can be performed by minimization of the cost function

$$F = \sum_{(l,s)\neq(l_0,s_0)} \left(S_i(l,s) - \sum_{k=1}^{K} c_i(l,s;k)\bar{S}_i(k)\right)^2 + \alpha \frac{N_M}{K} \left(\sum_{k=1}^{K} (S_i(k) - \bar{S}_i(k))^2\right)$$  \hspace{1cm} (3)$$

where $K$ and $N_M$ are the number of classes and the number of MI pixels in the window. The first sum in (3) is taken over all the MI pixels in the window, with exclusion of the central pixel $(l_0,s_0)$ in the case of the constrained unmixing. The second sum in (3) with a regularization parameter $\alpha$ is added for regularization of the solution. It limits large deviations of the MI class signals $\bar{S}_i(k)$ from preset class signals $\bar{S}_i(k)$. The factor $(N_M - 1)/K$ is introduced to make $\alpha$ independent of the difference in the number of terms in the first and the second sums and thus to characterize better the “weight” of the preset class signals during the unmixing (in the case of the unconstrained unmixing this factor should be $N_M/K$).

The regularization makes it possible to decrease the retrieval errors that may be large for small classes (see discussion in Section IV). A possible choice of the preset MI class signals $\bar{S}_i(k)$ is the median value of the MI-image over the class area in the window as provided by the median-sharpening technique [28].

The choice of the regularization parameter $\alpha$ is a general problem of regularization techniques: a too-large $\alpha$ would lead to smearing of the unmixed image, while a too-small $\alpha$ would not allow to suppress the large retrieval errors for small classes. A few algorithms for an “optimal” regularization parameter selection have been proposed, e.g., the discrepancy principle, the generalized cross-validation, and the L-curve [40], [41]. A simple visual check of the unmixed image can also be helpful: the value of $\alpha$ should be decreased until a “pepper-like” noise (corresponding to large retrieval errors for small classes) starts to appear in the unmixed image.

Restoration of the unmixed MI-image $H^*(m,n)$ is performed by assigning the estimated mean class signals $\bar{S}_i(k)$ to the corresponding high-resolution pixels of the classification map:

$$H^*(m,n) = \bar{S}_i(k(m,n)), \quad (m,n) \in (l_0,s_0).$$  \hspace{1cm} (4)$$

This assignment is performed in each window only within the area of its central MI pixel $(l_0,s_0)$ (that meets the “energy balance” requirement if the constrained unmixing is applied). As the window moves over the image with the step of 1 MI pixel size, the entire unmixed image is reconstructed pixel by pixel.

IV. MMT APPLICATION ASPECTS AND LIMITATIONS

A. Number of Classes and Their Separability

The general condition of existence of the least-squares solution for equation system (2) is

$$\det(A_k(k,k')) \neq 0$$  \hspace{1cm} (5)$$

where

$$A_k(k,k') = \sum_{l,s} c_i(l,s;k)c_i(l,s;k').$$  \hspace{1cm} (6)$$

Condition (5) depends on the MI band $i$ since various MI channels may have different point spread functions.

In particular, (5) limits the allowed number of classes $K$ in the window: it should not exceed the number of the MI pixels in the window $N_M$ for the unconstrained unmixing and should be less than $N_M$ for the constrained unmixing. Moreover, it may be recommended to reduce further this maximal allowed number of classes a factor of $\sim 2$ for stability of the inversion. However, this does not yet guarantee existence of the solution. A typical situation of this type occurs when two or more small objects are present in only one MI pixel and do not appear anywhere else. It is clear that in this case it is impossible to separate their MI signals.

In our algorithm, when (3) cannot be resolved for some window in at least one MI band, then the smallest class in the window is combined with the spectrally closest class until (5) is met.

B. Unmixing Capability

The MMT unmixing can be performed only relative those classes that can be recognized in the high-resolution CI image. If a class is homogeneous only in the CI spectral bands but heterogeneous in the MI bands, averaging of its MI signature
will take place over the class area in the window (with accounting for all available low-resolution MI information by the constrained algorithm). If class areas with different MI signatures are located in different windows, they will be treated independently, and no averaging of their MI signatures will take place. Thus, the MMT unmixing can be efficient for a specific application if the classes, which are essential for this application, can be differentiated spectrally in CI data and/or can be separated spatially.

Let us consider the signal restoration error for a high-resolution pixel \((m, n)\) in the unmixed MI image:

\[
\Delta_{\text{mix}}^{\text{unmix}}(m, n) = H^*_k(m, n) - H_k(m, n) = (\bar{S}^*_k(k) - \bar{S}_k(k)) + (\bar{S}_k(k) - H_k(m, n)).
\]

Here \(H_k(m, n)\) is the hypothetical ideal image that would be obtained in the MI spectral bands with the high-resolution pixel size. The pixel restoration error \((7)\) has two components: 1) the retrieval error \(\Delta_{\text{class}}^k(k)\) of the mean MI-signal for class \(k\), to which pixel \((m, n)\) is ascribed during the classification, and 2) the deviation \(\Delta_{\text{class}}^{\text{res}}(m, n)\) of this mean class signal from the true MI-signal of pixel \((m, n)\) due class heterogeneity in the window.

The standard deviation \(\sigma_{\text{class}}^2(k)\) of the class signal retrieval errors \(\Delta_{\text{class}}^k(k)\) can be estimated from the residuals of the linear mixture model \((2)\) \([39]\). It tends to increase as the area of the class in the window decreases. Let us consider as an example a simple scene that is composed of a small subpixel object (class 1) observed at a homogeneous background (class 2). Let \(\sigma(1)\) and \((1 - \sigma(1))\) be the contributions of the object and of the background correspondingly to the MI signal of the pixel where the object is located. The other pixels are assumed to contain only the background. Then, it can be obtained from \((2)\) that the standard deviation of the retrieved signal for the object is equal to

\[
\sigma_{\text{class}}^2(1) = \sqrt{\sigma_0^2 + (1 - \sigma(1))^2 \sigma_{\text{class}}^2(2) / \sigma(1)^2} \approx \frac{\sigma_0}{\sigma(1)} \tag{8}
\]

where \(\sigma_0\) is the standard deviation of the error of model \((2)\). It has been taken into account in \((8)\) that the standard deviation of the retrieval error for the background signal is \(\sigma_{\text{class}}^2(2) \approx \sigma_0/\sqrt{N_{\text{MI}} - 1}\) and can be neglected in comparison to \(\sigma_0\).

Thus, though there are no principal limitations of the minimal area of classes [provided that \((5)\) is met], large retrieval errors for small classes can be expected, with their standard deviation being inversely proportional to the class area.

On the contrary, the class-heterogeneity error component \(\Delta_{\text{class}}^\text{res}(m, n)\) should decrease with an increasing detail of classification to the limit defined by the CI differentiating capability. This error cannot be estimated only from the available data. A way to reduce the effect of the class-heterogeneity error is to interpret the merged CI/MI image not at the level of high-resolution pixels but rather at the level of extended features that can be recognized in it. The borders of these features will be defined principally by the class borders in the high-resolution classification map, with a possible modification due to the low-resolution MI information that is preserved in the unmixed MI image. Averaging over the pixels belonging to the same class will reduce the deviation of their mean MI signal from the same class MI-signal.

C. Window Size

The selection of the window size is governed by two factors: 1) the window size should be as small as possible to reduce the spatial averaging scale of the MI class signatures and 2) the window should contain a sufficient number of MI pixels for a stable inversion. Our experiments have shown that the minimal window of \(3 \times 3\) MI pixels can be used only with rather rough classification maps since it limits significantly the allowed number of classes. Additionally, the \(3 \times 3\) window proved to be more sensitive than larger windows to sensor errors and to variations in the regularization parameter.

A larger window of \(5 \times 5\) MI pixels was found to be a good compromise between an acceptable scale of spatial averaging, the allowed number of classes, and the stability of the inversion. If a regularization is not used, a still larger window may be required to stabilize the solution \([42]\).

V. EXAMPLES OF MMT-UNMIXING

We will illustrate MMT application on examples of unmixing and fusion of multiresolution visible and near-infrared (VNIR), short-wave infrared (SWIR), and thermal infrared (TIR) bands. For this purpose, a simulated- and a real TM/LANDSAT image as well as a simulated ASTER/EOS-AM1 image are used. Simulation allows to check the unmixing accuracy as well as to analyze sensitivity of the technique to sensor errors. High spatial resolution hyperspectral images obtained by the Digital Airborne Imaging Spectrometer DAIS-7915 \([43]\) on board a Do-228 aircraft were used for the simulation. The spectral bands and the pixel size (sampling step) of the TM/LANDSAT, ASTER/EOS-AM1, and DAIS-7915 are compared in Table I.

Further MMT applications for panchromatic/multispectral and multispectral/hyperspectral image fusion can be found in \([36]\) and \([37]\).

A. TM/LANDSAT Image

TM/LANDSAT scanner has six VNIR and SWIR bands with the pixel size of 30 m and one TIR band with the pixel size of 120 m (Table I). Unmixing of its thermal band and its fusion with the reflective bands can be useful, e.g., for agricultural and microclimatologic applications \([28]\).

The MMT unmixing was applied to a TM/LANDSAT-5 subscene of an agricultural area at the Querfurter Platte (Germany), which was imaged on May 30, 1996. The subscene contains 512 \(\times\) 384 pixels with the size of 30 m.

Two image stripes of the same area were obtained by DAIS-7915 within 50 min after the LANDSAT-5 overflight. The two DAIS-7915 image stripes contain 512 \(\times\) 1910 and 512 \(\times\) 1949 hyperspectral pixels with the size of \(\sim 6\) m.

The following processing steps were performed to simulate the TM image from the higher-resolution DAIS-7915 image in the region where they overlap (see \([42]\) for details).
1) Geometric coregistration of the TM and DAIS-7915 images with the accuracy of within 1 TM reflective pixel (0.25 of the TM thermal pixel size).
2) Spectral aggregation of the DAIS-7915 bands to simulate the TM spectral bands by fitting of their spectral response functions.
3) Degradation of the spatial resolution of the DAIS-7915 images by their convolution with a Gaussian PSF.
4) Radiometric intercalibration of the DAIS-7915 and TM thermal images and their absolute calibration in at

The residual standard deviation of the real and simulated TM thermal images was 2.1 K. It may be explained by the

1) errors of the TM/DAIS-7915 geometric co-registration;
2) relatively strong striping noise in the TM image of up to 0.8 K;
3) the difference in the observation time leading to a visible discrepancy in contrast between some fields in the real and simulated images;
4) the partial high-altitude semi-transparent cloudiness that is absent in the simulated image but manifests itself in the real TM image by lower signal values in its upper-central part [see Fig. 5(c)].

Additionally, a reference thermal image [see Fig. 5(f)] was generated from the DAIS-7915 data for validation of the MMT unmixing results. The reference image matches the TM thermal image radiometrically, but has the spatial resolution of 30 m. The residual error of the simulated TM thermal image of 2.1 K can be assumed to be the lower limit for the residual error of the reference image (the latter can be expected to be higher, in particular, due to an increased effect of co-registration errors). In order to find the unmixing error $\sigma_{\text{unmix}}$ of the real TM thermal image, the standard deviation of the unmixed and reference images $\sigma_{\text{ref}}$ was defined within the area where the both images overlap. In order to separate the effect of the unmixing errors from the effect of the residual error of the reference image, the unmixing error was conventionally defined as $\sigma_{\text{unmix}} = \sqrt{\sigma_{\text{ref}}^2 - \sigma_{\text{residual}}^2}$ with $\sigma_{\text{residual}} = 2.1$ K. It can be expected to be the upper limit for the unmixing error due to a possible under-estimation of the residual error of the reference image. The unmixing error of the simulated TM thermal image was defined directly as its standard deviation from the reference image.

The iterative ISODATA clustering algorithm [38] with a fixed number of spectral classes (clusters) was used for classification of the real and simulated TM images in the six higher resolution reflective bands. The clustering was performed with $K_0 = 4-64$ classes to investigate the influence of the number of classes on the unmixing accuracy. If after an iteration some of the classes proved to be empty, the initial number of the not-empty classes was restored by dividing the most populated classes into two. The iterations were stopped as soon as less than 0.1% of the pixels changed their class. Finally, an adaptive median filtering with the window of 3 × 3 pixels was applied to the classification maps to filter out isolated points.

The unmixing of the real and simulated TM images was performed with the window size of 5 × 5 thermal pixels, by using, for the regularization, the images sharpened by the median-predictor algorithm [28].

Fig. 2 illustrates the influence of the regularization parameter $\alpha$ on the accuracy of the constrained and unconstrained unmixing. In the ideal case of the simulated image with no sensor-related errors, the minimal unmixing error of $\sim 1.6$ K was provided by the constrained algorithm at $\alpha = 0.3-0.5$. Generally, the constrained unmixing requires more regularization than the unconstrained unmixing since using the constraint destabilizes additionally the solution.

The errors of the unconstrained unmixing of the simulated image were significantly higher, except for $\alpha < 0.01$. At $\alpha > 1$, where the median-sharpened regularization image dominates, the error of the unconstrained unmixing for the ideal simulated image was even higher than for the larger real TM scene.

On the contrary, the unconstrained algorithm provided a better accuracy than the constrained one for the real noisy TM image, with $\sigma_{\text{unmix}} \approx 2.0$ K at $\alpha = 0.5$. In the case of the constrained unmixing, the retrieval errors dominated at this noise level over the effect of spatial sharpening. As a result, $\sigma_{\text{unmix}}$ increased monotonously with decreasing $\alpha$.

It is important to note that a variation of the regularization parameter $\alpha$ in a rather large range of 0.1–1 does not lead to a significant deterioration of the unmixing accuracy in comparison to the optimal selection of $\alpha$ if a proper algorithm (constrained or unconstrained) is selected in each case.

The effect of the number of classes on the unmixing error is illustrated in Fig. 3. During the constrained and unconstrained
unmixing of the simulated image, as well as during the unconstrained unmixing of the real TM image, the minimal error $\sigma_{unmix}$ was achieved with $K_0 = 10$–20 classes in the classification map. It corresponded to the mean value of $K = 8$–12 classes in the $5 \times 5$ moving window and of 5–8 classes in the central thermal pixel. At a larger number of classes, the growing class signal retrieval errors $\Delta_{\text{class}}$ begin to dominate in the total unmixing error (7). At a smaller number of classes, the unmixing error increases due to an insufficient detail of classification, leading to an increase of the class heterogeneity as characterized by the $\Delta_{\text{in-class}}$ term in (7).

When the constrained unmixing of the real TM image with a high noise level was performed, the effect of the class signal retrieval errors $\Delta_{\text{class}}$ always dominated, leading to a monotonous increase of $\sigma_{unmix}$ with the increasing number of classes.

In order to study in more detail the effect of sensor-related errors on the accuracy of the MMT unmixing, the following errors were introduced in the simulated TM image:

1) an uncorrelated Gaussian noise with the noise coefficient defined as the ratio of the standard deviations of the noise- and scene signals;
2) relative shifts of band images both in the direction of the lines and columns to simulate interchannel coregistration errors.

Additionally, the unmixing was performed with a wider PSF than the one used for the simulation.

Fig. 4 illustrates the separate effects of the errors in the thermal image on the unmixing accuracy. The effect of the similar errors in the high-resolution reflective images was found to be much smaller. The unmixing error of the constrained algorithm at a low level of sensor errors is significantly smaller than of the unconstrained algorithm. However, it is more sensitive to the sensor errors so that the unconstrained unmixing becomes more preferable at a high level of sensor errors. The noise with a practically reasonable level of within 0.1 of the scene signal variability does not increase significantly the retrieval error. The same is also true for the relative PSF-width error of within 0.1–0.2 of its true value. The greatest effect has the interchannel co-registration accuracy. The coregistration of the CI- and MI-images should be performed with an accuracy of 0.1–0.2 of the MI pixel size in order not to get a significant increase of the unmixing error.
Fig. 5. Unmixing of the real TM image \( \{ \alpha = 0.5, K_0 = 16 \} \): (a) high-resolution image in band 3 (0.63–0.69 μm); (b) classification map with 16 classes; (c) original low-resolution thermal image; (d) thermal image after the unconstrained unmixing; (e) thermal image after the constrained unmixing; (f) reference high-resolution thermal image as simulated from the DAIS-7915 data. Below—zoomed fragments of images (c)–(f) as indicated by the square frame.

The level of the striping noise in the real TM thermal image corresponds to the noise coefficient of \( \sim 0.1 \). This noise together with possible relative coregistration and PSF-calibration errors of within 0.1–0.2 could explain the obtained difference in the unmixing errors between the simulated and real TM images in Figs. 2 and 3.

The unmixing of the real TM thermal image is illustrated in Fig. 5 for the case of \( \alpha = 0.5 \) and \( K_0 = 16 \). It shows one of the high-resolution images [Fig. 5(a)] that were used to obtain a high-resolution classification map [Fig. 5(b)]. The classification map was applied to unmix the original TM thermal image [Fig. 5(c)] using the unconstrained [Fig. 5(d)] and constrained
Both the constrained and unconstrained algorithms allowed to sharpen the original TM image. The unconstrained unmixing removed also the striping noise of the original image due to its averaging effect within the window. Since it performs the averaging only within the classes, it preserves the sharpness of the class borders. On the contrary, the constrained unmixing preserved all the features of the original image at the scale of the initial thermal pixel size, including the noise. In some cases it allowed to restore more accurately small features. As an example, a zoomed fragment of images Fig. 5(c)–(f) with a small patch of freshly ploughed soil on a green field is shown in the lower part of Fig. 5. The patch is practically not resolved in the original image. Though it is resolved by the unconstrained algorithm, its contrast is much lower than in the reference image. The constrained algorithm allowed to restore the contrast much better.

The unmixing errors in this case are compared in Table II with the accuracy of the original TM thermal image as well as with the accuracy of the median-sharpened image. In order to illustrate the effect of the sensor errors, the unmixing errors of the noise-free simulated image are also indicated. The error of the constrained unmixing in the noise-free case of 1.59 K was lower than of the unconstrained unmixing (1.84 K). The both algorithms provided a significant improvement over the accuracy of the original image (2.65 K). The median sharpening was not effective for this scene due to a large number of mixed pixels.

During the unmixing of the real noisy TM image, the unconstrained algorithm allowed to obtain a higher overall accuracy of 1.95 K than the other algorithms. It improved significantly the accuracy of the original image (2.53 K). The constrained unmixing was more effected by the noise and provided a much lower accuracy of 2.22 K. However, it performed still better than the median sharpening that resulted in the accuracy of 2.30 K.

The unmixed TM thermal band can be fused with its VNIR and SWIR bands at the pixel size of 30 m for a combined interpretation. As an example, Fig. 6(a) shows the relation between the NDVI vegetation index and the mean temperature of the fields in the real TM image after the unconstrained unmixing. For comparison, Fig. 6(b) shows this relation for the same fields as obtained from the reference image. The standard deviation of the mean field temperature between the unmixed and real image was found to be equal to 2.1 K, coinciding with the residual deviation of the real and simulated TM thermal images. Thus, averaging the unmixed image over the fields reduced the unmixing errors to the level where they could not be quantified at the given accuracy of the reference image.

The regression lines obtained in the both cases are very close. The scattering of the points around the regression lines of up to a few Kelvin characterizes in fact the additional information in the thermal band that cannot be predicted from the NDVI. It accounts for the effects of crop type, surface color, and moisture [28].

B. Simulated ASTER Image

The futureASTER sensor of the EOS-AM1 mission will have three VNIR channels with the pixel size of 15 m, six short-wave infrared SWIR channels with the pixel size of 30 m, and five TIR channels with the pixel size of 90 m (Table I). It will have an improved spectral discrimination capability, in particular, for mineralogical investigations.
Unmixing of the ASTER data for mineralogical applications is a critical task for the MMT. The ASTER SWIR bands contain specific absorption features of OH-, H$_2$O-, CO$_3$-, and SO$_4$-bearing minerals that are not encountered in the higher resolution VNIR bands, while its TIR bands cover specific absorption features of silicates that are not encountered neither in the VNIR nor in the SWIR bands. Thus, in this mineralogical application of the MMT, a classification of the higher resolution bands may be not adequate for unmixing of the lower resolution bands.
We will illustrate the potential and limitations of the MMT in this case on an example of unmixing a simulated ASTER image of the surface lignite mine Zwenkau in Central Germany. Today, the recultivation of such mines becomes a major task, requiring a detailed knowledge of the mineralogical and geochemical composition of the dumped sediments.

The ASTER image was simulated using an airborne hyperspectral image obtained by DAIS-7915 also on May 30, 1996. The ASTER VNIR and SWIR spectral bands could be fitted by the DAIS-7915 bands very accurately. However, no spectral fitting could be performed for the ASTER TIR bands since the corresponding DAIS-7915 bands are too broad for this purpose. That is why the original DAIS-7915 TIR bands 8.2–9.1, 9.1–9.8, 9.8–10.6, 10.4–11.4, and 11.0–12.2 \( \mu \text{m} \) were taken to represent approximately the ASTER TIR bands 10–14 despite a significant difference in their location and width. After the spectral band simulation, the geometric resolution of the DAIS-7915 images was degraded to the specified ASTER channel resolution, assuming the Gaussian PSF with the 2\( \sigma \) size equal to the sampling step of the corresponding channel.

The following sensor-related errors were added to the simulated image in accordance to the ASTER sensor specification [44]:

1) Gaussian noise with the signal-to-noise ratio (SNR) of 50 (as defined relative the mean band signal) in the VNIR and SWIR and with the noise-equivalent temperature of 0.2 K in the TIR,

2) coregistration errors were simulated by introducing interchannel shifts in the direction of both lines and columns of: 0—for channels 1, 4, 7, 12; –0.1 of the sampling step—for channels 2, 5, 8, 10, 13; and 0.1 of the sampling step for channels 3, 6, 9, 11, 14.

In order to simulate an error in the ASTER sensor PSF, the unmixing was performed with a 10%-wider PSF than the one assumed for the image simulation.

Reference images with the resolution of 15 m were also simulated for the ASTER SWIR and TIR bands to check the unmixing errors.

Since the ASTER sensor has three resolution levels, the unmixing was conducted in two steps: 1) unmixing of the SWIR image using the higher-resolution VNIR image and 2) unmixing of the TIR image using the merged higher-resolution VNIR/SWIR image. It was found also in this case that the unmixing error is minimal and little sensitive to the total number of classes in the classification map in the range of \( K_0 = 10–20 \). It corresponds to the mean value of \( K = 5–8 \) classes in the \( 5 \times 5 \) SWIR image windows and of \( K = 8–14 \) classes in the \( 5 \times 5 \) TIR image windows (the mean number of classes in the central MI pixel was 3–5 and 6–10, respectively). The optimal values of the regularization parameter \( \alpha \) were again 0.3–0.5.

The unmixing results are illustrated in Fig. 7 for the case of \( K_0 = 16 \) and \( \alpha = 0.5 \). The unmixing errors are given in Table III.

In the first step, the 3-band VNIR image with the pixel size of 15 m [one of the band images is shown in Fig. 7(a)] was classified and used to unmix the 6-band SWIR image with the pixel size of 30 m. The unmixing results are illustrated in Fig. 7(b)–(d) for ASTER band 6 (2.185–2.225 \( \mu \text{m} \)) that covers the absorption band of OH-bearing minerals. While the original image [Fig. 7(b)] looks somewhat smeared, its constrained unmixing [Fig. 7(c)] allowed to restore partially its sharpness [compare with the reference image in Fig. 7(d)]. The error of the image unmixed by the constrained algorithm (0.0168 in at-ground reflectance units) was lower than of the original image (0.0179). However, the unconstrained algorithm resulted in a higher error than even the original image (0.0207) since the effect of sharpening at the resolution ratio of two did not compensate for the effects of within-class window averaging and of the retrieval errors. The accuracy of the median sharpening was even lower (0.0228).

The SWIR image as unmixed by the constrained algorithm was merged with the VNIR image at the pixel size of 15 m. This merged 9-band image was classified again and used to unmix the 5-band TIR image with the pixel size of 90 m. Fig. 7(e)–(h) illustrate the unmixing in band 14 (11.0–12.2 \( \mu \text{m} \) by our simulation). This spectral band represents surface temperature variations since it is little affected by emissivity variability [45]. Though the original image is very blurred [Fig. 7(e)], many larger temperature variations are restored both by the unconstrained and constrained algorithms [Fig. 7(f), (g)]. Smaller features, in particular the ripple-type patterns within the southern part of the dump were not resolved at the given MI/CI resolution ratio of 6 [compare with the reference image in Fig. 7(h)].

The unconstrained unmixing [Fig. 7(f)] suppressed the sensor noise that can be identified as a blocky structure in some parts of the constrained- unmixed image [Fig. 7(g)]. However, that was possible at the expense of additional spatial averaging, resulting in reducing contrast of small-scale temperature variations in comparison to the constrained unmixing. As a result, the unmixing error of the unconstrained algorithm (1.34 K) was larger than of the constrained one (1.23 K). The error of the median-sharpening (1.49 K) was again larger than of the original image (1.47 K) due to a large number of mixed pixels.

For many mineralogical applications, emissivity variations rather than temperature are of primary interest. We investigated the effect of unmixing on emissivity using band 10 (8.2–9.1 \( \mu \text{m} \) by our simulations) that covers the so-called “reststrahlen” bands of quartz. The emissivity in band 10 was retrieved
Fig. 8. Reflectance spectra of the areas within the dump that are indicated in Fig. 7(k): lines—spectra form the reference image; signs—spectra from the merged VNIR/SWIR/TIR image.

using the 10/14 band radiance ratio and assuming a constant emissivity of $\varepsilon = 0.985$ in band 14 (the reference channel method as applied to mineralogical investigations [45], [46]).

Fig. 7(i)–(l) show the “emissivity images” in channel 10 as derived from the original [Fig. 7(i)], unmixed [Fig. 7(j), (k)] and reference [Fig. 7(l)] TIR images. We will analyze them only within the mine area since for other objects in the scene (agricultural fields, houses), the assumption about the emissivity value in channel 14 may not be correct. Though the image rationing has increased the noise that can be recognized by a blocky structure in the constrained-unmixed image [Fig. 7(k)], a significant improvement of sharpness and a reasonable correspondence of larger emissivity variations to the reference image can be noticed. The large darker features corresponding to high quartz concentrations are clearly seen in the northern as well as in the southern areas of the dump. A few smaller dark features can be noticed also in the center. The bright spots in the emissivity images match the dark spots in the reflective images and correspond to moist soil. The fine ripple-type pattern, which was not reproduced in the unmixed temperature images, could not be reproduced also in the emissivity images.

The unconstrained unmixing [Fig. 7(j)] resulted in an additional reduction of contrast of small features in comparison to the constrained algorithm [Fig. 7(k)]. However, since it is less sensitive to the increased noise, its overall accuracy was even a little better than of the constrained unmixing (0.0079 versus 0.0081). The error of median sharpening (0.0091) was higher than of the MMT-unmixing but lower than of the original image (0.0098).

The constrained-unmixed SWIR and TIR images were merged with the VNIR image at the pixel size of 15 m and used to analyze the spectra of some features within the mine in the whole spectral range covered by the ASTER sensor. The location of these features is indicated in Fig. 7(k) and their spectra in the unmixed and reference images are compared in Fig. 8. The reflectance values in the TIR were obtained as one minus emissivity (Kirchhoff’s law).

Averaging over the feature area has again drastically smoothed out the pixel-level unmixing errors. Even the small dark feature 1 in the center of the emissivity image does not show any significant deviation between the unmixed and reference spectra. Its spectrum coincides with the spectrum of the large area 2 in the northern part of the dump (it is not shown separately). The both areas show the maximal quartz concentration. Area 3 in the southern part of the dump has a significantly lower reflectance in the VNIR and SWIR and shows a little lower quartz concentration than areas 1 and 2. The absorption feature at 2.2 $\mu$m, which is typical for clay minerals, is best pronounced in this area. However, its VNIR and SWIR reflectance spectra lie between those of areas 1(2) and 3. It illustrates by the way the case when linear statistical predictors could lead to an inversion of the quartz concentration contrast.

The spectrum of the moist area 5 is dominated by water and was not used for a mineralogical interpretation.

The restoration of some emissivity variations related to quartz concentration may be explained by a local statistical predictability. Quartz does not have absorption features in the VNIR and SWIR bands that were used for the classification. However, the mixture of stratigraphically and petrographically different sediments may have caused simultaneous local variations in the quartz concentration and in the content of the minerals recognizable in the VNIR/SWIR and/or in the surface structure. As a result, the features, that are recognizable in the higher-resolution VNIR/SWIR images, proved to have different spectra also in the TIR. The interpretation of their TIR
spectra in terms of quartz concentration helped to characterize these VNIR/SWIR features.

VI. CONCLUSIONS

1) The application of the MMT unmixing to a real TM image as well as to a simulated ASTER image has demonstrated a significant improvement in sharpness and radiometric accuracy in comparison to the original images. The MMT unmixing accuracy was also significantly better than the accuracy of the median-sharpening predictor in the conditions when the images were dominated by mixed pixels.

2) The constrained MMT unmixing preserves all the available radiometric information of the low-resolution MI image and performs better at a low noise level and for smaller objects. On the other hand, the unconstrained MMT unmixing performs better at a high noise level and can be used to suppress noise in the original image. The advantage of the unconstrained MMT algorithm in comparison to other noise filtering techniques is that it performs averaging only within the class areas in the window and thus preserves the sharpness of the classification map.

3) The MMT unmixing can be performed only relative to those classes that can be recognized in the high-resolution CI image. If a class is homogeneous only in the CI spectral bands but heterogeneous in the MI bands, averaging of its MI signature will take place over the class area in the window (with accounting for all available low-resolution MI information by the constrained algorithm). If class areas with different MI signatures are located in different windows, they will be treated independently and no averaging of their MI signatures will take place. Thus, the MMT unmixing can be efficient for a specific application if the classes, which are essential for this application, can be differentiated spectrally in CI data and/or can be separated spatially.

4) When analyzing usefulness of the MMT unmixing for a specific application, a possible local correlation has to be taken into account between phenomena that are recognizable in the CI and MI spectral bands. The importance of the local correlation has been demonstrated on the example of unmixing some quartz-related emissivity variation using the VNIR/SWIR bands for classification.

5) The borders of features in the unmixed images are defined principally by the high-resolution classification map but may be modified by signal variations in the lower-resolution MI bands. MI/CI data fusion for these features may enable their improved characterization in comparison to the information available in the CI bands. It was illustrated on examples of merging: 1) NDVI and temperature measurements for agricultural fields and 2) VNIR/SWIR spectral variations and emissivity variations related to quartz concentration in a lignite mine surface material.

6) The MMT unmixing of the TM and ASTER images demonstrated its capability to provide the radiometric accuracy at the high-resolution pixel level of between 1.2 and 2.0 K, depending on a scene and on sensor-related errors. The unmixing accuracy for emissivity in the quartz-absorption band was \( \sim 0.008 \), making it possible to differentiate a few gradations of quartz concentration. A further improvement in the retrieval accuracy can be achieved if the unmixed images are interpreted at the level of features that can be recognized in them.

7) The analysis of the MMT sensitivity to sensor errors showed that the strongest requirement is the accuracy of geometric coregistration of the data; the coregistration errors should not exceed 0.1–0.2 of the linear pixel size of the low-resolution image. This is a strong but not unrealistic requirement to modern coregistration techniques [47].

8) The performed simulation of the ASTER data fusion shows the application potential of the MMT unmixing for fusion of multispectral and multiresolution VNIR/SWIR/TIR data to be expected from new satellite sensors in the near future.
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