A case-based reasoning model that uses preference theory functions for credit scoring
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ABSTRACT

We propose a case-based reasoning (CBR) model that uses preference theory functions for similarity measurements between cases. As it is hard to select the right preference function for every feature and set the appropriate parameters, a genetic algorithm is used for choosing the right preference functions, or more precisely, for setting the parameters of each preference function, as to set attribute weights. The proposed model is compared to the well-known k-nearest neighbour (k-NN) model based on the Euclidean distance measure. It has been evaluated on three different benchmark datasets, while its accuracy has been measured with 10-fold cross-validation test. The experimental results show that the proposed approach can, in some cases, outperform the traditional k-NN classifier.

1. Introduction

The number of risks banks face every day is constantly growing. Banks are financial organizations which turn risk into profits. Most of their revenues are generated by credits, i.e. lending operations. Credit lending is therefore one of the most important profit generators for a bank. Naturally, the main risk when granting a loan is that the clients will not be able to fulfill their obligations towards the bank and that the bank will lose its funds.

During the last couple of decades, a rapid growth has been noticed in both availability and use of credits. Until recently, the decision to grant a credit was based on human judgement to assess the risk of default (Thomas, 2000). The growth in the demand for credit, however, has led to a larger interest in the use of more formal and objective methods (generally known as credit scoring) to help credit providers decide whether or not to grant credit to an applicant (Akhvein, Frame, & White, 2005; Chye, Chin, & Peng, 2004).

Credit scoring is a classification problem. That is why credit scoring models help to decide whether to grant a credit to new applicants, considering the customer’s characteristics such as age, income and marital status (Chen & Huang, 2003). Credit granting is a very important part of a bank activity, as it may yield big profits, but there is also a significant risk involved in making decisions in this area and the mistakes may be very costly for financial institutions (Zakrzewska, 2007).

For all the above reasons, the decision-making related to credit granting is one of the crucial elements in the policy of each bank. The key problem is to distinguish between good (that surely repay) and bad (that likely default) credit applicants. This means that credit risk evaluation consists of building classification rules that properly define bank customers as good or bad payers (Zakrzewska, 2007).

For many years, the decision whether to grant a loan has been done by credit analysts. The analysts usually had to write down the rules they used to assess a loan applicant’s credibility in repaying the loan. Credit decisions were made using these rules.

Credit scoring methodology can be used for different purposes, such as credit cards, personal loan applications, home loans, small business loans, as well as insurance applications and renewals. Furthermore, it can be used to increase the response rate to advertising campaigns, etc. (Thomas, 2000). Therefore, it is essential to find a way to build an effective customer classification model that can predict the customer’s behaviour more accurately.

There are a number of models which can be used for credit evaluation in the banking industry. Some of these methods are statistical, while some of them rely on artificial intelligence (AI) approaches. The statistical methods often used for credit scoring are multiple regression (e.g. Meyer & Pifer, 1970), discriminant analysis (e.g. Altman, 1968; Banasik, Crook, & Thomas, 2003), and logistic regression (e.g. Desai, Crook, & Overstreet, 1996; Dimitras, Zanakis, & Zopounidis, 1996; Elliott & Filinkov, 2008; Lee, Chiu, Lu, & Chen, 2002; Martin, 1977), while the AI methods include inductive learning (e.g. Han, Chandler, & Liang, 1996; Shaw & Gentry, 1998), artificial neural networks (e.g. Boritz & Kennedy, 1995; Coakley & Brown, 2000; Jo & Han, 1996; Lee & Chen, 2005; West, 2000; Zhang, Hu, Patuwo, & Indro, 1999), genetic algorithms (e.g.
Desai, Conway, Crook, & Overstreet, 1997; Huang, Chen, & Wang, 2007; Huang, Tzeng, & Ong, 2006; Yobas, Crook, & Ross, 2000), and artificial immune system (e.g., Leung, Cheong, & Cheong, 2007).

Since the seminal work of Schank and Abelson (1977), case-based reasoning (CBR) has been successfully applied in many areas including credit scoring (e.g., Bryant, 1997; Buta, 1994; Shin & Han, 2001; Wheeler & Aitken, 2000).

CBR is one of the methods which can be successfully applied to financial problems such as credit scoring. It can also be used in many other areas, such as customer segmentation (e.g., Changchien & Lin, 2005; Chiu, 2002; Chun & Park, 2006), medical and manufacturing industry (e.g., Hsu, Chiu, & Hsu, 2004; Im & Park, 2007; Tseng, Chang, & Chang, 2005), etc.

Despite its many advantages, there are some problems that must be solved in order to design an effective CBR system (Ahn & Kim, 2008):

- How to select the appropriate similarity function to generate classification from stored cases?
- How to select the appropriate features, known as feature selection?
- How to determine the weight of each feature, which is known as feature weighting?
- How to determine the optimal k parameter if k-nearest neighbour (k-NN) algorithm is used?
- How to compute similarity for categorical variables which could, among the numerical variables, also describe cases?

There have been many studies attempting to resolve these problems. The selection of the appropriate similarity measures, and the choice of feature subsets and their weights in the case of the retrieval step have been the most popular research issues (e.g., Ahn, Kim, & Han, 2007; Chiu, Chang, & Chiu, 2003; Kim & Han, 2001; Liao, Zhang, & Mount, 1998; Shin & Han, 1999; Wang & Ishii, 1997).

Similarity measurement is an important part of every CBR model. Therefore, it is usually used the Euclidean metric. Preference theory can also be used for measuring similarity between cases, especially as it provides more opportunities in expressing the decision-makers’ preferences. Li, Sun, and Sun (2009) and Li and Sun (2010) proposed combining CBR with preference functions (out-ranking relations) for financial distress and business failure prediction, respectively.

Li et al. (2009) used the outranking relations based on the preference function in Electre III, while Li and Sun (2010) constructed a hybrid CBR forecasting system which used all the available preference functions in outranking approaches, such as Electre, Promethee, and Oreste. In this paper, we have used the preference functions proposed in method Promethee for measuring similarity between cases.

Li and Sun (2010) used a trial-and-error iterative process to identify the optimal hybrid CBR module with corresponding preference function and parameters. In this paper, genetic algorithm has been used for such purposes.

It has been interesting to consider whether the domain knowledge, which can be expressed through preference functions, could be better exploited in such a way to improve the predictive performance of a CBR system.

The main difference between CBR with preference functions and the traditional CBR (k-NN) is the mechanism of similarity computation. We hypothesize that the use of preference theory functions in CBR can show better results than the traditional k-NN, based on the Euclidean distance measure in loan granting.

We have also analysed the number of neighbours that are taken into account for classification, as well as the influence of attribute (feature) weights on the accuracy.

The remainder of this paper is organized as follows: Section 2 introduces the basic concepts of the methods used in this paper. Section 3 proposes a new hybrid method that combines CBR and preference functions, with support of GA. Experimental evaluation of the model on benchmark credit scoring data is also presented in this section. Finally, some concluding remarks and the ideas for future research are discussed in Section 4.

2. Basic concepts

In this study, we evaluate the usefulness of CBR model with combining preference functions and a genetic algorithm (GA). The first two parts of this section present a review of basic concepts of CBR, with the emphasis on case retrieval, as this is the main topic of consideration in this investigation. The third part describes the main types of preference functions. The final, fourth part, describes the GA setup that has been used in this paper.

2.1. Case-based reasoning

Credit scoring methodology requires experience-based expertise. When solving a new problem, the experts rely on the past scenarios. They need to know which credits have been successful and which have failed. They also need to know how to modify an old case to fit the new situation. CBR is a general paradigm for experience-based reasoning. It assumes a memory model for representing, indexing, and organizing the past cases and a process model for retrieving and modifying the old cases and assimilating the new ones (Slade, 1991).

CBR solves new problems by relating some previously solved problems or experiences to the new problems thus forming analogical inferences for problem solving (Kolodner & Mark, 1992). Facing a new problem, CBR retrieves similar cases stored in a case base and adapts them to the new problem. The key factors affecting the performance of a CBR retrieval mechanism are case representation, case indexing and similarity metric (Buta, 1994).

CBR is generally quite simple to implement and can often handle complex and unstructured decisions very effectively (Ahn et al., 2007).

The retrieval of relevant previous cases is crucial to the success of a CBR system. The aim of case-based retrieval is to retrieve the most useful previous cases towards the optimal resolution of a new case and to ignore those previous cases that are irrelevant (Montazemi & Gupta, 1997).

A good retrieving function should take into account the features of a case that are more important. The case that matches the important features but not the less important ones will almost certainly be a better match than the one that matches less important features but does not match the important ones. For this reason, the integration of domain knowledge into the case matching and retrieving function is highly recommended in modelling a successful CBR system (Park & Han, 2002).

Solving a problem by CBR involves obtaining a problem description, measuring the similarity of the current problem to the previous problems stored in a case base (or memory) with their known solutions, retrieving one or more similar cases and attempting to reuse the solution of one of the retrieved cases, possibly after adapting it to account for differences in problem descriptions. The solution proposed by the system is then evaluated (e.g., by being applied to the initial problem or assessed by a domain expert). Then, if the proposed solution is adequate the problem description and its solution can be retained as a new case, and the system has learned to solve a new problem (Lopez de Mantaras et al., 2005).

According to Kolodner (1993), CBR comprises four major steps: (1) case representation, (2) case indexing, (3) case retrieval, and (4)
case adaptation. Case representation represents the features associated with a past case; case indexing intends to facilitate the search and retrieval of similar cases; case retrieval retrieves the cases most similar to the studied case from the database; and case adaptation is a process of modifying an existing case or building a new one if all the retrieved cases do not comply with the case encountered (Chen, Wang, & Feng, 2010).

Aamodt and Plaza (1994) suggested a model of the problem solving cycle in CBR, which involved four tasks, known as 4 REs (i.e. retrieve the most similar case or cases, reuse the information and knowledge from that case to solve the problem, revise the proposed solution and retain the parts of this experience likely to be useful for future problem solving). Reinartz, Iglezakis, and Roth-Berghofer (2001) revised this model and extended it by including two new steps – a review step in order to monitor the quality of system knowledge and a restore step, which selects and applies maintenance operations.

One of the most important steps in the CBR cycle, which will be the main focus of this work, is the retrieval of previous cases that can be used to solve the target problem. The basic assumption on which the similarity-based retrieval rests is that the most similar cases are the most useful ones for solving the target problem.

2.2. Case retrieval by using k-NN

One of the most useful capabilities of CBR is its ability to efficiently retrieve relevant cases from the case library. Successful performance of the retrieval mechanism depends on good representation, indexing and similarity metric (Park & Han, 2002). Three methods are usually used for case retrieval: nearest neighbour (NN), inductive learning, and knowledge-guide, or the combination of these (Buta, 1994). We use the NN method for case retrieval as it is the most commonly used method.

NN can be used for classifying a new case by searching for the cases in the database that have the most similar features and assigning the class of its nearest neighbour(s) to the new case.

Each case from the database has a classification (categorical) variable of interest (e.g. creditworthy or not), and a number of additional predictor variables (e.g. age, income, marital status, etc.). For a new case, which is to be classified, NN algorithm locates the closest member from the database and assigns the category of its nearest neighbour to the new case.

An important improvement in classification accuracy can be achieved with feature weighting algorithms. This means that the most relevant features have the highest weights. The overall similarity determined by a weighed NN matching function is mathematically represented as follows (Kolodner, 1993):

\[
\text{Similarity} (T, S) = \frac{\sum_{i=1}^{F} w_i (T_i - S_i)^2}{\sum_{i=1}^{F} w_i}
\]

where \(w_i\) is the weight of feature (attribute) \(i\), \(T\) is the target (input) case, \(S\) is the source (retrieved) case, \(F\) is the number of attributes in each case, and \(i\) is an individual feature from 1 to \(F\).

Setting the weights in the similarity function appropriately can improve the performance of the NN algorithms. More important attributes should be assigned larger weights than the less important ones, while the totally irrelevant attributes should be assigned zero weights (Park & Han, 2002).

\(k\)-NN method is a modified, extended version of NN that gives better classification results because it searches for \(k\) closest cases to the new case (\(k\) is usually an odd number) and proposes the solution that occurs most frequently in the \(k\) cases (Chen et al., 2010). For instance, in the credit scoring problem, where we should make a decision whether to grant a loan or not, \(k\)-NN method is adopted to infer whether our decision should be approved or rejected. In other words, after a new problem (case) shows up, the CBR system (on the basis of similarity function) will retrieve \(k\) most similar cases from the database \((k\)-NN\) and infer to which class the new case belongs. The group to which the majority of the \(k\) cases belong is the inferred group to which the new case belongs (Chen et al., 2010).

\(k\)-NN method uses a similarity function to generate classification from the stored cases. Several studies have shown that \((k\)-NN\) performance is highly sensitive to the choice of this function, so in order to reduce this sensitivity many \(k\)-NN methods have been proposed by using various distance functions.

2.3. Preference functions

The main weakness of the traditional (a.k.a. pure) CBR is the process of validation based on the Euclidean norm, where each criterion is measured equally. The only way to show certain preference to a certain criterion was by feature weighting. However, that has often been insufficiently reliable for solving practical problems.

Accordingly, there is a kind of over-generalization in distance computation, which means that the expert’s indifference or strict preference towards differences between two cases cannot be properly expressed. On the other hand, validity constraints are the conditions (i.e., domain knowledge) that prevent over-generalization. Validity constraints either specialize the previous case or limit its applicability (Montazemi & Gupta, 1997).

Domain knowledge can be incorporated in constructing the CBR model, either by the relative importance of criteria or by outranking relations (OR), including the strict difference, weak difference, and indifference, between the cases on each feature. The parameters for OR are acquired by the domain experts, or they can be determined, for example, by a GAs approach, as proposed in this paper.

It is difficult to determine the experts’ validity constraints in an ill-structured decision-making problem. The problem is in the choice of a validity constraint and its parameterization (threshold of indifference and/or threshold of strict preference) for each attribute.

This poses a considerable difficulty, because the expert must select boundaries from a large number of possible values. We therefore propose using GA for the objective choice and parameterization of validity constraints.

For measuring similarity between cases, we use the preference functions as validity constraints proposed in the famous multicriteria decision-making method – the Promethee (Brans & Vincke, 1985; Mareschal, 1986, 1988; Mareschal & Brans, 1988). For each attribute, a different preference function can be defined.

In Promethee preference functions are based on pair-wise comparisons of the alternatives along each recognized criterion (in credit scoring problem, there are comparisons of the feature’s values between the target case and each historical case from the database). For each criterion, the preference function translates the difference between the values obtained by two alternatives into a preference degree ranging from zero to one.

For each feature and each existing case in the base, in the classical approach, the distance between a new case and its features and the existing cases and their features, is measured as follows:

\[
d_i = |T_i - S_i|
\]

where \(d_i\) is the difference between \(T\) – target (input) case and \(S\) – source (retrieved) case on the \(i\)th feature (attribute). The Promethee method extends the classical approach by allowing different preference functions \(p(d_i)\) for each criterion, so each attribute reflects a preference level of \(S_i\) over \(T_i\) that ranges from 0 to 1. If
\[ p_i(d_i) = 0, \] both alternatives are considered indifferent to each other on the \( i \)th attribute. If \( p_i(d_i) = 1, \) one alternative is strictly preferred to the other on the \( i \)th attribute. Some preference functions have an indifference interval, defined by a threshold \( q_i, \) which allows to show indifference between two alternatives on an attribute not only when they have the same values considering the \( i \)th attribute (i.e., \( d_i = 0 \)), but also when they are just similar to each other (\( 0 < d_i < q_i \)). Furthermore, these functions can have a smooth transition between indifference and strict preference, which permits making preference judgments with distinct intensities. Values between 0 and 1 express the preference intensity in such a way that \( p_i(d_i) = 0 \) indicates weak preference and \( p_i(d_i) = 1 \) indicates strong preference (Parreiras & Vasconcelos, 2007).

Some authors (Brans, Vincke, & Mareschal, 1986) propose the main types of preference functions, which cover most of the practical situations (Fig. 1).

Zero, one or two parameters have to be defined for each preference function. The meaning of such parameters is

- \( q \) is a threshold of indifference;
- \( p \) is a threshold of strict preference and
- \( s \) is an intermediate value between \( p \) and \( q. \)

The \( q \) indifference threshold is the largest deviation, which is considered negligible, while the \( p \) preference threshold is the smallest deviation, which is considered sufficient to generate a full preference.

In this paper, the fifth type of preference function is chosen, as this function is the most important and it attracts the largest number of theoretical and practical applications for the evaluations carried out by the Promethee methods (Podvezko & Podviezko, 2010). The type 5 preference function uses the threshold of indifference and the threshold of strict preference that have to be defined. In this study it has been done by using GA.

**2.4. Genetic algorithms**

GA approach is the optimization method that includes a stochastic search technique that has the ability to search large and complicated spaces. It improves the search results by constantly trying various possible solutions with genetic operations (Ahn et al., 2007) similar to natural genetics and evolutionary principles (Ahn & Kim, 2008). GA basically explores a complex space in an adaptive way through GA operators: selection, crossover and mutation. This algorithm uses natural selection – survival of the best-fit individuals, in order to solve optimization problems (Kim, 2004). GA approach is particularly suitable for parameter optimization problems with an objective function subject to various hard and soft constraints (Shin & Han, 1999).

<table>
<thead>
<tr>
<th>Generalised criterion</th>
<th>Definition</th>
<th>Parameters to fix</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type 1: Usual Criterion</td>
<td>[ P(d) = \begin{cases} 0 &amp; d \leq 0 \ 1 &amp; d &gt; 0 \end{cases} ]</td>
<td>-</td>
</tr>
<tr>
<td>Type 2: U-shape Criterion</td>
<td>[ P(d) = \begin{cases} 0 &amp; d \leq q \ 1 &amp; d &gt; q \end{cases} ]</td>
<td>( q )</td>
</tr>
<tr>
<td>Type 3: V-shape Criterion</td>
<td>[ P(d) = \begin{cases} 0 &amp; d \leq 0 \ \frac{d}{p} &amp; 0 \leq d \leq p \ 1 &amp; d &gt; p \end{cases} ]</td>
<td>( p )</td>
</tr>
<tr>
<td>Type 4: Level Criterion</td>
<td>[ P(d) = \begin{cases} 0 &amp; d \leq q \ \frac{q}{p} &amp; q &lt; d \leq p \ 1 &amp; d &gt; p \end{cases} ]</td>
<td>( p, q )</td>
</tr>
<tr>
<td>Type 5: V-shape with indifference Criterion</td>
<td>[ P(d) = \begin{cases} 0 &amp; d \leq q \ \frac{q}{p} &amp; q &lt; d \leq p \ 1 &amp; d &gt; p \end{cases} ]</td>
<td>( p, q )</td>
</tr>
<tr>
<td>Type 6: Gaussian Criterion</td>
<td>[ P(d) = \begin{cases} 0 &amp; d \leq 0 \ 1 - e^{-\frac{d^2}{2s^2}} &amp; d &gt; 0 \end{cases} ]</td>
<td>( s )</td>
</tr>
</tbody>
</table>

Fig. 1. Types of preference functions.
Generally, the process of GA develops in the following manner (Ahn et al., 2007):

First, a GA randomly generates a set of solutions which represent the initial population. Each solution in the population is called a chromosome and it is usually given in the form of a binary string. After generating the initial population, GA computes the fitness function of each chromosome. The fitness function is a user-defined function that returns the evaluation results of each chromosome, so that the higher fitness value means that its chromosome is better. Classification accuracy (performance) is typically used as the fitness function for classification problems.

After generating the initial population, the offspring is generated by the application of genetic operators. Among various genetic operators – selection, crossover and mutation are the most fundamental and most popular operators. The selection operator determines which chromosome will survive. In the crossover, sub-strings from pairs of chromosomes are exchanged thus producing new pairs of chromosomes. In the mutation, which usually has a small mutation rate, arbitrarily selected bits in a chromosome are inverted. These steps of evolution continue until the stopping conditions are satisfied. In most cases, the stopping criterion is set to the maximum number of generations (Chiu, 2002; Fu & Shen, 2004; Han & Kamber, 2001).

GA approach is used in this study to determine the appropriate parameters for preference functions, as to find the weights of features. Classification accuracy of the model is set as the fitness function for GA.

3. The research design and experiments

3.1. Combining CBR and preference theory functions with GA support

The proposed hybrid model can be abbreviated as CBR–PF–GA (combination of CBR and preference theory functions with the use of GA).

The model with equal importance (weight) of each feature is called (pure) CBR–PF–GA, while the model with weighted features is called weighted CBR–PF–GA. The latter approach allows us to have the information, not only about preferences within each criterion, but also about preferences among the criteria (weights of relative importance of different criteria, weight of feature).

The proposed model is developed by using Microsoft Excel 2003 and Palisade Software’s Evolver Version 5.5. (Palisade Software, www.palisade.com)

The process of building a CBR–PF–GA classification model is as follows:

Step 1. Entering the basic information about the dataset.

Weights have to be defined for each attribute, as well as the type of preference function with their parameters (e.g. p, q from Fig. 1). To determine the right weights and preference functions’ parameters, we have used the GA from Evolver.

Step 2. Entering the GA parameters (population size, the stopping criteria, etc.) and performing the CBR process.

For case retrieval, k-NN method is used. Since the focus of this paper is not on the choice of optimal k, we have tested the proposed model on several k values, varying from 1 to 9 on every odd value.

NN model is used for measuring the similarity between the cases. For each categorical feature, the overlap function is used (i.e. the distance is 1 if the compared values are different, and 0 if the compared values are the same). For numerical attributes, our model CBR–PF–GA uses preference function type 5.

For each case from the test set, the model should assign one of the two possible classes, by measuring the distance of that case from every case in the training set. For estimating the performance of a predictive model, 10-fold cross-validation (CV) method is used.

Step 3. Calculating the fitness value for each chromosome.

Step 4. Applying genetic operators and producing a new generation. In step 5, the process of GAs evolution goes on towards the direction of maximizing the value of the fitness function. It includes selection of the fittest, crossover and mutation. By applying these operators, a new generation of the population is produced (Ahn et al., 2007).

Step 5. Steps 3–5 are repeated until the stopping conditions have been satisfied. Once the evolving process has been finished, according to the stopping criteria, the best parameters – the information about the parameters of the preference functions and the weights of features – are stored.

3.2. The datasets

We have used three datasets illustrated in Table 1. The Australian and German credit datasets are available from the UCI Repository of Machine Learning Databases (Frank & Asuncion, 2010), while SPSS dataset is from SPSS tutorial (SPSS for Windows 13.0, 2004).

The Australian credit data consist of 307 instances of creditworthy applicants and 383 samples where credit should not be extended. Each instance contains six nominal, eight numeric and one class attribute (accepted or rejected).

The German credit dataset contains 1000 cases, where 700 samples were accepted and maintained good credit, while 300 samples were accepted, but became delinquent. Each case is described with a set of 20 different attributes, which describe the credit history, account balances, loan purpose, loan amount, employment status, personal information, age, housing, and job title.

The SPSS credit dataset contains information on 700 customers who were previously given loans. It is less balanced, consists of 517 instances of creditworthy applicants and 183 instances where credit should not be granted.

3.3. Experimental results

To test the effectiveness of our model, four different CBR models have been applied:

1. Unweighted CBR (Pure CBR) where all features are weighted equally and the Euclidean distance function is used.
2. Unweighted CBR with preference functions optimized with GA (Pure CBR–PF–GA) where all the attributes have the same weight.
3. Weighted CBR with Euclidean distance function and weighted features (generated by using GA).
4. Weighted CBR–PF–GA with preference functions and weighted features (optimized by using GA).

As the controlling parameters of GA search for our experiments, we have used 1000 organisms in the population and set the crossover to 0.5 and mutation rate to 0.1. As a stopping condition, we have used 50 h, because it is noticed that after that time interval the solutions become stable.

For each CBR model, we applied the k-NN algorithm by varying parameter k ranging from 1 to 9. The 10 CV accuracies are illustrated in Tables 2–4. It can be noticed that the combination of CBR–PF–GA always shows better performance than the Pure CBR. This applies for the weighted model, as well.

We have further tested whether the detected differences are statistically significant. Wilcoxon signed ranks test is used to examine whether the classification performance of the hybrid approach is significantly higher than the classical one. Tables 5–7
show the results of Wilcoxon signed ranks testing the classification ability of classical CBR model compared to CBR–PF–GA model. Unweighted models are compared separately from the weighted ones. For each dataset a $k$ has been reported where CBR–PF–GA performed significantly better than the pure CBR at the 5% level. This indicates that the differences between results are in some cases significant. The similar situation is with the weighted models.

4. Conclusions

We have suggested a new CBR model with a desire to improve the performance of the traditional CBR system. The new model represents a combination of CBR, preference theory functions and GA approach.

As preference functions provide more opportunities in expressing decision-maker preferences, they can be used in order to improve the case retrieval process.

We have used GA to optimize the parameters of preference functions, but also to optimize the importance (weights) of the features. For the experiments, we have chosen the fifth type of preference functions, as it is concluded that this type could be most useful since it covers the largest number of situations.

The experimental results clearly show that the proposed model may outperform the traditional CBR model.

However, this study has its limitations. Feature and instance selection are the factors that can be optimized in a CBR system. Furthermore, the computation of similarity for the categorical variables describing the cases can also be a topic for some future research. The choice of parameter $k$, representing the number of cases most similar to the new case, can also be used as the parameter for optimization. In this paper, we evaluated the proposed model for only for a number of different values of $k$, but it is also possible that other values of $k$ may improve the overall performance of the CBR system.

Finally, the generalization of the proposed model should be additionally tested in the future by applying it to the problems in other domains.
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