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Abstract

This work presents the development of a numerical strategy that combines the fast Fourier transform on multipoles (FFTM) method and the boundary element method (BEM) to study the physics of multiple bubbles dynamics in moving boundary problems. The recent FFTM method can be employed to speedup the resolution of the boundary integral equation. However, one major drawback of the method is that its efficiency deteriorates quite significantly when the problem is spatially sparsely populated, as in the case where multiple bubbles are well separated. To overcome this deficiency, a new version of FFTM with clustering is proposed (henceforth called FFTM Clustering). The new algorithm first identifies and groups closely positioned bubbles. The original FFTM is then used to compute the potential contributions from the bubbles within its own group, while contributions from the other separated groups are evaluated via the multipole to local expansions translations operations directly. We tested the FFTM Clustering on several multiple bubble examples to demonstrate its effectiveness over the original FFTM method and vast improvement over the standard BEM. The high efficiency of the FFTM Clustering method allows us to simulate much larger multiple bubbles dynamics problems within reasonable time. Some physical behaviors of the multiple bubbles are also presented in this work.
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1. Introduction

A better understanding of the physics of multiple bubble dynamics is important for a wide range of applications including underwater explosions, biomedical and chemical processes [1–7]. Numerical modeling and simulation has proven to be an effective approach to study the complex phenomena of multiple bubbles dynamics. Boundary element method (BEM) is one effective numerical tool for solving such dynamical boundary value problem, with previous works by Blake and Gibson [1], Guerri et al. [7], Wang et al. [8,9], Zhang et al. [10], Wang [11], Rungsiyaphornrat et al. [12], Best and Kucera [13] and others.
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BEM has the distinct feature of reducing the problem dimension by 1, that is, only the boundaries of the bubbles and structures need to be discretized, and this greatly simplifies the pre- and post-processing tasks. Unfortunately, conventional BEM generates a dense matrix system, which requires $O(N^2)$ memory storage requirements and operations to solve with iterative methods [14,15]. This poses new challenges, and also provides the motivation to devise more efficient methods, to the simulations of large-scale problems, such as in multiple bubble dynamics, where $N$ can easily exceeds several thousands.

Numerous fast algorithms were developed over the last few decades, including the hierarchical-based tree algorithm [16,17], fast multipole method (FMM) [18–20], and the FFT-based methods such as the particle–particle–particle-mesh (PPPM) methods [21], precorrected-FFT approach [22] and the recent fast Fourier transform on multipoles (FFTM) [23,24]. The efficiency of the former group comes from the use of multipole expansions theories and a highly effective hierarchical structure, where multipole and local expansions are translated efficiently up/down the oct-tree when evaluating the far field potentials. As for the FFT-based methods, the speedup is gained from the use of FFT algorithms [25] for computing the discrete convolutions. Other fast techniques include the sparsification of the dense matrix systems by using singular value decomposition (SVD) [26], wavelet transforms [27] and the multilevel methods for the fast solution of integral equations [28].

In this paper, the fast Fourier transform on multipoles (FFTM) coupled with BEM is implemented to solve the boundary integral equation that governs the dynamics of multiple bubbles. However, its efficiency suffers significantly when the problem is spatially sparse, that is, quite a substantial portion of the problem domain is empty (for example, in the case where the bubbles were placed widely apart). Here, we suggest an improvement with a clustering approach. The new algorithm first identifies and groups closely positioned bubbles, based on their relative distances. Then the elements interactions within the groups itself are evaluated rapidly using FFTM, while interactions among the different groups are evaluated directly via multipole to local translation operations. It is demonstrated that the new approach can performs significantly faster than the original FFTM method without compromising the accuracy.

This paper is organized as follows. Sections 2 and 3 briefly outline the mathematical formulation of the bubble dynamics simulation model, and the mathematical preliminaries of the multipole approximations theories, respectively. In Section 4, the FFTM and the FFTM Clustering algorithms are presented for the bubble dynamics problem. Then in Section 5, we present some numerical studies on the accuracy and effectiveness of the FFTM Clustering method. In Section 6, we study the physics of multiple explosion bubbles. Finally, the major findings of this study are summarized in Section 7.

2. Mathematical formulation of the bubble dynamics model

2.1. Boundary integral equation for potential flow problem

Assume that the fluid domain around the bubbles is inviscid, incompressible and irrotational, the governing equation for such a flow is the Laplace equation, i.e. $\nabla^2 \Phi = 0$, where $\Phi$ is the velocity potential and the velocity vector is defined as $u = \nabla \Phi$. Using Green’s theorem, the problem can be rewritten as the following boundary integral equation:

$$ c(x)\Phi(x) = \int_{C} \left[ \frac{\partial \Phi(y)}{\partial n} \frac{1}{||x-y||} - \Phi(y) \frac{(x-y) \cdot n}{||x-y||^2} \right] d\Gamma(y), $$

(1)

where $x$ and $y$ correspond to the field and source points, respectively, $n$ is the normal vector directed away from the fluid, and $c(x)$ is the solid angle defined at the location $x$. Applying the collocation BEM scheme to Eq. (1), with the geometry and the physical variables being approximated by discrete linear triangular elements, leads to a discrete model defined by its nodal variables. Finally, applying the appropriate boundary conditions leads to a dense linear system of equations. As mentioned above, solving the dense matrix system becomes computational intensive for large-scale problems. In Section 4, we present the FFTM algorithms that can solve the problem more efficiently, with minimal loss in accuracy.
2.2. Bubble model in dimensionless form

Assume that the bubbles contain non-condensable ideal gas, and the expansion and compression of the gas are adiabatic. Then, the gas pressure $P$ inside each bubble can be expressed in term of the current volume $V$ as

$$P = P_0 \left(\frac{V_0}{V}\right)^{\lambda},$$  

(2)

where $P_0$ and $V_0$ are the bubble initiate pressure and volume, respectively. The parameter $\lambda$ is the ratio of specific heats which is 1.25 (used in this study throughout) for the gaseous explosion products resulting from a TNT explosion [5]. For non-dimensionalization purpose, the maximum radius $R_m$ of one of the bubbles [12] in the system is chosen to be the scaling factor for all lengths. The reference pressure $P_{ref}$ at a depth $H$, given by $P_{ref} = P_{\infty} + \rho g H$, where $g$ is the gravitational acceleration, $P_{\infty}$ is the atmospheric pressure, and $\rho$ is the density of the surrounding fluid, is the scaling factor for all pressures. The other scaling factors for the velocity potential, velocity and time are:

$$U_{ref} = \sqrt{\frac{P_{ref}}{\rho}}, u'_{ref} = \sqrt{\frac{P_{ref}}{\rho}} \text{ and } t'_{ref} = \sqrt{\frac{\rho}{P_{ref}}},$$

(3)

Eq. (4) is the dimensionless unsteady Bernoulli equation at the bubble interface and it is used to update the velocity potential $\Phi'$ as the bubble evolves. The nodal positions of the bubble surfaces $x'$ are updated with the kinematic condition in Eq. (5).

To maintain the stability of the numerical solution, the time-step size is controlled such that the changes in potential are bounded at each time step. For most simulations, at each subsequent time step $\Delta t'$ the following criterion is used [9]:

$$\Delta t' = \frac{\delta}{\max \left[1 + \frac{1}{2} |u'|^2 + P'\right]}.$$  

(6)

This procedure ensures that the maximum potential change anywhere is limited to a value of $\delta = 0.003$, which helps to avoid possible numerical instabilities. The initial condition assumes that the entire fluid is at rest, i.e. $\Phi'$ and $\frac{\partial \Phi'}{\partial n}$ are set to zero at $t' = 0$. This assumption is also applied to bubbles that are initiated at subsequent later times.

3. Multipole expansion approximation and boundary integral equation

Multipole expansion is an approximation technique for evaluating the far potential field due to distant sources. It is based on the multipole translation theory that was derived by Greengard and Rokhlin [18,19] in their implementation of the fast multipole method (FMM). In the following sections, we will briefly describe how the multipole approximation technique can be employed in our context. Readers can refer to [19,29] for details on the multipole translation theory.

3.1. Multipole and local expansions and their translation operators: a re-visit

Given a set of $n_e$ boundary elements, which are clustered about point $O$ and bounded within a sphere $S_a$ of radius $a$. Single layer and dipole layer sources (corresponding to the first and second terms in the integral in
Eq. (1), respectively) are distributed on the surface of each element. Consider a potential evaluation point \( x \) (corresponding to a node on the bubbles) that is near a point \( \mathbf{O}^* \) and bounded within a sphere \( S_b \) of radius \( b \). Note that these spheres are just fictitious bounds, and are not related directly to the geometries of the bubbles. Now, the exact potential at the evaluation points \( x \) due to the set of elements \( n_e \) are given by

\[
\Phi_{\text{exact}}(x) = \sum_{j=1}^{n_e} \int_{r_j} \frac{\partial \Phi(y)}{\partial n} \frac{1}{\|x - y\|} d\Gamma(y)
\]
for a single layer source

and

\[
\Phi_{\text{exact}}(x) = \sum_{j=1}^{n_e} \int_{r_j} \Phi(y) \left( \frac{x - y}{\|x - y\|} \right) \cdot n d\Gamma(y)
\]
for a double layer source,

where \( \tilde{\Gamma}_j \) represents the discrete boundary elements. Next, we will describe how multipole expansion is used to approximate the integrals in Eqs. (7) and (8).

Now, suppose the relative distance between \( \mathbf{O} \) and \( \mathbf{O}^* \) is significantly larger than \((a + b)\), then the potentials in Eq. (7) and (8) can be approximated by the local expansion,

\[
\Phi_{\text{multipole}}(x) = \sum_{j=0}^{P_{\text{exp}}} \sum_{k=-j}^{j} L^k_j Y_j^{-k}(\theta^*, \phi^*) r^j,
\]

where \( P_{\text{exp}} \) is the order at which the expansion is truncated, \((r^*, \theta^*, \phi^*)\) is the relative position of \( x \) with respect to \( \mathbf{O}^* \). Here, \( Y^m_n(\theta, \phi) = \sqrt{\frac{(n+m)!}{(n-m)!}} P^m_n(\cos \theta) e^{i m \phi} \) is the spherical harmonics function of degree \( n \) and order \( m \), with \( P^m_n(\cos \theta) \) being the associated Legendre function of the first kind [30].

The local expansion coefficients \( L^k_j \), i.e. the potential gradients at \( \mathbf{O}^* \) due to the multipole moments \( M^m_n \) sources defined at \( \mathbf{O} \), are derived using

\[
L^k_j = \sum_{n=0}^{P_{\text{exp}}} \sum_{m=-n}^{n} i^{k-m-|k-m|} A^m_n A^k_{j-n} Y^m_{j+n}(\alpha, \beta) \left( \frac{(-1)^{n}}{\sqrt{(n-m)!(n+m)!}} \right) M^m_n,
\]

where \((\rho, \alpha, \beta)\) represents the spherical coordinates of the vector \((\mathbf{O}^* - \mathbf{O})\), \( i = \sqrt{-1} \) and \( A^m_n = \frac{(-1)^m}{\sqrt{(n-m)!(n+m)!}} \). And the multipole moments \( M^m_n \) in Eq. (10) are defined by

\[
M^m_n = \sum_{j=1}^{n_e} \int_{\tilde{\Gamma}_j} \frac{\partial \Phi}{\partial n} (y) Y^{-m}_n(\theta, \phi) r^m d\Gamma(y)
\]

for single layer source

and

\[
M^m_n = \sum_{j=1}^{n_e} \int_{\tilde{\Gamma}_j} \Phi(y) \nabla (Y^{-m}_n(\theta, \phi) r^m) \cdot n d\Gamma(y)
\]

for double layer source,

where \((r, \theta, \phi)\) are the coordinates of \( y \) with respect to \( \mathbf{O} \). Eqs. (11) and (12) are the operators that convert a set of continuous panels sources to discrete point sources defined at the centre of the sphere \( S_a \).

Eqs. (9)–(12) are sufficient for the implementation of the FTTM algorithm. However, for the new FTTM Clustering method (see Section 4.3), we need two other important translation operators, namely the multipole-to-multipole and local-to-local translation operators. These operators translate the expansions coefficients, i.e. \( M^m_n \) and \( L^k_j \) from their original centre of expansion \( \mathbf{O} \) to some arbitrary point \( \mathbf{O}' \). They are defined respectively by

\[
\tilde{M}^k_j = \sum_{n=0}^{j} \sum_{m=-n}^{n} i^{k-m-|k-m|} A^m_n A^k_{j-n} Y^{-m}_{j+n}(\tilde{\alpha}, \tilde{\beta}) \tilde{r}^m M^{-m}_{j-n},
\]

and

\[
\tilde{L}^k_j = \sum_{n=j}^{P_{\text{exp}}} \sum_{m=-n}^{n} i^{k-m-|k-m|} A^m_n A^k_{j-n} Y^{-m}_{j+n}(\tilde{\alpha}, \tilde{\beta}) \tilde{r}^m L^m_{j-n},
\]

for single and double layer sources, respectively.
where $\tilde{M}_j^h$ and $\tilde{L}_j^h$ are the new sets of expansion coefficients defined at $\tilde{O}$, and $(\tilde{\rho}, \tilde{z}, \tilde{\beta})$ defines the shifting vector $(\tilde{O} - O)$.

The translations of the multipole and local expansions are allowed provided the resulting bounding spheres for the sources and field points remain well separated. The error associated with the multipole expansion approximation is

$$|\Phi_{\text{exact}} - \Phi_{\text{multipole}}| \leq K \left( \frac{1}{Z - 1} \right) \left( \frac{1}{\chi} \right)^{P_{\exp+1}},$$

where $K$ is a constant related to the strengths of the sources field, and $\chi$ is a measure of the relative distance between the centers of the multipole expansion and local expansion.

### 3.2. Relationship between multipole expansion and boundary integral equation

In this section, we establish the relationship between the multipole expansion and the boundary integral Eq. (1). It may be mentioned that the link between the two methods is established only when iterative solution methods [14,15] are used. In this study, we chose GMRES iterative solver. In GMRES, one needs to compute the Krylov subspace vector $v$ that spans the solution space at every iteration, and is of the form: $v = [A]u$, where $[A]$ is a fully populated coefficient matrix that is derived from the boundary integral Eq. (1), and $u$ is related to the initial guess of the solution. This dense matrix–vector multiplication is obviously an $O(N^2)$ operation, which becomes computationally intractable when solving large-scale problems. Now, multipole expansion is an approximation technique that can be used to speedup this calculation step.

First, this step is equivalent to the potential field calculation of Eq. (1) for all the nodal locations $x$. This suggests that the multipole expansions can be used to approximate the far field potential contributions from those elements sufficiently far from $x$, as described above. For those elements that are near to $x$, their effects are accounted for as in the conventional BEM approach. In other words, many “distant” elements potential contributions are approximated by the multipole expansions leading to vast savings in computations.

Two existing fast algorithms exploit this multipole approximation technique for boundary integral calculation of Eq. (1), namely the Fast Multipole Method (FMM) [19,20], and the recent Fast Fourier transform on Multipoles (FFTM) [23,24]. FMM devises a systematic hierarchical procedure employing the multipole and local expansions repeatedly, while FFTM expresses the computational intensive multipole to local translation operations as a series of discrete convolutions to be evaluated rapidly using FFT algorithms.

### 3.3. Providing good initial guesses for iterative solution methods

The bubble dynamics simulations require numerous time steps. Usually the time step size is fairly small, chosen according to Eq. (6) to avoid possible numerical instabilities. Since the time-step size is generally small, the changes in geometry of the bubbles and their surface velocities are expected to be small between successive time-steps. Therefore, the previous time steps solutions can serve to provide good initial guesses for future time step $t_1$ as follows:

$$v'(t_1)_\text{guess} = \frac{t_1 - t_0}{t_1 - t_0} v'(t_{-1}) - \frac{t_1 - t_{-1}}{t_1 - t_0} v'(t_0),$$

where $t_{-1}$ and $t_0$ are the previous and current time-steps, respectively.

### 4. Fast Fourier transform on multipoles (FFTM) for bubble dynamics simulations

FFTM arises from an important observation that the multipole to local expansion translation operation in Eq. (10) can be expressed as a series of discrete convolutions of the multipole moments with their associated translation operators. The high efficiency of the algorithm is primarily due to employing the FFT algorithms, such as FFTW [31], to evaluate the numerous discrete convolutions. In the following section, we will briefly describe the FFTM algorithm in the context of the multiple bubbles dynamics simulations.
4.1. FFTM algorithm and its implementation

We shall illustrate the FFTM algorithm with a two-dimensional problem in Fig. 1, which comprises of five spherical bubbles of different sizes. The objective is to evaluate the potentials on the bubble surfaces due to the single layer and double layer sources as in Eq. (1). The FFTM algorithm comprises the following four steps, which are referred to as steps ‘A’ to ‘D’ (and thereafter) in Fig. 1.

A. Spatial discretization. This step subdivides the problem domain into many small cells, and then assigns the nodes and elements among these cells accordingly. It clearly differentiates the “near” and “distant” elements with respect to any given cell. The “near” elements potential contributions are calculated in the same manner as in standard BEM, while the “distant” ones are approximated by multipole expansions.

B. Conversion of elements sources to multipole moments. This step converts the clustered groups of elements within each of the cells into multipole moments $M$. This is accomplished via the transformation operators given in Eq. (11) and (12).

C. Calculating the local expansions due to multipole moments. This evaluates the local expansion coefficients $L$ at all the cells centers due to the multipole moments $M$ via the multipole to local expansion translation operator in Eq. (10), and can be written as

$$L_j^k(y_1, y_2, y_3) = \sum_{n=0}^{P_{\text{exp}}} \sum_{m=-n}^{n} \left[ \sum_{x_1} \sum_{x_2} \sum_{x_3} M_{n}^{m}(x_1, x_2, x_3) * T_{j,n}^{k,m}(y_1 - x_1, y_2 - x_2, y_3 - x_3) \right], \quad (17)$$

Fig. 1. Two dimensional illustration of the FFTM method. The letters A to D correspond to the four steps outlined in Section 4.1.
where \( y = (y_1, y_2, y_3) \) and \( x = (x_1, x_2, x_3) \) are the coordinates of the centroids of \( L \) and \( M \) cells, respectively, and 

\[
T_{j,n}^k(x) = \frac{\delta^{(m-n)}(x-b)}{\nu^m \nu^m \nu},
\]

Since these two sets of centroids coincide and are regularly positioned, the series of discrete convolutions can be evaluated rapidly using the FFT routines, such as FFTW [31].

**D. Calculating the potentials at nodal positions.** With the local expansion coefficients \( L \) computed at all the cells centers, the potentials at the nodal positions can be computed using the local expansion Eq. (9) for the “distant” elements contributions. The “near” elements effects are the added onto the nodal points directly. Next, we describe the implementation of FFTM for the bubble dynamics simulations which is divided into the initialization and iteration stages.

**At initialization stage:**

(i) Perform step A to allocate the nodes and elements among the cells.

(ii) Compute the various transformation matrices for all the non-empty cells. They are: (a) the boundary element to multipole moments transformation matrices \( B2M \) via Eqs. (11) and (12); (b) the local expansions coefficients to potential transformation matrices \( L2P \) via Eq. (9); and (c) the “near” elements coefficient matrices \( BEM \) using the boundary element integral equation.

(iii) Compute the Fourier transforms of the various translation operators \( T_{j,n}^{k,m} \) in Eq. (17), which is denoted by \( FFT(T_{j,n}^{k,m}) \).

The above-mentioned operators are dependent only on the geometry of the bubbles and hence are computed once and stored for repetitive used at the iteration stage of the GMRES iterative solver.

**At iteration stage:**

(i) Perform step B with \( B2M \) matrices, which transforms the boundary elements discretized problem to one containing multipole moments at regularly spaced grids.

(ii) Perform step C comprising the Fourier transforms of the multipole moments, followed by its element-wise multiplications with \( FFT(T_{j,n}^{k,m}) \). This gives the \( FFT(L_k^j) \) whose inverse Fourier transforms gives the desired \( L_k^j \).

(iii) Finally, perform step D using \( L2P \) with the information of \( L_k^j \) from (ii), and also adding the “near” elements contributions via \( BEM \).

### 4.2. Loss of efficiency in FFTM for spatially sparse problems

It was demonstrated for the electrostatics analysis [23,24] that FFTM is an efficient and accurate method. However, it suffers significant loss in efficiency when dealing with spatially sparse problems [24]. This deterioration in efficiency is largely due to the fact that FFTM has to perform calculations even for the empty cells. On the other hand, FMM is noted to be hardly affected by this sparseness issue [19], since it ignores all the empty cells. This seems to suggest that FMM is a preferred fast solver for sparse problems over FFTM. However, due to the accuracy requirement, FMM requires significantly higher order of expansion than FFTM to achieve the same order of accuracy (see [24] for detailed discussions on this accuracy issue). An obvious impact is that the computational efforts for computing and storing the multipole and local expansion coefficients and also their related transformation matrices would be significantly much more expensive for FMM than FFTM, since they scale like \( O(P_{exp}^3) \).

In this work utilizing FFTM, extensive numerical tests were carried out by Bui [32] to determine an optimum \( P_{exp} \), the order in which the multipole approximation technique is truncated, to balance between accuracy and efficiency for the computation. It was found that \( P_{exp} = 4 \) is a good choice which stills accords an accuracy of less than 1.0 % difference from the standard BEM. Hence, this is the expansion order used for the rest of the numerical examples in this study. One can refer to Bui thesis [32] for details of the tests.
4.3. FTTM Clustering method

From the above discussions, it seems that neither FMM nor FTTM is suitable for solving spatially sparse problems. To alleviate this sparseness issue, we propose the following FTTM Clustering method, which is essentially combining the FTTM and FMM algorithms. Here, we use the same example as used in Fig. 1 to explain the method. Basically, the method comprises the following steps (see Fig. 2).

(a) Grouping of bubbles. This step of the FTTM Clustering is to identify the closely packed bubbles and then group them separately. Two bubbles are considered "close" together if their relative distance between the centers $d_{ij}$ is less than $D(r_i + r_j)$; where $r_i$ and $r_j$ are the radii of the spheres that bound the respective bubbles, and $D$ is a constant factor that defines the breakeven point when the FTTM is as efficient as FTTM Clustering, for a given order of accuracy. An estimate of the $D$ value is taken to be $D = 2(r_i + r_j)$. In this example, it is quite intuitive to group the bubbles as shown in Fig. 2(a), that is, $G_1$, $G_2$ and $G_3$.

(b) Defining sub-groups for all groups. The objective is to define sub-groups which form a hierarchical oct-tree. For this example, $G_1$ has only one sub-group, denoted by $G_{11}$, while $G_2$ and $G_3$ have two sub-groups each, denoted by $G_{21}$ and $G_{22}$ for $G_2$, and $G_{31}$ and $G_{32}$ for $G_3$, respectively. Note that the sub-groups formed for a given group are dependent on the spatial discretization (see step A of the FTTM algorithm) of that particular group. In general, it is defined by the ratio: (volume of the block that bounds the group)/(shortest dimension of the block). This is to facilitate the use of the various translation operators discussed in Section 3. Dummy cells are added to zero-pad the oct-trees, as denoted by $X$ in Fig. 2(b). Note that oct-trees of the sub-groups may overlap each other (see sub-groups of $G_2$ and $G_3$), but each cell can only be associated with one sub-group.

(c) Calculation of potential. FTTM is firstly applied to each group to compute the potential contributions from the elements within its own respective groups. As for the potential contributions from the other groups, as an example, we consider only evaluating the local expansions of a particular cell in $G_2$ (as depicted in Fig. 2(c)) due to the multipole moments of $G_1$ and $G_3$. The procedures for computing the multipole interactions among the sub-groups are identical to that in FMM. These involve translating the multipole moments and local expansion coefficients up/down the hierarchical oct-trees, using Eqs. (13) and (14), respectively, and also the conversions of multipole to local expansions via Eq. (10). However, it is important to note that the number of multipole to local expansions conversion operations, which is the most computationally expensive part of the FMM algorithm, is not an issue here. This is because most of the multipole interactions would be at the coarser levels (since the sub-groups are well-separated), such as the situation shown in Fig. 2(c).

In the figure, the larger $M$ correspond to the multipole moments at the lower levels of the oct-tree, which are used to compute the local expansion coefficients $L$ at the respective levels. Finally, the local expansion coefficients $L$ of the grey-colored cell are derived by summing the contributions from the FTTM computation of its self-group, and the local expansions from the higher level cell interactions due to multipole moments from the other groups.

It is observed that FTTM Clustering method incurred additional operations, but at the same time the costs of discrete convolutions calculations are also expected to be lesser than the original FTTM, particularly for the more spatially sparse problems. Hence, the clustering version would be more efficient only if the extra cost incurred does not exceed the saving it gets from computing the discrete convolutions. Below is a summary of the implementation of the FTTM Clustering method.

At initialization stage:

(i) Perform steps (a) and (b) to define the well-separated groups of bubbles, and also their respective sub-groups.

(ii) For each group, perform the steps associated with the initialization stage of the FTTM algorithm. On top of that, one needs to compute three more sets of transformation matrices, namely: multipole to multipole moments transformation matrices ($M_{2M}$) via Eq. (13); multipole to local expansions transformation matrices ($M_{2L}$) via Eq. (10); and local to local coefficients transformation matrices ($L_{2L}$) via Eq. (14).
At iterative stage:

(i) For each group, perform the first two steps of the iteration stage in the FFTM algorithm. This gives the $L_j^k$ at all the cells due to the elements within its self-group.

Fig. 2. Two dimensional illustration of the FFTM Clustering method. The letters (a), (b) and (c) correspond to the steps outlined in Section 4.3.
(ii) For each group, use $M2M$ to translate the multipole moments $M_m^n$ of each sub-groups down the hierarchical tree. Then use $M2L$ to compute the sub-groups to sub-groups multipole interactions, to be followed via $L2L$ to translate the local expansion coefficients upwards to the finest cells, which are added onto the $L^j_k$ computed in the previous step (i).

(iii) Finally, perform the last step of the iteration stage in the FFTM algorithm to derive the potentials at all the nodal positions.

4.4. Critical distance

In this study, we aim to determine a critical distance at which the FFTM Clustering approach is more efficient than the original FFTM. This distance will then be taken to be the distance criterion for grouping the bubbles. The following examples were carried out on a single computer IBM p690 Regatta 1.3 GHz CPU speed, 2 Gbytes RAM with the convergence tolerance parameter equal to $10^{-5}$.

Consider two spherical bubbles of radius $r_1 = r_2 = r = 1.0$, with the distance between their centers being $D$. The velocity potentials on each node on the two bubbles are set to be 1.0. Each bubble contains 642 nodes on the surface. The FFTM and FFTM Clustering methods are used to solve the problems with $D$ varying from 2.5 to 6.0$r$ for one time step. The average error incurred for the FFTM Clustering solver is measured with respect to the FFTM solver in the $L_2$ norm as

$$\text{Aver.Error} = \frac{\left( \sum_{i=1}^{N} \left( \frac{\partial \Phi'}{\partial n_{i,FM}} - \frac{\partial \Phi'}{\partial n_{i,FMM}} \right)^2 \right)^{1/2}}{\sum_{i=1}^{N} \left( \frac{\partial \Phi'}{\partial n_{i,FMM}} \right)^2} \times 100\%,$$

where $N$ is the total number of nodes.

Table 1 shows the comparison between the two methods in terms of their accuracy and CPU time taken. The CPU time taken by FFTM increases with $D$, whereas for FFTM Clustering, it reduces initially and then remains constant as the bubbles are placed further apart. It is observed that FFTM Clustering performs significantly better than FFTM with good accuracy when $D \geq 4r$. Hence, we suggest that the critical grouping distance between centers of two bubbles is $D = 2(r_1 + r_2)$, where $r_1$ and $r_2$ are the radii of the two bubbles.

5. Numerical results

In this section, we present some results on the FFTM and FFTM Clustering for bubbles simulation and compare with the standard BEM method in terms of accuracy and efficiency. By standard BEM, we refer to the direct BEM scheme with parametric triangular linear elements [11] where the dense matrix system is explicitly formed and then solved using an iterative method, such as GMRES. The time stepping scheme and the calculation of the normal vectors on the nodes were adopted from [11]. We have also included the geometrical least square smoothing and adaptive mesh refinement schemes by Zhang et al. [10] in our BEM solvers. For more details on the implementations of the standard BEM solver, readers are referred to the aforementioned works of Zhang et al. [10] and Wang [11]. In the following examples, all the bubbles were initially spherical at the insertion stage, and each bubble was discretized with 642 nodes and 1280 triangular linear elements. All the tests were carried out on a single computer IBM p690 Regatta 1.3 GHz as mentioned earlier.

<table>
<thead>
<tr>
<th>Distance between bubbles</th>
<th>Average error (%)</th>
<th>FFTM Clustering (s)</th>
<th>FFTM (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.5$r$</td>
<td>0.35</td>
<td>1.54</td>
<td>1.26</td>
</tr>
<tr>
<td>3.0$r$</td>
<td>0.22</td>
<td>1.37</td>
<td>1.44</td>
</tr>
<tr>
<td>4.0$r$</td>
<td>0.05</td>
<td>1.16</td>
<td>1.67</td>
</tr>
<tr>
<td>5.0$r$</td>
<td>0.04</td>
<td>1.16</td>
<td>1.88</td>
</tr>
<tr>
<td>6.0$r$</td>
<td>0.05</td>
<td>1.16</td>
<td>2.89</td>
</tr>
</tbody>
</table>
5.1. Single bubble

Let us consider a single bubble immersed in an infinite fluid domain with an initial radius of \( R_0 = 0.1499 \). For a specific heats ratio of \( \gamma = 1.25 \), this bubble will expand spherically to a maximum radius of 1.00 [12]. For this example, the simulations were carried out using FTTM and standard BEM for 2200 time steps, with a fixed time step size of \( \Delta t' = 0.001 \). The standard BEM took 11,572 s to complete the whole simulation, while FTTM needed only 2376 s, i.e. FTTM performed faster than the standard BEM by about 4.9 times.

A comparison of the bubble radius in its evolution is made between the numerical and theoretical results (as governed by the Rayleigh–Plesset equation). Fig. 3 shows the bubble radius as a function of time obtained from the FTTM and standard BEM together with the solution of the Rayleigh–Plesset equation (using a fourth-order Runge–Kutta method). As shown in Fig. 3, the FTTM curve agrees well with the analytic curve and it practically coincides with the results from the standard BEM. The maximum radius of the bubble calculated by FTTM and standard BEM are 1.006741 and 1.006739, respectively, which are less than 1.0% error as compared to the theoretical prediction. The numerical error in the maximum bubble radius between FTTM and standard BEM solver is 0.02%. This suggests that FTTM is a good approximation of the standard BEM solver.

Further comparison is made with respect to the relationship between the bubble surface velocity \( \frac{dR'}{dt'} \) and radius \( R' \). The analytical solution is given by [6]

\[
\frac{3}{2} \left( \frac{dR'}{dt'} \right)^2 = -1 + R'^{-3} \left[ 1 + \frac{\varepsilon R_0^{3\gamma}}{\gamma - 1} (1 - R'^{-3(\gamma - 1)}) \right].
\]  

(19)

Fig. 4 depicts the theoretical curve from Eq. (19) and the numerical results from the FTTM and standard BEM, which apparently shows good agreements. At the extreme of the negative part or minimum \( \frac{dR'}{dt'} \), we observed relatively larger errors, which is likely due to the accumulations of numerical errors throughout the bubble simulation.

5.2. Two bubbles

Consider two oscillating bubbles with their centers initially placed on the x-axis at a dimensionless distance of 5.357 apart. Each bubble has an initial radius of \( R'_0 = 0.1499 \), and the simulations were carried out for 2200 time steps with time-step of \( \Delta t' = 0.001 \), as in the previous example.

Fig. 3. Comparison of analytic Rayleigh bubble radius \( R' \) as a function of time \( t' \) with the FTTM and standard BEM. For the numerics, the bubble was generated with 642 nodes and 1280 triangular elements.
The results of the FFTM and FFTM Clustering methods are compared with that obtained by the standard BEM, where the average error is measured in the $L_2$ norm, similar to that defined in Eq. (18) except that it is now gauged against the standard BEM. The quantitative plots of the errors for the two methods are given in Fig. 5, which were less than 1.0% throughout the entire simulations. In terms of the bubbles evolution, the bubbles shapes from the three methods were essentially indistinguishable (not shown).

Fig. 6 shows the CPU times taken at the various stages for the entire simulations. At the initialization stage of each time-step, the FFTM approach took about twice the CPU time to compute the numerous

Fig. 4. Comparison of $dR'/dt'$ vs. $R'$ with FFTM and standard BEM. For the numerics, the bubble was generated with 642 nodes and 1280 triangular elements.

Fig. 5. Average error produced by the FFTM and FFTM Clustering of the normal velocities on two bubbles as compared with the standard BEM.

Fig. 6. CPU times taken at the various stages for the entire simulations.
transformation matrices, as compared to the FFTM Clustering. It is also observed that the initialization times for the FFTM is slightly more when the bubbles were small, i.e., at the beginning of expansion phase and the later part of collapse phase. For the FFTM Clustering, the time taken remains relative constant throughout the simulations, as depicted in Fig. 6(b). On the CPU time for iteration stage (Fig. 6(c)), it is observed to vary quite drastically for the FFTM approach. This is again largely due to the changing sparseness of the problem as the bubbles evolved. In particular, the sparseness reduces as the bubbles expand, and hence attaining the fastest solve when they reach the maximum volumes at $t' = 1.077$. The bubbles then start to contract, which means that the void portion in the domain increases, which led to the decrease in efficiency of the FFTM method. While the efficiency of FFTM varies, that of the FFTM Clustering remains relatively constant throughout the whole simulation. A similar trend is observed for the total CPU time taken at every time step, as plotted in Fig. 6(a), which suggests that the FFTM Clustering is better able to deal with sparse problems more efficiently. Fig. 6(a) also depicts the CPU time taken by the standard BEM. It is found that the FFTM performed faster than the standard BEM by about 3 times, while the FFTM Clustering is faster than the latter by about 4.8 times.

5.3. Efficiency of the FFTM Clustering on multiple bubbles

In the previous sections, the FFTM Clustering has shown its superior performance on the test cases for one or two bubbles. It performs up to about five times faster than the standard BEM even for such small problems.

---

Fig. 6. CPU times taken for each time step for FFTM (solid-lines) and FFTM Clustering (dashed-lines), during the evolution of the two bubbles.
In this section, further tests with more bubbles are carried out to study its performance with increasing problem sizes. Here, we consider five examples with two, four, six, eight and twelve bubbles, respectively. The locations of bubbles for the various examples are as follows:

1. Two bubbles: (0, 0, 0) and (0, 0, 5).
2. Four bubbles: (0, 0, 0), (0, 0, 5), (0, 5, 5), (0, 5, 0) and (5, 0, 0).
3. Six bubbles: (0, 0, 0), (0, 0, 5), (0, 5, 5), (0, 5, 0), (5, 0, 0) and (5, 0, 5).
4. Eight bubbles: (0, 0, 0), (0, 0, 5), (0, 5, 5), (0, 5, 0), (5, 0, 0), (5, 0, 5) and (5, 5, 5) and (5, 5, 0).
5. Twelve bubbles: (0, 0, 0), (0, 0, 5), (0, 5, 5), (0, 5, 0), (5, 0, 0), (5, 0, 5), (5, 5, 5), (5, 5, 0), (10, 0, 0), (10, 0, 5), (10, 5, 5), and (10, 5, 0).

Each bubble is generated spherically with an initial dimensionless radius of $R_0 = 0.1499$. Note that the CPU time taken by the standard BEM method for a large-scale problem (for example the eight bubbles and twelve bubbles) does not permit one to undertake 2200 time steps as in the previous sections. Therefore, we conducted only 50 time steps for these larger examples.

The results from the standard BEM and FFTM Clustering show indistinguishable bubbles shapes and features. According to the $L_2$ norm error denoted by Eq. (18), the average errors with the standard BEM as the reference at the end of 50 time steps range from 0.21% to 0.24% for the above-mentioned five configurations of multiple bubbles arrangement. Next, Fig. 7 shows the average CPU time taken in one time step for the FFTM Clustering and standard BEM. In the twelve bubbles example, the FFTM Clustering needed only 8.1 s, while the standard BEM used 457.1 s. The efficiencies of the FFTM and FFTM Clustering solvers are also studied with the speedup factor, defined as speedup = $T_{\text{std BEM}} / T_{\text{FFTM solver}}$, where $T_{\text{std BEM}}$ and $T_{\text{FFTM solver}}$ are the CPU time-staken by the standard BEM and the FFTM/FFTM Clustering solvers, respectively. The speed-up factors for the various examples were tabulated in Table 2, and it is observed to improve significantly when the number of bubbles (or problem size) increases.

In this section, we demonstrated that the FFTM Clustering method is an accurate and efficient fast algorithm as compared to the standard BEM. It was also shown to be more efficient than the original FFTM method for solving spatially sparse problems. In the following section, we employed the newly devised fast algorithm to study the physics of multiple bubbles dynamic problems.

Fig. 7. Comparison of CPU time needed for one time step taken by the FFTM Clustering and the standard BEM.
6. Some physics on multiple bubbles

Finding the direction of the bubble-induced jet in a single bubble in the midst of multiple bubbles has important implications for many engineering applications. Take for example, in ultrasonic cleaning of electronic components or medical equipments, multiple bubbles are created with accompanying bubble-induced jets directed towards the solid rigid surfaces for the removal of foreign bodies. An optimum or closed-to optimum timing of bubble initiation and distribution has yet to be worked out. Similarly in the bio-medical application of shock wave lithotripsy treatment (the removal of kidney stones), the pressure of induced jets due to collapsing bubbles near the solid wall is the main mechanism for the destruction of the kidney stones. Therefore, a study of multiple bubble behavior will enhance our understanding of the associated physical phenomena in these fields. We will now present several case examples to study the dynamics of multiple bubbles. All simulations shown here are fully three-dimensional and each bubble is generated with 362 nodes and 620 triangular elements on its surface. Only the FFTM Clustering method is employed.

Case 1. In the first example, we consider three bubbles initiated at the same time and their centers are initially placed on the x-axis. The location of these bubbles in dimensionless form are: (0, 0, 0), (2.68, 0, 0), (5.36, 0, 0). Each bubble starts to expand from a spherical shape with radius $R_0 = 0.1499$.

Fig. 8(a) shows the shapes of the bubbles on the sliced plane of $z' = 0$ during the expansion phase, at the dimensionless times: $t' = 0.050$, $t' = 0.459$ and $t' = 0.829$. The center bubble is noted to be stretched slightly in the $y'$ direction, and the two outer bubbles are seen to be pushed away a little from the center bubble. Fig. 8(b) shows the bubbles shapes at the dimensionless time $t' = 2.303$ in the collapse phase. It is clear that the center

<table>
<thead>
<tr>
<th>Number of bubbles</th>
<th>Problem size (No. of nodes)</th>
<th>Speedup factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1284</td>
<td>4.9</td>
</tr>
<tr>
<td>4</td>
<td>2568</td>
<td>18.2</td>
</tr>
<tr>
<td>6</td>
<td>3852</td>
<td>29.1</td>
</tr>
<tr>
<td>8</td>
<td>5136</td>
<td>37.5</td>
</tr>
<tr>
<td>12</td>
<td>7704</td>
<td>56.4</td>
</tr>
</tbody>
</table>

Fig. 8. Case 1. (a) The bubble shapes during the expansion phase at dimensionless time $t' = 0.050$, $t' = 0.459$ and $t' = 0.829$. (b) The bubble shapes during the collapse phase at dimensionless time $t' = 2.303$. 
bubble is now stretched along the $x'$-axis, while the outer bubbles are attracted to the center of the system with induced-jets directed towards it.

**Case 2.** In this case, we consider three bubbles initiated at the same time but with different initial radii, namely; the center bubble has an initial bubble radius of $R_0^c = 0.1499$, while the outer two bubbles have $R_0^o = 0.2379$. The center bubble would have attained a maximum radius of 1.0 (if it were alone), while the two outer bubbles would have radii of 1.56. The bubbles are placed further away from each other due to their expected larger radii (in order to avoid coalescence [12]). Their center locations are given by (0, 0, 0), (3.55, 0, 0) and (7.10, 0, 0), respectively.

The three bubbles expand fairly spherically during the expansion phase as shown in Fig. 9(a). The center bubble is being slightly compressed by the two outer ones, which in turns are being pushed slightly outwards. Due to the differences in the initial radii, the center bubble is observed to start collapsing, while the outer ones are still in their expansion phases. This has led to a completely different evolution of the bubbles as compared to Case 1 in the collapsing phase. Fig. 9(b) shows the state at which the outer bubbles had attained their full expansion, while the center bubble in the collapsing phase has shown to develop some “necking” phenomenon at the mid-portion. Furthermore, the outer bubbles hardly move during the collapsing phase, unlike in Case 1, which is attributed to their larger masses associated with increased initial (and thus also maximum) volumes. Fig. 9(c) captures the three-dimensional view of the “necking” phenomenon in Case 2.

**Case 3.** In this example, we consider the arrangement of four bubbles initiated at the same time with initial radii $R_0^f = 0.1499$. The bubble centers are placed at the dimensionless locations: (2.68, 0, 0), ($-2.68, 0, 0$), (0, 2.68, 0) and (0, $-2.68, 0$). Note that this case is a baseline study for the subsequent two cases, where we will investigate the effects of the presence of an additional bubble placed at the center of the system.

![Fig. 9. Case 2. The shapes of three bubbles: (a) during the expansion phase at the dimensionless time $t' = 0.050$ and $t' = 0.758$, and (b) after full expansion at dimensionless time $t' = 2.65$. (c) Three-dimensional view of the center bubble in (b) with “necking” effect developed at mid-portion.](image-url)
Fig. 10(a) shows the expansion phase where the bubbles expand quite symmetrically until they reach their maximum radii. Then, as the collapse phase begins and proceeds further, each of the bubbles exhibits an induced jet directed towards the geometrical center of the system as shown in Fig. 10(b). Fig. 10(c) captures the shapes of four bubbles during the expansion phase at the dimensionless time $t_0 = 0.019$, $t_0 = 0.459$ and $t_0 = 0.830$, and (b) collapse phase at dimensionless time $t' = 2.418$ (bigger bubble size) and $t' = 2.479$ (smaller bubble size). (c) Three-dimensional views of the right outer bubble in (b) with an induced-jet.
the three-dimensional shape of the formation of the induced jet, which depicts the adequacy of the triangular elements in resolving the evolving jetting process.

**Case 4.** Here, the initial configuration of the four bubbles is the same as in Case 3, except that we now initiated at the same instance an identical fifth bubble at geometrical center, \((0, 0, 0)\).

The five bubbles expand until they reach about their maximum radii as shown in Fig. 11(a). During the expansion phase, the outer bubbles deviate slightly from their spherical form and they move slightly outwards; the center bubble on the other hand, remains almost spherical. Then the outer bubbles begin their collapse phase with the bubble surface deforming and developing induced-jets directed towards the center of the system, as shown in Fig. 11(b). The outer bubbles are also noted to move towards the geometrical center of the system. In general, the dynamics of the four outer bubbles are similar that in Case 3. However, it is worthy to

---

**Fig. 11.** Case 4. The shapes of five bubbles during: (a) the expansion phase at \(t' = 0.005, t' = 0.175\) and \(t' = 0.768\), and (b) the evolution after full expansion at the dimensionless time \(t' = 2.145\) and \(t' = 2.445\) \((z' = 0\) plane\). And (c) shows the three bubbles viewed on the \(y' = 0\) plane at the same time frame in (b).
observe that the presence of the center bubble (slightly) slows down the formation and evolution of the induced-jets (see the differences in the bubble profiles at approximately the same dimensionless time frame, i.e. Fig. 10(b) at $t' = 2.479$ and Fig. 11(b) at $t' = 2.445$). An even more interesting observation is that the center bubble is “prevented” from contracting during this collapse phase by the outer four bubbles. The center bubble takes on a “diamond” shape on the $x'-y'$ plane but looks elliptic in the $x'-z'$ plane (see Fig. 11(c)). The ambient pressure far away from the bubbles (dimensionless value 1.0) is much higher than the pressure inside the bubbles (due to over-expansion this value is much smaller than 1.0). This causes the outer bubbles to contract with development of the jet directed at the system center. On the other hand, the center bubble is largely “shielded” from this ambient pressure by the presence of the four outer bubbles and therefore it is expected to collapse at a much later time. Note that a similar simulation was performed by Chahine [33], which also shows the central bubble changes rather insignificantly relative to the four outer bubbles depicting the jet formation directed towards the geometrical center.

Case 5. In this case, we initiate the fifth bubble at a later dimensionless time of $t' = 1.0$, at which the four outer bubbles would be almost reaching their full expansion states.

Fig. 12. Case 5. The bubble shapes at the dimensionless time: (a) $t' = 1.023$, where the outer bubbles have nearly reached their maximum volumes, while the center one is at its early stage of expansion. (b) At $t' = 1.499$ and $t' = 2.144$, where the outer bubbles are in the collapse phase, while the center one is at its expansion phase.
Fig. 12(a) shows the shapes of the five bubbles at the dimensionless time of $t' = 1.021$. The four outer bubbles have nearly reached their maximum, while the fifth center bubble is still at the beginning stage of the expansion phase. Fig. 12(b) shows the bubbles shapes at the dimensionless of $t' = 1.499$ and $t' = 2.145$. It is clear that the center bubble is still in the expansion state, although the bubble shape is much less spherical as compared to its earlier stage. This is attributed to the presence of the outer bubbles, which have very low internal pressure and exhibit a “suction” effect on the centre bubble surface. On the other hand, the outer bubbles are in their collapse phase and as these bubbles contract, liquid jets are directed outward of the system. This is exactly opposite from that in Case 4, where the induced jets were directed towards the geometrical center of the system. Hence from this study, we see that the timing of the creation of the innermost bubble would determine the direction of the jets induced on the outer bubbles.

Fig. 13. Case 6. The shapes of bubbles during: (a) the expansion phase at the dimensionless time $t' = 0.050$, $t' = 0.605$ and $t' = 0.970$ (near the maximum volume), (b) the collapse phase at the dimensionless time $t' = 2.534$ and $t' = 2.646$ ($z' = 0$ plane). And (c) shows the five bubbles viewed on the $y' = 0$ plane at the same time frame in (b).
Case 6. For the next two examples, we aim to show the capability of the FTTM Clustering on modeling the bubbles dynamics of large-scale problem with numerical checks with previous works. First, we simulate the dynamics of thirteen bubbles initiated at the same time. Each bubble starts to expand from the initial bubble radius of $R_0 = 0.1499$. This arrangement of the initial bubbles is similar to the example found in Blake et al. [3].

Fig. 13(a) shows the bubbles shapes during the expansion phase. All the bubbles except the center bubble expand with their centers moving slightly outwards. Then at the collapsing phase, the four outermost bubbles lying on the $x'$ and $y'$ axes deform most rapidly forming jets directed towards the center. The four bubbles lying on the diagonals deform at a much slower rate, but still exhibit the formation of jets at their beginning stage. At the meantime, the five innermost bubbles remain practically unchanged, as shown in Figs. 13(b) and (c). The relative higher pressure of the surrounding field has caused the outer boundaries of the said eight outer bubbles to move towards the geometrical center of the system, while the inner bubbles are largely shielded by these outer bubbles.

Fig. 14. Case 7. The shapes of bubbles: (a) during expansion phase at dimensionless time $t' = 0.010$ (most inner bubbles shapes), $t' = 0.473$ and $t' = 0.923$ (most outer bubble shapes), and (b) during the collapse phase at the dimensionless time $t' = 2.939$. 
Note that the bubbles in the work of Blake et al. [3] were placed slightly closer to each other. Nevertheless, the observed physical behaviors bear some resemblance. Incidentally, Blake et al. [3] also seem to have used a multipole representation for the velocity potential and a lower order spherical harmonic for each bubble surface. However, not much further details were provided on the methodology and implementations, and other pertinent issues like quantitative tests on accuracy and efficiency.

**Case 7.** In this last case, we simulate for 25 bubbles exploding at the same time. Each bubble starts to expand from the initial bubble radius of $R_0 = 0.1499$. The initial locations and shapes of the 25 bubble in the expansion phase are shown in Fig. 14(a). Similar to the previous case, the center bubble expand symmetrically, while all other bubbles expand with their centers moving slightly outwards from the center. As shown in Fig. 14(b) in the collapse phase, the outer bubbles deform with their respective jets directed towards the center of the system. At the meantime, the inner bubbles still keep to their respective relatively symmetrical shape. The four outermost bubbles located at the corners contract fastest and form the clearest jets directed inwards and towards the center of the system. The other remaining outer boundary bubbles on the four sides as indicated in Fig. 14(b) contract in volume followed by the formation jets as well (but slightly later than the corner bubbles). The inner bubbles take even longer before contracting in volume. At the dimensionless time of $t' = 2.939$, the inner bubbles still have their relatively spherical shapes. Fig. 15 zooms in on the bubbles shape in three-dimensions pertaining to the four bubbles located closest to the corner at $(\pm 6.5, 6, 0)$. In Cases 6 and 7, a clear retardation effect of the innermost collapse can be observed. It is expected that this effect would be more significant if more bubbles oscillate in-phase at close distance from each other.

Chahine [33] performed a simulation with 21 identical bubbles in which all expanded at the same time and obtained very qualitatively similar gross features of the bubble dynamics as shown here; the outer bubbles collapsed earlier than the bubbles situated at the center of the system. The calculation by Chahine was performed using BEM code called 3DynaFS with only 102 nodes per bubble (as opposed to our 362 nodes for each bubble). It is unfortunate that no mention is made of the numerical method employed in 3DynaFS and the insufficiently detailed results have prevented a more quantitative comparison to be realized.
7. Conclusions

In this work, we have implemented the FFTM algorithm to study the dynamics of multiple bubbles physics in the moving boundary problems. It is demonstrated that FFTM is an accurate and efficient method to simulate multiple bubbles in the moving boundary problems especially when the number of bubbles is large or the complex topology of the bubbles shapes is approximated with a large number of nodes and elements. However, a major drawback of the method is that its efficiency deteriorates quite significantly when the problem is full of empty spaces. A new version of FFTM Clustering is proposed. The FFTM Clustering is a generalized version of the FFTM algorithm. It is demonstrated that FFTM Clustering performs just as accurately as the FFTM, and the efficiency is less dependent on the distribution of bubbles in the problem domain.

The present work seeks to promote a fast BEM for industrial applications. It is shown that the use of advanced numerical algorithms can significantly improve the efficiency of multiple bubble simulations. This work also investigates some study cases of the multiple bubbles explosion. With the efficiency of the FFTM Clustering, it is feasible to study the complex physics of other multiple bubbles arrangements in future works.
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