Considering Security and Robustness Constraints for Watermark-based Tardos Fingerprinting
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Abstract—This article is a theoretical study on binary Tardos’ fingerprinting codes embedded using watermarking schemes. Our approach is derived from [1] and encompasses both security and robustness constraints. We assume here that the coalition has estimated the symbols of the fingerprinting code by the way of a security attack, the quality of the estimation relying on the security of the watermarking scheme. Taking into account the fact that the coalition can perform estimation errors, we update the Worst Case Attack, which minimises the mutual information between the sequence of one colluder and the pirated sequence forged by the coalition. After comparing the achievable rates of the previous and proposed Worst Case Attack according to the estimation error, we conclude this analysis by comparing the robustness of no-secure embedding schemes versus secure ones. We show that, for low probabilities of error during the decoding stage (e.g. highly robust watermarking schemes), security enables to increase the achievable rate of the fingerprinting scheme.

I. INTRODUCTION

Active fingerprinting or traitor tracing consists of marking copies of a digital content such as a Video On Demand movie that a distributor wants to provide to its users. Each copy is marked by the distributor with a sequence which identify one specific user and the watermarking code is used to trace any illegal copy of the document on file sharing networks. However, a coalition of malicious users can try to mix their copies in order to forge a new content so the distributor could not trace any users of the coalition. This attack is called a collusion attack. Probabilistic codes have been introduced by Boneh and Shaw [2] and Gabor Tardos’ probabilistic codes [3] have been proposed in order to offer an optimal solution for collusion-secure fingerprinting because length m of the codes meets the Peikert’s theoretical lower bound [4]:

\[ m = O \left( \epsilon^2 \log \left( \frac{n}{p_{fa}} \right) \right) \]

where \( \epsilon \) is the size of the coalition, \( n \) the number of users, and \( p_{fa} \) the probability of accusing an innocent (the probability of false alarm).

Recent works on Tardos’ probabilistic codes [1] propose an attack which minimises the mutual information between a pirated sequence forged by the colluders and the initial sequence of one of these colluders. This attack is called the “Worst Case Attack” (WCA) and it also both maximises the \( p_{fa} \) and minimises the probability of not accusing an adversary.

It is important to point out that practically any fingerprinting code used to trace a multimedia content such as a movie has to be embedded using a watermarking technique. The transparency of the embedding guaranties that the quality of the content is not degraded by the fingerprinting code. The inherent robustness of watermarking techniques enables to extract the fingerprinting code whenever the media suffers recoding, noise addition, or transcoding. Examples of such practical implementations have already been proposed in the literature [5][6][7].

One aspect that have not been studied in the framework mixing watermarking and fingerprinting technologies is the possible impact of the security of the watermarking scheme [8] on the strategies available to the coalition of colluders. Tardos’ fingerprinting codes have been designed assuming that the colluders are able to know exactly the positions where the symbols of their codes differ. Nevertheless, the use of secure embedding schemes such as proposed in [9][10][11] enables to lure the colluders by implying prediction errors on the symbols of their codes. Note that the security of a watermarking scheme can be assessed by performing a estimation of secret key using unsupervised learning techniques such as ICA[12][13][10][14], PCA[15] or clustering [16].

We propose in this article Worst Case Attacks on Tardos’ codes with a constraint given by the security of the watermarking scheme used for data-hiding. We consider an estimation error \( \epsilon \) of the sequences decoded by the colluders,
and we propose attacks in this framework. We compare it with classical WCA by computing false alarm probabilities and mutual information. Moreover we simulate robustness attacks, given a channel bit error rate $\eta$, we quantify the robustness of watermarking methods offering different degree of security compared to totally insecure ones.

II. NOTATIONS

We first list some notational conventions used in this article. Functions are noted in roman fonts, sets in calligraphy fonts and variables in italic fonts. Vectors and matrices are set in bold fonts, vectors are written in small letters and matrices in capital ones. $\mathbf{x}(i)$ is the $i$-th component of a vector $\mathbf{x}$. As for the C programming language, all indexes start from 0. We write $(\mathbf{x}(0) \ldots \mathbf{x}(m-1))$ the content of a vector $\mathbf{x}$ of length $m$. If $n$ is an integer, $[n]$ denotes the set $[0; n - 1]$. $|\mathcal{A}|$ is the cardinality of the set $\mathcal{A}$. $\binom{n}{k}$ denotes the number of $k$-combinations from a set of $n$ elements. $\mathcal{M}_{n,m}(\mathbb{K})$ denotes the set of $n$-by-$m$ matrices whose components are in the division ring $\mathbb{K}$.

III. BASICS ON TARDOS’ TRAITOR TRACING CODES

A. Construction

The binary fingerprinting codes constructed by G. Tardos [3] for $n$ users are constructed as follows: we consider a matrix $\mathbf{X} \in \mathcal{M}_{n,m}(\mathbb{F}_2)$. Each row $\mathbf{x}_j$ of the matrix $\mathbf{X}$ is a sequence of $m$ bits which identify the user $j \in [n]$. The columns of $\mathbf{X}$ (the $i$-th bits of users) are generated according to a Bernoulli distribution $\mathcal{B}(p)$. $\mathcal{B}_i$ is distributed in the set $[0, 1]$, according to the random variable $P$ with p.d.f. $f_P(p)$:

$$f_P(p) = \frac{1}{\pi\sqrt{p(1-p)}}. \tag{1}$$

A group of $c$ colluders $\mathcal{C} = \{j_0 \ldots j_{c-1}\}$ work together in order to forge a pirated sequence $\mathbf{y}$ of $m$ bits by combining the bits of their sequences:

$$\mathbf{y} = (\mathbf{x}_{j_0}(0) \ldots \mathbf{x}_{j_{m-1}}(m-1)), \tag{2}$$

with $(j_0 \ldots j_{m-1}) \in \mathcal{C}^m$ and are chosen according to a strategy beforehand defined by the colluders. This property enables the “marking assumption”: if the colluders have the same symbol at $i \in [m]$, so will the pirated sequence. The construction of the codes enables the identification of at least one of the colluders.

B. Accusation process

For identifying at least one of the colluders, we use the accusation function proposed by G. Tardos and improved by Skoric et al. [17]. The accusation is based on the construction of a matrix $\mathbf{U} \in \mathcal{M}_{n,m}(\mathbb{R})$:

$$\mathbf{U}(j, i) = \begin{cases} g_1(p_j), & \text{if } y(i) = 1, \mathbf{x}_j(i) = 1, \\ g_0(p_j), & \text{if } y(i) = 1, \mathbf{x}_j(i) = 0, \\ g_0(1 - p_j), & \text{if } y(i) = 0, \mathbf{x}_j(i) = 1, \\ g_1(1 - p_j), & \text{if } y(i) = 0, \mathbf{x}_j(i) = 0, \end{cases} \tag{3}$$

with:

$$g_1(p) = \sqrt{\frac{1-p}{p}}, \quad g_0(p) = -\sqrt{\frac{p}{1-p}}. \tag{4}$$

The score of a user $j \in [n]$ is defined by $S_j$:

$$S_j = \sum_{i=0}^{m-1} \mathbf{U}(j, i). \tag{5}$$

An user $j \in [n]$ is accused if $S_j > T$ where $T$ is a specified threshold.

IV. WORST CASE ATTACKS AND SECURITY

A. Worst Case Attack for insecure watermarking schemes

In [18], the authors define embedding security classes in the WOA (Watermarked Only Attack) framework, adversaries have only access to several marked contents and try to estimate the secret key used for embedding. If the scheme is in the insecurity class, users could be able to estimate embedded messages. If we use the terminology of [19] for the classes of collusion, the colluders would be sighted. On the other hand, with a totally secure watermarking scheme, the colluders would not be able to say if their symbols are “0” or “1” and the only strategy they will have would be to randomly chose one symbol among the whole coalition for each position $i \in [m]$.

A strategy defines the process used by the colluders to generate a pirated sequence $\mathbf{y}$. For each $i \in [m]$, the value of $y(i)$ depends on the number of “1” symbols that the coalition have at this position. A strategy is completely defined by the vector $\theta = (\theta(0) \ldots \theta(c))$ where $\theta(k) = P_r(\mathbf{y}(i) = 1 | \sum_{j \in \mathcal{C}} x_{j}(i) = k)$. We assume that the coalition always uses the same strategy for each bit of the pirated sequence.

In [1] the authors compute the “Worst Case Attack” (WCA), they propose the strategy $\theta$ which minimises the achievable rate of a fingerprinting scheme $R_c(\theta) = \mathbb{E}_P[I(\mathbf{Y}; X_{j_0}) | P = p]$, where $I$ denotes the mutual information, $\mathbf{Y}$ and $X_j$ are two random variables which respectively denote the binary symbol at one position in the pirated sequence and in the sequence of the colluder $j_0$.

B. Worst Cases Attack for secure watermarking schemes

The security of the watermarking scheme is mathematically expressed by the fact that each colluder estimates his symbols with an error $\epsilon$. The more secure the embedding scheme is, the closer $\epsilon$ to 0.5. The former case of classical embedding is insecure and consequently $\epsilon = 0$ in this case. Considering this new assumption, the colluders are only able to decode properly their sequences $x_j$ if $\epsilon = 0$. Moreover, they cannot say if one colluder has the same symbol than another one. Note that because of the Kerckhoffs’ principle, we can assume that each member of the coalition knows the security of the used watermarking embedding scheme and consequently knows the error $\epsilon$ made by their estimation process. Consequently, we denote $z_j(i)$ the symbol decoded by the colluder $j$ at position $i$ and $Z_j$ the associated random variable with the property:

$$\Pr(\mathbf{Z}_j = 1 | \mathbf{X}_j = 0) = \Pr(\mathbf{Z}_j = 0 | \mathbf{X}_j = 1) = \epsilon. \tag{6}$$
The coalition then forges a sequence $z$ by using the strategy $\theta$ which is now defined for each bit $i \in [m]$ by:

$$\theta(k) = \Pr \left( z(i) = 1 \mid \sum_{j \in c} z_j(i) = k \right).$$  \hfill (7)

The pirated sequence $y$ is constructed as follows:

$$\forall i \in [m], \; y(i) = x_{j'}(i),$$  \hfill (8)

where $j'$ is uniformly chosen in $\{ j \in C : z_j(i) = z(i)\}$. Fig. 1 shows an example of this process for $c = 5$ colluders.

Note that secure watermarking schemes imply also the marking assumption: whenever the coalition receives identical symbols, the results of the strategy will still output the very same symbol because of Eq. (8).

The achievable rate $R_s$ (in bits/sample) of the fingerprinting scheme is defined by $[1][20]$:

$$R_s(\theta, \epsilon) = \mathbb{E}_P[I(Y; X_{j0})|P = p]$$

$$= \mathbb{E}_P[H(Y) - H(Y|X_{j0})|P = p]$$

$$= \mathbb{E}_P[H(Y) - (pH(Y|X_{j0}) - 1) - (1 - p)H(Y|X_{j0} = 0)]$$

$$+ (1 - p)H(Y|X_{j0} = 0) = p,$$  \hfill (9)

where $H(.)$ and $H_b(.)$ denote respectively the entropy and the binary entropy functions of Eq. (9) which have to be averaged using numerical integration.

We obtain:

$$\text{Pr}(l \mid \Sigma X = l) = \left( \frac{e}{l} \right) p^l(1 - p)^{c-l},$$

$$\mathbb{E}_P(\Sigma Z = k|\Sigma X = l)$$

$$= \sum_{i \in \Omega} \left( \begin{smallmatrix} l \\ i \end{smallmatrix} \right) \left( 1 - \frac{c - l}{k} \right) \epsilon^{l - i} k^{-l+i} (1 - \epsilon)^{c-k-i},$$

$$\mathbb{E}_P(\Sigma X = l)$$

$$= \sum_{i \in \Omega} \left( \begin{smallmatrix} l \\ i \end{smallmatrix} \right) \left( \frac{c - l}{k} \right) \epsilon^{l - i} k^{-l+i} (1 - \epsilon)^{c-k-i}.$$

2) Derivation of $p_2$ and $p_3$: we look now for:

$$p_2 = \mathbb{Pr}(Y = 1|X_{j0} = 1) = \mathbb{Pr}_1(Y = 1),$$

and:

$$p_3 = \mathbb{Pr}(Y = 1|X_{j0} = 0) = \mathbb{Pr}_0(Y = 1),$$

with $\mathbb{Pr}_1(.) \equiv \mathbb{Pr}(.|X_{j0} = 1)$ and $\mathbb{Pr}_0(.) \equiv \mathbb{Pr}(.|X_{j0} = 0)$. Again, using combinatorial analysis, we obtain:

$$p_2 = \sum_{l=1}^{c} \left( \mathbb{Pr}_1(\Sigma X = l) \sum_{k=0}^{c} \left( \mathbb{Pr}(\Sigma Z = k|\Sigma X = l) \times \mathbb{Pr}(V = 1|Y = 1|X = l, \Sigma Z = k) \right) \right),$$

and:

$$p_3 = \sum_{l=0}^{c-1} \left( \mathbb{Pr}_0(\Sigma X = l) \sum_{k=0}^{c} \left( \mathbb{Pr}(\Sigma Z = k|\Sigma X = l) \times \mathbb{Pr}(V = 1|Y = 1|X = l, \Sigma Z = k) \right) \right),$$

with:

$$\mathbb{Pr}_1(\Sigma X = l) = \left( \frac{c - 1}{l} \right) p^{l-1}(1 - p)^{c-l},$$

and:

$$\mathbb{Pr}_0(\Sigma X = l) = \left( \frac{c - 1}{l} \right) p^{l}(1 - p)^{c-l-1}.$$

Eq. (14), (15), (16) are consequently used to compute the binary entropy functions of Eq. (9) which have to be averaged using numerical integration.
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Figure 1. Collusion process for a secure watermarking scheme with \( c = 5 \) colluders and \( \theta(3) = 1 \). Step 1: the colluders decode three “1” symbols \( Z_j \). Step 2: because \( \theta(3) = 1 \), the strategy gives \( Z = 1 \). Step 3: the coalition looks for the \( X_j \) which correspond to the \( Z_j = Z =“1” \). Step 4: the pirated symbol \( Y \) is randomly chosen among the selected \( X_j \).

C. Comparison between the WCA and the \( \epsilon \)-WCA

We compute the \( \epsilon \)-Worst Case Attack, e.g. the strategy \( \theta_{\epsilon\text{-WCA}} \) which minimises the achievable rate given by Eq. (9). The minimisation step was performed using the Simplex algorithm [21]. For \( c = 2 \), \( \forall \epsilon \), \( \theta_{\epsilon\text{-WCA}} = (0. 0.5 1.) \). Tab. I shows \( \theta_{\epsilon\text{-WCA}} \) for \( \epsilon = 3, 4 \) and several values of \( \epsilon \). Interestingly, we notice that the two different strategies converge toward an alternating deterministic strategy whenever the estimation error grows\(^1\).

\[
\begin{array}{c|c|c|c}
\epsilon & \theta_{\epsilon\text{-WCA}} & \theta_{\epsilon\text{-WCA}} \\
\hline
0.0 & (0. 0.651 0.349 1.) & (0. 0.487 0.5 0.513 1.) \\
0.1 & (0. 0.726 0.274 1.) & (0. 0.543 0.5 0.457 1.) \\
0.2 & (0. 0.923 0.278 1.) & (0. 0.620 0.5 0.379 1.) \\
0.3 & (0. 0.982 0.5 0.181 1.) & (0. 0.734 0.5 0.266 1.) \\
0.4 & (0. 1. 0. 1.) & (0. 0.908 0.5 0.091 1.) \\
0.5 & (0. 1. 0. 1.) & (0. 1. 0. 0.1) \\
\hline
\end{array}
\]

Table I
VALUES OF \( \theta_{\epsilon\text{-WCA}} \) FUNCTIONS OF \( \epsilon \) FOR \( c = 3, 4 \). FOR \( \epsilon = 2 \), FOR ALL \( \epsilon \), \( \theta_{\epsilon\text{-WCA}} = (0. 0.5 1.) \).

Fig. 2 shows an estimation of the probability of false alarm \( p_{fa} \) (probability of accusing an innocent) functions of \( \epsilon \) for three strategies: blind, WCA and \( \epsilon \)-WCA. For the blind strategy, each component of \( y \) is chosen uniformly among the colluders, \( \theta_{\text{blind}}(k) = k/c \). We estimate the \( p_{fa} \) by an expectation of 1000 observations using rare event analysis as in [1]. As expected, the performance of the WCA and \( \epsilon \)-WCA attacks are better than the blind attack when \( \epsilon = 0 \). Moreover, performances of \( \epsilon \)-WCA are better than WCA when \( \epsilon \) is close to 0.25 because the difference between the \( p_{fa} \) is higher and consequently the probability for a colluder to be accused decreases.

We can see these performances on Fig. 3 which shows the values for \( R_s(\theta) \) functions of \( \epsilon \) for the three strategies. As expected, the mutual information between the pirated sequence and the sequence of one colluder is weaker for \( \epsilon \)-WCA than for WCA.

\(^1\)The analysis has to be carried on for more important \( \epsilon \) but for this we need to deal with optimisation problems in high dimensional spaces.
We compute $R'_s(\theta, \epsilon, \eta)$ with the same method as in Eq. (9) with:

$$p'_1 = \Pr(Y' = 1) = (1 - \eta)p_1 + \eta(1 - p_1), \quad (19)$$
$$p'_2 = \Pr(Y' = 1 | X_j = 1) = (1 - \eta)p_2 + \eta(1 - p_2), \quad (20)$$
$$p'_3 = \Pr(Y' = 1 | X_j = 0) = (1 - \eta)p_3 + \eta(1 - p_3). \quad (21)$$

In Fig. 4, for $c = 4$ colluders, given $\epsilon$, we find the BER $\eta_1$ such as the achievable rate $R'_s$ after $\epsilon$-WCA (the strategy of the coalition is the one devised in IV-B) is the same for insecure schemes ($\epsilon = 0$) given a BER $\eta_2$, $\eta_1$ is tantamount to the maximum probability of error that has to handle the insecure schemes in order to offer the same transmission rate.

Formally, we look for the root $\eta_1$ which satisfies:

$$R'_s(\theta_{WCA}, \epsilon, \eta_1) = R'_s(\theta_{WCA}, 0, \eta_2). \quad (22)$$

$\eta_1$ is computed using the Brent-Dekker algorithm [22][23].

This figure enables to quantify the compromise between security and robustness. When $\epsilon$ grows up, a secure watermarking scheme will be more prone to handle errors than an insecure watermarking schemes. For the same mutual information between the decoded pirated sequence and the initial sequence of a colluder, a BER $\eta_2$ of $1. e - 05$ for an insecure watermarking scheme corresponds to a totally secure embedding scheme ($\epsilon = 0.5$) with a BER $\eta_1 = 1.761 e - 02$. Note however that the difference between secure and insecure scheme becomes negligible whenever the security of the scheme is not important ($\epsilon < 0.1$) or the BER grows.

Fig. 5 illustrates the difference $\Delta_{rate}$ (in bits/sample) between the achievable rates of secure and insecure embedding schemes that undergo the same BSC of parameter $\eta$ for $c = 4$ colluders. Here again, we can see that the difference is only significant for highly secure schemes ($\epsilon$ close to 0.5) and highly robust schemes ($\eta$ close to 0). Based on these final results, we are able to highlight the importance of using highly secure and robust watermarking schemes in comparison with only highly robust ones. However, this advantage becomes negligible whenever the robustness of the scheme, or its security, decreases.

**VI. CONCLUSION**

In this article, we find a new collusion strategy for the colluders based on the estimation of the embedded symbols due to a security attack performed on the watermarking scheme. This new attack enables to minimise the mutual information between the pirated sequence forged by a coalition and sequences of the members of this coalition and increases
the probability of accusing an innocent user. Moreover we quantify the compromise to be done between security and robustness for data-hiding and show the advantage of using highly secure and robust watermarking schemes to reduce the coalition power. Our future works include confronting the different colluder strategies, the security attacks of specific watermarking schemes and the robustness constraints in real case scenario, e.g. on digital sequences.
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