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Optimal Design of Acceptance Sampling Plans by Variables for Nonconforming Proportions When the Standard Deviation Is Unknown
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This article presents an optimization-based approach for the design of acceptance sampling plans by variables for controlling nonconforming proportions when the standard deviation is unknown. The variables are described by rigorous noncentral Student's t-distributions. Single and double acceptance sampling (AS) plans are addressed. The optimal design results from minimizing the average sampling number (ASN), subject to conditions holding at producer's and consumer's required quality levels. The problem is then solved employing a nonlinear programming solver. The results obtained are in close agreement with previous sampling plans found in the literature, outperforming them regarding the feasibility.
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1. Introduction

Acceptance sampling (AS) is an effective quality control tool that has emerged in the past decades as one of the keystones of supplier–customer relationships (Evans, 2005). AS is essentially an auditing tool rather than a process development approach (Mitra, 1998), since it deals with the decision of accepting/rejecting a lot of items based on a sample. AS procedures can be applied to lots of items when testing reveals nonconformance or nonconformities regarding product functional attributes. It can also be applied to variables characterizing lots, revealing how far product quality is from specifications. Both AS applications have the basic purpose of classifying a lot as accepted or rejected, given the quality level required. The advantages of AS plans by variables are related with lower sample sizes required to reach a given operating characteristic (OC) curve discrimination.
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level compared with equivalent procedures for attributes (Schilling, 1982). This feature is particularly relevant when tests are destructive and the inspection cost is significant. However, AS plans by variables are often more difficult to implement, due to the lack of knowledge to set the basic assumptions that have to be met. The implementation requires different procedures to check lots regarding each of the variables controlled and each specification. Seidel (1997) analyzed the pros and cons, and proved that sampling by variables is optimal, and should be adopted whenever possible.

The design of AS plans by variables consists in the determination of the size of the samples to inspect and of the acceptance threshold to accept/reject a lot, called acceptance constant (Duncan, 1974). The initial algorithms employed were based on the concept of OC curve, using the risks of acceptance stipulated by the producer and the consumer to find feasible combinations of parameters. Such designs result from the solution of the equations modeling the acceptance probability in the controlled points on the OC curve, corresponding to producer’s and consumer’s risks (Bowker and Goode, 1952). Taking advantage of the growth of the calculation power in last decades, several algorithms were developed to handle the problem computationally (see the work of Sommers (1981)). Since the system of algebraic equations resulting from controlling the quality levels stipulated does not have a closed form for double sampling plans, most of the algorithms developed to this class of problems are based on enumeration techniques to seek feasible combinations of variables (Hilbert, 2005; Sommers, 1981). The design of AS plans by variables when the standard deviation of the process is known is perfectly established in several quality control references (Duarte and Saraiva, 2010; Feldmann and Krumbholz, 2002; Schilling, 1982). Those approaches assume that the statistic used for testing to reach the decision of accepting/rejecting the lot is normally distributed, and use the conditions at producer’s and consumer’s quality levels to determine the sample size and the AS constant. Enumerative algorithms allow to check the feasibility of the designs regarding both controlled points but do not guarantee tighter solutions. To handle the problem in a systematic way, employing mathematical programming approaches, Duarte and Saraiva (2010) proposed an optimization-based framework relying on robust optimization solvers. The design problem is convex, and this strategy allows to reach optimal plans with respect to a given criterion while simultaneously satisfying the constraints.

The design of AS plans with unknown standard deviation is an open topic in AS theory. Most of the strategies used to deal with this case assume that the statistic employed for testing follows an approximate normal distribution, instead of the noncentral Student’s $t$-distribution, which indeed models the risk, to avoid the increase in the complexity of the calculation. The design of double sampling plans by variables with unknown standard deviation was addressed by Krumbholz and Rohr (2006), who developed exact representational forms for determining the OC curve. In Section 2, we introduce the motivation for this work, particularly the findings of the infeasibility of AS plans available in the open literature for the case of $\sigma$ unknown, designed assuming that noncentral Student’s $t$-distribution is approximated by normal approximations proposed by Wallis (1947). Hamaker (1979) improved the approximation proposed by Wallis (1947). However, to compare our results with those of Sommers (1981), the former was considered.

Our analysis revealed that there is room to improve the design of AS plans for processes with unknown standard deviation by using the rigorous representation of the noncentral Student’s $t$-statistic to generate the OC curve. Its use, enclosed in mathematical programming-based approaches supported by robust optimization algorithms, guarantees feasible AS plans, thus producing designs that simultaneously and systematically address
both conditions at the points on the OC curve. The exact representation of the noncentral Student’s $t$-statistic for single sampling plans relies on a series expansion developed during the decades of 1960–70. The design of double sampling plans involving bivariate noncentral Student’s $t$-distributions with different noncentrality parameters in both dimensions is handled by employing the OC curve developed by Krumbholz and Rohr (2006), combined with numerical integration techniques. The optimization-based approach presented in Duarte and Saraiva (2010) for determining double AS plans for $\sigma$ unknown by employing normal approximations is extended to consider exact noncentral Student’s $t$-distribution.

Similarly, the plans determined minimize the average sampling number (ASN), and the noncentral Student’s $t$-cumulative distribution function (cdf) is computed via the algorithm of Lenth (1989), which stands in a series expansion of incomplete Beta functions.

The article is structured as following. Section 2 presents the basics of sampling theory for lot acceptance purposes. Section 3 presents the framework for designing single sampling plans by variables when $\sigma$ is unknown. Section 4 extends the formulation to deal with double sampling plans. Finally, Section 5 enumerates conclusions.

2. Acceptance Sampling Theory Basics and Motivation

To establish the nomenclature, we first introduce the conceptual basis of single AS plans by variables for controlling nonconforming proportions. We consider a system described by a quality characteristic of a large-size lot of a given product, represented by $X$, with $X \sim N(\mu, \sigma^2)$, where $\mu$ is the average and $\sigma$ the standard deviation of $X$, with the value of $\sigma$ unknown, and thus approximated by the standard deviation of the sample, denoted as $s$. We also assume that there is a one-sided upper specification $U > 0$, with the proportion of nonconforming product, $p$, given as

$$1 - p = \Phi \left( \frac{U - \mu}{\sigma} \right),$$

where $\Phi(x)$ stands for the cdf of the normal distribution $N(0, 1)$ at $x$:

$$\Phi(x) = \frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{x} \exp(-t^2/2) \, dt. \quad (2)$$

Here, we confine the strategy presented to AS plans for controlling quality variables with an upper specification. However, the extension to plans for variables with a lower specification is straightforward. From Eq. (1), one obtains

$$z_p = \Phi^{-1}(1 - p) = \frac{U - \mu}{\sigma}, \quad (3)$$

with $\Phi^{-1}(1 - p)$ standing for the inverse of the cumulative standard normal distribution representing a proportion $1 - p$. We call the acceptance probability required at the quality level $p$ as $P$. The producer’s quality level is to be designated as $p_1$, and the consumer’s quality level as $p_2$, with $p_1 < p_2$. Typical AS plans are designed to meet two simultaneous conditions, known as the OC curve two-point conditions:

1. The consumer accepts lots of quality level $p_1$ no less than $P_1\%$ of the times, with $p_1$ called the acceptable quality level (AQL) and $P_1$ represented by $1 - \alpha$. 
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2. The producer accepts lots of quality level \( p_2 \) no more than \( P_2 \% \) of the times, with \( p_2 \) called the limit quality level (LQL) and \( P_2 \) represented by \( \beta \).

In Section 3, we address the design of single sampling plans with a single specification, compactly represented as \( S_1(n_{s1} \ k_a) \), where \( n_{s1} \in \mathbb{N} \) stands for the sample size and \( k_a \in \mathbb{R} \) is the acceptance constant.

The mechanics of the single sampling plan with an upper specification and \( \sigma \) unknown is described as follows:

1. Sample \( n_{s1} \) items of a lot and determine the quality characteristic of each one, \( X_1, \ldots, X_{n_{s1}} \).
2. Determine the average, \( \bar{X} \), and the standard deviation, \( s \), of the sample, where
   \[
   \bar{X} = \frac{1}{n_{s1}} \sum_{i=1}^{n_{s1}} X_i; \quad s = \sqrt{\frac{\sum_{i=1}^{n_{s1}} (X_i - \bar{X})^2}{n_{s1} - 1}}. \tag{4}
   \]
3. Determine \( t_1 = (U - \bar{X})/s \).
4. If \( t_1 \geq k_a \), accept the lot; otherwise, reject it.

The OC curve represents the acceptance probability of a lot, denoted as \( L(p) \), versus nonconforming proportion of the quality characteristic in the lot, denoted as \( p \). Considering the mechanics of single AS plans presented above, \( L(p) = P_a(T_1 \geq \sqrt{n_{s1}} k_a|p) \), with \( P_a \) standing for the acceptance probability, given a sampling acceptance constant, \( k_a \). The OC curve for processes with \( \sigma \) known is defined by Eq. (5), and is represented in Figure 1:

\[
L^1(p) = \Phi[\sqrt{n_{s1}} \ (\Phi^{-1}(1 - p) - k_a)], \tag{5}
\]

where \( n_{s1} \) is the sample size for plans with \( \sigma \) known.

Figure 1 also serves to graphically identify the quality levels and corresponding acceptance probabilities used for designing sampling plans based on the OC curve two-point conditions paradigm, with the points denoted by \((p_1, P_1)\) and \((p_2, P_2)\), respectively.

For the case of \( \sigma \) unknown, the following is observed:

\[
\frac{\sqrt{n_{s1}}}{\sigma} (U - \bar{X}) \sim \mathcal{N}(\sqrt{n_{s1}} \ \Phi^{-1}(1 - p), 1), \tag{6}
\]

thus leading to

\[
\frac{\sqrt{n_{s1}}}{\sigma} (U - \bar{X}) \overset{d}{=} \mathcal{N}(0, 1) + \sqrt{n_{s1}} \ \Phi^{-1}(1 - p). \tag{7}
\]

Since \( (n_{s1} - 1) s^2/\sigma^2 \) follows an independent \( \chi^2 \)-distribution with \( n_{s1} - 1 \) degrees of freedom, the statistic \( \frac{\sqrt{n_{s1}}}{\sigma} (U - \bar{X})/s \) is described by noncentral Student’s \( t \)-distribution with \( n_{s1} - 1 \) degrees of freedom and mean (also known as noncentrality parameter) equal to \( \sqrt{n_{s1}} \ \Phi^{-1}(1 - p) \). Therefore, the OC curve for this class of plans becomes

\[
L^2(p) = \int_{\sqrt{n_{s1}} k_a}^{+\infty} \psi[T_1|n_{s1} - 1, \sqrt{n_{s1}} \ \Phi^{-1}(1 - p)] \, dT_1
= 1 - \int_{-\infty}^{\sqrt{n_{s1}} k_a} \psi[T_1|n_{s1} - 1, \sqrt{n_{s1}} \ \Phi^{-1}(1 - p)] \, dT_1 \tag{8}
= \Psi[T_1|n_{s1} - 1, \sqrt{n_{s1}} \ \Phi^{-1}(1 - p)],
\]
where $\psi[T_1|n_{s1} - 1, \sqrt{n_{s1}} \Phi^{-1}(1 - p)]$ is the noncentral Student’s $t$-probability density function (pdf) with $n_{s1} - 1$ degrees of freedom and mean $\sqrt{n_{s1}} \Phi^{-1}(1 - p)$ at $T_1$, and $\Psi[T_1|n_{s1} - 1, \sqrt{n_{s1}} \Phi^{-1}(1 - p)]$ is the corresponding cdf. Due to the complexity in determining noncentral Student’s $t$-statistic cdf, several authors used an approximation based on the normal distribution $\mathcal{N}(\mu + k_a \sigma, \sigma^2 \times (1/n_{s1} + k_a^2/(2n_{s1} - 1)))$ proposed by Wallis (1947).

The representational form of the OC curve becomes

$$L^3(p) = \Phi \left[ \sqrt{n_{s1}} [\Phi^{-1}(1 - p) - k_a] \sqrt{n_{s1}} k_a, n_{s1} \left[ 1/n_{s1} + k_a^2/(2n_{s1} - 1) \right] \right].$$

Here, $\Phi(x|a, b)$ stands for the cdf of the normal distribution with average $a$ and standard deviation $b$ at point $x$. A common strategy adopted to compute the OC curve represented by $L^3(p)$ (Schilling, 1982; Sommers, 1981) consists in using the form derived for the case of $\sigma$ known (Eq. 5), with $n_{\sigma1}$ related to $n_{s1}$ by

$$n_{\sigma1} = \frac{n_{s1}}{1 + k_a^2 n_{s1}/(2n_{s1} - 1)},$$

which leads to

$$L^3(p) = \Phi \left[ \sqrt{n_{s1}} \frac{n_{s1}}{1 + k_a^2 n_{s1}/(2n_{s1} - 1)} \right] \Phi^{-1}(1 - p) - k_a \right].$$

\[\text{Figure 1. OC curve for single sampling plan } S_{1(19.1943)}.\]
Here, Eq. (11) is also used for single AS plans with \( \sigma \) unknown. The computation of the cdf for noncentral Student’s \( t \)-statistic is performed using the algorithm of Lenth (1989), which, in its turn, is based on the expansion proposed by Guenther (1978).

Let us consider for the sake of simplicity that \( \sqrt{n_{s1}} k_a \geq 0 \). Therefore, the following equality holds:

\[
\int_{-\infty}^{\sqrt{n_{s1}} k_a} \psi[T_1 | n_{s1} - 1, \sqrt{n_{s1}} \Phi^{-1}(1 - p)] \, dT_1 \\
= \int_{-\infty}^{0} \psi[T_1 | n_{s1} - 1, \sqrt{n_{s1}} \Phi^{-1}(1 - p)] \, dT_1 \\
+ \int_{0}^{\sqrt{n_{s1}} k_a} \psi[T_1 | n_{s1} - 1, \sqrt{n_{s1}} \Phi^{-1}(1 - p)] \, dT_1,
\]

(12)

and the cdf calculation includes two terms, with \( \int_{-\infty}^{0} \psi[T_1 | n_{s1} - 1, \sqrt{n_{s1}} \Phi^{-1}(1 - p)] \, dT_1 = \Phi[-\sqrt{n_{s1}} \Phi^{-1}(1 - p)] \):

\[
\Phi[\sqrt{n_{s1}} k_a | n_{s1} - 1, \sqrt{n_{s1}} \Phi^{-1}(1 - p)] = \Phi[-\sqrt{n_{s1}} \Phi^{-1}(1 - p)] \\
+ \int_{0}^{\sqrt{n_{s1}} k_a} \psi[T_1 | n_{s1} - 1, \sqrt{n_{s1}} \Phi^{-1}(1 - p)] \, dT_1.
\]

(13)

The second term is then approximated by an infinite-series expansion:

\[
\int_{0}^{\sqrt{n_{s1}} k_a} \psi[T_1 | n_{s1} - 1, \sqrt{n_{s1}} \Phi^{-1}(1 - p)] \, dT_1 \\
= \sum_{j=0}^{+\infty} \left\{ r_j \, I_s[j + 0.5, (n_{s1} - 1)/2] + q_j \, I_s[j + 1, (n_{s1} - 1)/2] \right\},
\]

(14)

\[
I_s(a, b) = \frac{\Gamma(a + b)}{\Gamma(a) \, \Gamma(b)} \int_{0}^{x} T_1^{a-1} (1 - T_1)^{b-1} \, dT_1,
\]

(15)

\[
r_j = \frac{1}{2} \exp(-\delta^2/2) \frac{\left( \delta \right)^j}{j!},
\]

(16)

\[
q_j = \frac{1}{2 \sqrt{2}} \frac{\exp(-\delta^2/2)}{\Gamma(j + 1.5)} \frac{\left( \delta \right)^j}{j!},
\]

(17)

\[
\delta = \sqrt{n_{s1}} \Phi^{-1}(1 - p),
\]

(18)

\[
x = \frac{n_{s1} k_a^2}{n_{s1} k_a^2 + n_{s1} - 1},
\]

(19)

where \( I_s(a, b) \) is the incomplete Beta distribution with \((a, b)\) degrees of freedom at \( x \) and \( \Gamma(a) \) is the \( \Gamma \) function at \( a \). The algorithm presented by Lenth (1989) to evaluate the integral of Eq. (14) stands on the addition of terms to the summation until a predefined accuracy is achieved. Since in our approach, the integral evaluation is enclosed in an optimization problem, the number of terms to include in the expansion is fixed a priori. Therefore, we
Figure 2. Comparison of OC curves for sampling plan $S_1(19.943)$ determined for $\sigma$ known, sampling plan $S_1(54.943)$ determined for $\sigma$ unknown employing the normal approximation of Wallis (1947), and sampling plan $S_1(54.943)$ determined for $\sigma$ unknown employing the exact Student's $t$-distribution.

We have

$$\int_0^{n_1} \sqrt{n_1} k_w \psi[T_1|n_1 - 1, \sqrt{n_1} \Phi^{-1}(1 - p)] dT_1$$

$$\approx \sum_{j=0}^{M} \left\{ r_j \Gamma[j + 0.5, \frac{n_1}{2}] + q_j \Gamma[j + 1, \frac{n_1}{2}] \right\}, \quad (20)$$

with the choice of $M$ discussed later in this section.

Figure 2 presents the OC curves for plans $S_1(19.943)$, designed for the case of $\sigma$ known, based on Eq. (5), the equivalent plan $S_1(54.943)$ designed to address the case of $\sigma$ unknown employing the Wallis (1947) approximation (Eq. 11), and the plan $S_1(54.943)$ based on the rigorous noncentral $t$-statistic represented by Eq. (8) and Eqs. (13–20). All AS plans were designed to meet AQL = 0.01, LQL = 0.05, $\alpha = 0.05$, and $\beta = 0.10$. The results obtained denote good agreement with those presented by Sommers (1981) based on the OC curve described by Eq. (11).

Figure 3 shows the difference between the OC curves generated for the cases of $\sigma$ unknown employing the normal approximation and noncentral Student’s $t$-distribution. The difference is significant around the values of acceptance probability of 0.5, being lower at the points controlled, corresponding to (0.01, 0.95) and (0.05, 0.10). A deeper analysis revealed that $L^2(0.01) = 0.9528 > 0.95$, thus validating the constraint at the point $(p_1, 1 - \alpha)$. 
Figure 3. Difference between the OC curves for single sampling plan $S_1(54, 1.943)$ obtained employing the noncentral $t$-distribution and the Wallis (1947) normal approximation.

However, $L^2(0.05) = 0.1057 > 0.10$, thus violating the constraint at $(p_2, \beta)$. Therefore, we found that the AS plan based on the nonstandard normal distribution approximation is unfeasible. Afterward, our motivation will be to determine AS plans based on the noncentral Student’s $t$-distribution to provide the research and industrial community with feasible optimal solutions.

The motivating case just analyzed allows us to predict that feasible AS plans derived based upon the OC curve $L^2(p)$ would lead to larger sample size and/or larger AS constant than those determined from $L^3(p)$.

The choice of the number of terms to include in the series expansion used to calculate noncentral Student’s $t$-cdf is based on a heuristic rule. Lenth (1989) proved that 100 terms allow one to reach an accuracy of $10^{-6}$ for means ranging between –11.0 and 11.0. Here, the values of noncentrality parameter $\delta = \sqrt{n_{s1}} \Phi^{-1}(1 - p)$ may be larger than 11.0, thus requiring more than 100 terms. Figure 4 shows the values of $r_j, q_j, I_k[j + 0.5, (n_{s1} - 1)/2], I_k[j + 1, (n_{s1} - 1)/2], \text{and } \Psi[\sqrt{n_{s1}} k, n_{s1} - 1, \sqrt{n_{s1}} \Phi^{-1}(1 - p)]$ for $M = 150, n_{s1} = 54, \delta = 14.278, \text{and } x = 0.7937$. The terms that contribute more to the cdf are those arising from $j$ located in the neighborhood of $M/2$, and the contribution is neglectful for terms of order higher than 130. Considering the results of Lenth (1989) and ours, one can adopt the following heuristic:

$$M = \left\lceil n_{s1} k_{\bar{a}}^2 \right\rceil, \quad (21)$$

where $\lceil \bullet \rceil$ is the ceiling operator.
3. Single Acceptance Sampling Plans

Considering the conceptual background introduced in Section 2, the design of single AS plans consists in the solution of an optimization problem aiming to minimize the sample size, subject to the constraints in the controlled points on the OC curve. The problem, denoted as $P_{1b}$, becomes

$$\min_{n_{s1}, k_a} n_{s1}$$

s.t.  

$$L^2(p_1) \geq 1 - \alpha$$  

$$L^2(p_2) \leq \beta$$  

Eqs. (13–19)  

$$k_a > 0, \quad n_{s1} \geq 1,$$

where $L^2(p)$ is determined with the series expansion methodology presented in Section 2. The sample size is an integer variable, relaxed in problem $P_{1b}$ to avoid the need of using mixed integer-nonlinear solvers and providing analytical derivatives of the incomplete Beta function in case integer variables are used. The integer solution for sample size is determined from the relaxed solution of $P_{1b}$ by rounding it to the upper integer value. Since the AS design problem is convex, the solution so obtained does not affect the feasibility of the plan. A similar approach is followed in all problems addressed.

To lower the computation time required to obtain the solution of the problem $P_{1b}$, we first solve the equivalent problem based on the Wallis (1947) normal approximation,
Table 1
Single sampling plans for $\alpha = 0.05$ and $\beta = 0.1$ ($\sigma$ unknown) (values within parentheses correspond to plans derived by Sommers (1981))

<table>
<thead>
<tr>
<th>$p_1$</th>
<th>$p_2$</th>
<th>$n_s$</th>
<th>$k_a$</th>
<th>$n_s$</th>
<th>$k_a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.02</td>
<td>0.030</td>
<td>835 (835)</td>
<td>1.957 (1.96)</td>
<td>837</td>
<td>1.957</td>
</tr>
<tr>
<td>0.02</td>
<td>0.035</td>
<td>417 (417)</td>
<td>1.918 (1.92)</td>
<td>418</td>
<td>1.919</td>
</tr>
<tr>
<td>0.02</td>
<td>0.040</td>
<td>259 (259)</td>
<td>1.883 (1.88)</td>
<td>260</td>
<td>1.885</td>
</tr>
<tr>
<td>0.02</td>
<td>0.045</td>
<td>182 (182)</td>
<td>1.852 (1.85)</td>
<td>183</td>
<td>1.854</td>
</tr>
<tr>
<td>0.02</td>
<td>0.050</td>
<td>137 (137)</td>
<td>1.824 (1.82)</td>
<td>138</td>
<td>1.826</td>
</tr>
<tr>
<td>0.02</td>
<td>0.060</td>
<td>89 (89)</td>
<td>1.773 (1.77)</td>
<td>90</td>
<td>1.777</td>
</tr>
<tr>
<td>0.02</td>
<td>0.070</td>
<td>65 (65)</td>
<td>1.729 (1.73)</td>
<td>65</td>
<td>1.734</td>
</tr>
<tr>
<td>0.02</td>
<td>0.080</td>
<td>50 (50)</td>
<td>1.689 (1.69)</td>
<td>51</td>
<td>1.696</td>
</tr>
<tr>
<td>0.02</td>
<td>0.090</td>
<td>41 (41)</td>
<td>1.653 (1.65)</td>
<td>41</td>
<td>1.661</td>
</tr>
<tr>
<td>0.02</td>
<td>0.100</td>
<td>34 (34)</td>
<td>1.620 (1.62)</td>
<td>35</td>
<td>1.629</td>
</tr>
<tr>
<td>0.02</td>
<td>0.110</td>
<td>29 (29)</td>
<td>1.589 (1.59)</td>
<td>30</td>
<td>1.600</td>
</tr>
<tr>
<td>0.02</td>
<td>0.120</td>
<td>25 (25)</td>
<td>1.560 (1.56)</td>
<td>26</td>
<td>1.572</td>
</tr>
<tr>
<td>0.02</td>
<td>0.130</td>
<td>22 (22)</td>
<td>1.533 (1.53)</td>
<td>23</td>
<td>1.547</td>
</tr>
<tr>
<td>0.02</td>
<td>0.150</td>
<td>18 (18)</td>
<td>1.482 (1.48)</td>
<td>19</td>
<td>1.499</td>
</tr>
<tr>
<td>0.02</td>
<td>0.170</td>
<td>15 (15)</td>
<td>1.436 (1.44)</td>
<td>16</td>
<td>1.456</td>
</tr>
<tr>
<td>0.02</td>
<td>0.200</td>
<td>12 (12)</td>
<td>1.372 (1.37)</td>
<td>13</td>
<td>1.398</td>
</tr>
</tbody>
</table>

The solution of $\mathcal{P}_{1a}$ enables us to provide a feasible solution to handle the problem $\mathcal{P}_{1b}$ and simultaneously set the number of terms used in the series expansion, with $M$ given by Eq. (21).

Both optimization problems fall into the category of nonlinear programming (NLP). Here, they are solved employing GAMS/CONOPT, which is a robust solver to handle large-scale NLP problems based on a generalized reduced-gradient algorithm (Drud, 1985), included in the GAMS optimization platform. The relative and absolute tolerances are set to $10^{-6}$ in all optimization problems addressed in the article.

Table 1 compares the sampling plans at $p_1 = 0.01$, $\alpha = 0.05$, and $\beta = 0.10$, for several values of LQL, available in the literature, with ours, obtained with noncentral Student’s $t$-distribution. Our results require larger sample sizes (one additional item is required for all values of $p_2$ simulated) and slightly larger values of $k_a$. However, for single AS plans, the normal distribution is a good approximation for the statistic modeling the lot acceptance.
decision. This finding can be extended to the first stage of decision in double AS plans, once the numerical approach used to determine the acceptance probability is similar to ours.

The results presented here have the simple purpose of demonstrating the application of our strategy to single AS plans. Extensive tables can be easily generated by changing the parameters fixed. Figure 5 presents the comparison of OC curves for plans derived to meet AQL = 0.02, LQL = 0.05, α = 0.05, and β = 0.10. The OC curves are almost coincident, but the plan based on normal distribution leads to $L_2(0.02) = 0.9516$ and $L_2(0.05) = 0.1036$, thus violating the constraint at $p_2$. Both conditions hold for the plan based on noncentral Student’s $t$-distribution with $L_2(0.02) = 0.9503$ and $L_2(0.05) = 0.0998$.

The comparison of plans based on noncentral Student’s $t$-distribution with those based on the Wallis (1947) approximation reveals low advantages of the former, particularly for lower values of LQL. However, the use of rigorous representations avoids the risk of designing unfeasible plans due to violations of the conditions in the controlled points.

4. Double Acceptance Sampling Plans

The design of double sampling plans, for the case of $\sigma$ unknown, is represented as $S_2(n_{s1}, k_{r1}, k_a; n_{s2}, k_{r2})$, with $n_{s1}, n_{s2} \in \mathbb{N}$ and $k_{r1}, k_a, k_{r2} \in \mathbb{R}$, where $n_{s1}$ is the size of the first sample, $n_{s2}$ is the size of the second sample, $k_{r1}$ is the rejection constant to achieve a decision based on the first sample (first stage of decision), $k_a$ is the rejection constant for deciding after the second sample is taken (second stage of decision), and $k_{r2}$ is
the acceptance constant to accept the lot based on the first sample (first stage of decision). The mechanics is as follows:

1. Sample \( n_s1 \) items of a lot and determine the quality characteristic of each one, \( X_1, \ldots, X_{n_s1} \).
2. Determine the average, \( \bar{X}_1 \), and the standard deviation, \( s_1 \), of the sample, by Eq. (4).
3. Determine \( t_1 = (U - \bar{X}_1)/s_1 \).
4. If \( t_1 \geq k_a \), accept the lot.
5. If \( t_1 < k_r1 \), reject the lot.
6. If \( k_r1 \leq t_1 < k_a \), sample \( n_s2 \) items of the lot and determine the quality characteristic of each one, \( X_{n_s1+1}, \ldots, X_{n_s1+n_s2} \).
7. Calculate the average of the second sample and the combined statistics:
   \[
   \bar{X}_2 = \frac{1}{n_{s2}} \sum_{i=n_{s1}+1}^{n_{s1}+n_{s2}} X_i
   \]
   \[
   \bar{X}_t = \frac{n_{s1}}{n_{s1} + n_{s2}} \bar{X}_1 + \frac{n_{s2}}{n_{s1} + n_{s2}} \bar{X}_2;
   \]
   \[
   s_t = \sqrt{\frac{\sum_{i=1}^{n_{s1}+n_{s2}} (X_i - \bar{X}_t)^2}{n_{s1} + n_{s2} - 1}}.
   \]
8. Determine \( t_2 = (U - \bar{X}_t)/s_t \).
9. If \( t_2 \geq k_r2 \), accept the lot; otherwise, reject it.

### 4.1. Operating Characteristic Curve

The design of double AS plans for controlling nonconforming proportions has been addressed by several authors by employing the OC curve concept, which requires expressions to compute analytically or numerically the acceptance probability in both decision stages.

The general representation of the OC curve is given by

\[
L(p) = P_a(T_1 \geq \sqrt{n_{sigma1} k_a}) + P_a[(\sqrt{n_{sigma1} k_r1} \leq T_1 < \sqrt{n_{sigma1} k_a}) \land (T_2 \geq \sqrt{n_{sigma1} + n_{sigma2} k_r2})].
\]

For the sake of simplicity, \( P_a(T_1 \geq \sqrt{n_{sigma1} k_a}) \) is to be designated \( P_{a1} \), denoting the acceptance probability of the lot based on the first sample, and \( P_a[(\sqrt{n_{sigma1} k_r1} \leq T_1 < \sqrt{n_{sigma1} k_a}) \land (T_2 \geq \sqrt{n_{sigma1} + n_{sigma2} k_r2})] \) as \( P_{a2} \), representing the acceptance probability based on the second sample. The acceptance probability of the second decision stage is defined in a bivariate region \( \Omega = T_1 \times T_2 \), with

\[
\Omega = \{(T_1, T_2) \in \mathbb{R}^2 : (\sqrt{n_{sigma1} k_r1} \leq T_1 < \sqrt{n_{sigma1} k_a}) \land (T_2 \geq \sqrt{n_{sigma1} + n_{sigma2} k_r2})\}.
\]

For the case of \( \sigma \) known, the OC curve is as follows (Bowker and Goode, 1952):

\[
L^4(p) = \Phi[\sqrt{n_{sigma1} (\Phi^{-1}(1 - p) - k_a)}] + \int_A^B \Phi \left[ \sqrt{\frac{n_{sigma1} + n_{sigma2}}{n_{sigma2}} \times \left( \Phi^{-1}(1 - p) - k_r2 \right) + \frac{n_{sigma1}}{n_{sigma1} + n_{sigma2} t}} \right] \frac{d\Phi(t)}{dt} dt,
\]
\[ A = [k_{a1} - \Phi^{-1}(1 - p)] \sqrt{n_{\sigma1}}, \]
\[ B = [k_{a2} - \Phi^{-1}(1 - p)] \sqrt{n_{\sigma1}}, \]

with the first term of \( L^2(p) \) standing for \( P_{a1} \) and the second for \( P_{a2} \).

For processes with unknown \( \sigma \), the statistics \( \sqrt{n_{\sigma1}} \ (U - \bar{X})/s_1 \) and \( \sqrt{n_{\sigma2}} \ (U - \bar{X})/s_2 \) follow noncentral Student’s \( t \)-distributions with different degrees of freedom and means. Furthermore, the distribution of \( \sqrt{n_{\sigma1}} + \sqrt{n_{\sigma2}} \ (U - \bar{X})/s_1 \) depends on that of \( \sqrt{n_{\sigma1}} \ (U - \bar{X})/s_1 \). The computation of \( P_{a2} \) is very demanding, since it involves the calculation of the cdf for a bivariate noncentral Student’s \( t \)-distribution, here represented as \( \Upsilon(m_1, z_1; m_2, z_2) \), where \( m_1 \) and \( m_2 \) are degrees of freedom in each dimension, and \( z_1 \) and \( z_2 \) are noncentrality parameters. For double AS plans, \( m_1 = n_{s1} - 1 \), \( m_2 = n_{s1} + n_{s2} - 2 \), \( z_1 = \sqrt{n_{\sigma1}} \Phi^{-1}(1 - p) \), and \( z_2 = \sqrt{n_{\sigma1}} + \sqrt{n_{\sigma2}} \Phi^{-1}(1 - p) \).

To lower the computational complexity of the design of double AS plans with \( \sigma \) unknown, Sommers (1981) assumed that the statistic \( \sqrt{n_{\sigma1}} + \sqrt{n_{\sigma2}} \ (U - \bar{X}_1)/s_1 \sim N(\mu + k_{r_2} \sigma, \sigma^2 \times (1/\sqrt{n_{s1}} + n_{s2} + k_{r_2}^2/(2 n_{s1} + n_{s2} - 1))) \). This assumption, based on the approximation proposed by Wallis (1947), relates the total sample size for plans with \( \sigma \) known to the corresponding sample size for plans with \( \sigma \) unknown and simplifies the determination of acceptance probability \( P_{a2} \):

\[ n_{\sigma1} + n_{\sigma2} = \frac{n_{s1} + n_{s2}}{1 + k_{r_2}^2 n_{s1}/(2 n_{s1} - 1)} \]  

(36)

The works that use this strategy are not clear regarding the distribution that approximates the statistic \( \sqrt{n_{\sigma1}} \ (U - \bar{X}_1)/s_1 \) employed to model the acceptance probability in the first stage of decision. However, if one considers that \( \sqrt{n_{\sigma1}} \ (U - \bar{X}_1)/s_1 \sim N(\mu + k_{r_2} \sigma, \sigma^2 \times (1/\sqrt{n_{s1}} + n_{s2} + k_{r_2}^2/(2 n_{s1} - 1))) \), similarly to what was assumed in Section 3, the relations between each of the sample sizes required by plans for \( \sigma \) known and \( \sigma \) unknown become respectively

\[ n_{\sigma1} = \frac{n_{s1}}{1 + k_{r_2}^2 n_{s1}/(2 n_{s1} - 1)}, \]
\[ n_{\sigma2} = \frac{n_{s2}}{1 + k_{r_2}^2 n_{s2}/(2 n_{s2} - 1)}. \]

(37)  
(38)

The combination of Eqs. (36–38) with Eqs. (33–35) allows us to the derive the first OC curve to represent double AS plans:

\[ L^2(p) = \Phi[\sqrt{n_{\sigma1}} (\Phi^{-1}(1 - p) - k_{a1})] + \int_A^B \Phi \left\{ \frac{\sqrt{n_{\sigma1} + n_{\sigma2}}}{n_{\sigma2}} \left[ \frac{\sqrt{n_{\sigma1} + n_{\sigma2}}}{n_{\sigma1} + n_{\sigma2}} \right]^t \right\} d\Phi(t) \, dt, \]

(39)

\[ A = [k_{a1} - \Phi^{-1}(1 - p)] \sqrt{n_{\sigma1}}, \]
\[ B = [k_{a2} - \Phi^{-1}(1 - p)] \sqrt{n_{\sigma1}}, \]
\[ n_{\sigma1} = \frac{n_{s1}}{1 + k_{r_2}^2 n_{s1}/(2 n_{s1} - 1)}, \]

(40)  
(41)  
(42)
Another alternative addressed in this work consists in assuming that the statistic \( \sqrt{n_{s1}} (U - \bar{X}_1)/s_1 \sim N(\mu + k_\alpha \sigma, \sigma^2 \times (1/(n_{s1}) + k_\alpha^2/(2 n_{s1} - 1))) \). This assumption leads to the following OC curve:

\[
L_6(p) = \Phi[\sqrt{n_{s1}} (\Phi^{-1}(1-p) - k_a)] + \int_A^B \Phi \left[ \frac{n_{s1} + n_{s2}}{n_{s2}} \left( \Phi^{-1}(1-p) - k_{r2} \right) + \sqrt{\frac{n_{s1}}{n_{s1} + n_{s2}}} t \right] \frac{d\Phi(t)}{dt} \, dt,
\]

where

\[
A = [k_{r1} - \Phi^{-1}(1-p)] \sqrt{n_{s1}};
\]

\[
B = [k_a - \Phi^{-1}(1-p)] \sqrt{n_{s1}};
\]

and

\[
n_{s1} = \frac{n_{s1}}{1 + k_\alpha^2 n_{s1}/(2 n_{s1} - 1)};
\]

\[
n_{s2} = \frac{n_{s1} + n_{s2}}{1 + k_{r2}^2 (n_{s1} + n_{s2})/(2 n_{s1} + 2 n_{s2} - 1)} - \frac{n_{s1}}{1 + k_\alpha^2 n_{s1}/(2 n_{s1} - 1)};
\]

\[
n_{s1} + n_{s2} = \frac{n_{s1} + n_{s2}}{1 + k_{r2}^2 (n_{s1} + n_{s2})/(2 n_{s1} + 2 n_{s2} - 1)}.
\]

To address the problem of explicitly computing the OC curve based on the bivariate noncentral Student’s \( t \)-distribution, Bowker and Goode (1952) derived closed-form formulas, employed for designing plans at given combinations of AQL, LQL, \( \alpha \), and \( \beta \). The procedure, standing on a rigorous treatment of noncentral Student’s \( t \)-statistics, was not able to cope with general AS plans because the geometry of the region \( \Omega \), used to compute \( P_{a2} \), depends on the set of parameters to determine.

Assuming that \( \bar{X}_1 \) and \( \bar{X}_f \) follow normal distributions and \( s_1 \) and \( s_f \) are approximated by \( \chi^2 \)-distributions, where \( r \) is the number of degrees of freedom, Krumbholz and Rohr (2006) proposed an ontological structure to rigorously determine \( P_{a2} \). For each different class found, corresponding to different features of the region \( \Omega \), the authors derived expressions for \( P_{a2} \). The first step of the approach consists in finding the class corresponding to the plan to design. Afterward, the formula derived for such a class is used to compute \( P_{a2} \), and subsequently, the OC curve. This strategy revealed that some of the double AS plans found in the literature are unfeasible if rigorous noncentral Student’s \( t \)-distributions are considered. Indeed, constraint violations were detected at point (LQL, \( \beta \)).

In our work, we employ the strategy proposed by Krumbholz and Rohr (2006) and address the design of AS plans falling into the ontological class with \( k_{r1} > 0 \), \( k_a \sqrt{n_{s1}/(n_{s1} - 1)} \geq Q \), and \( k_{r1} \sqrt{n_{s1}/(n_{s1} - 1)} \geq Q \), with

\[
Q = \sqrt{\frac{n_{s1} (n_{s1} + n_{s2}) k_{r2}^2 - n_{s2} (n_{s1} + n_{s2} - 1)}{(n_{s1} + n_{s2}) (n_{s1} + n_{s2} - 1)}}.
\]
The OC curve is therefore computed by

\[ L^*(p) = P_{a1} + P_{a2}, \]  

(52)

where \( P_{a1} = \Psi[\sqrt{n_{s1}} k_{a} n_{s1} - 1, \sqrt{n_{s1}} \Phi^{-1}(1 - p)] \), and the cdf of the noncentral Student's t-distribution is computed through the series expansion methodology presented in Section 2. The term \( P_{a2} \) is handled through the formulas proposed by Krumbholz and Rohr (2006), combined with numerical integration techniques employed to compute the three-dimensional integral term involved (Eq. 53). Considering the relations developed by Krumbholz and Rohr (2006), the acceptance probability associated with the second stage of decision is given by

\[ P_{a2} = \int_{0}^{+\infty} \int_{a_{2}(w_{2})}^{+\infty} \int_{y_{1}(w_{1})}^{+\infty} K(y_{1} - w_{1}) \Phi [E_{2}(w_{1}, y, w_{2}) - \Phi[E_{1}(w_{1}, y, w_{2})]] \times g_{n_{s2} - 1}(w_{2}) \frac{d\Phi(y)}{dy} g_{n_{s2} - 1}(w_{1}) dw_{2} dy dw_{1}, \]  

(53)

\[ E_{2}(w_{1}, y, w_{2}) = -D(y) + \sqrt{H(w_{1}, y, w_{2})}, \]  

(54)

\[ E_{1}(w_{1}, y, w_{2}) = -D(y) - \sqrt{H(w_{1}, y, w_{2})}, \]  

(55)

\[ D(y) = \frac{A(y) B + k_{r_{2}}^{2} p (n_{s1} + n_{s2}) \sqrt{n_{s1} n_{s2}}}{B^{2} - n_{s1} (n_{s1} + n_{s2}) k_{r_{2}}^{2}}, \]  

(56)

\[ H(w_{1}, y, w_{2}) = \frac{(n_{s1} + n_{s2}) k_{r_{2}}^{2} C(w_{1}, w_{2}) + k_{r_{2}}^{2} n_{s1} (n_{s1} + n_{s2}) y^{2} - [A(y)]^{2}}{B^{2} - n_{s1} (n_{s1} + n_{s2}) k_{r_{2}}^{2}} + [D(y)]^{2}, \]  

(57)

\[ A(y) = \sqrt{n_{s1} + n_{s2} - 1} \left[ \sqrt{n_{s1}} y + (n_{s1} + n_{s2}) \Phi^{-1}(1 - p) \right], \]  

(58)

\[ B = \sqrt{n_{s2} (n_{s1} + n_{s2} - 1)}, \]  

(59)

\[ C(w_{1}, w_{2}) = (n_{s1} + n_{s2}) (w_{1} + w_{2}), \]  

(60)

\[ K(y) = \frac{(n_{s1} + n_{s2}) (n_{s1} + n_{s2} - 1)}{n_{s1} (n_{s1} + n_{s2}) k_{r_{2}}^{2}} \left[y + \sqrt{n_{s1}} \Phi^{-1}(1 - p)\right]^{2}, \]  

(61)

\[ a_{1}(w_{1}) = k_{r_{1}} \sqrt{\frac{n_{s1}}{n_{s1} - 1} \sqrt{w_{1}} - \sqrt{n_{s1}} \Phi^{-1}(1 - p)}, \]  

(62)

\[ a_{2}(w_{1}) = k_{d} \sqrt{\frac{n_{s1}}{n_{s1} - 1} \sqrt{w_{1}} - \sqrt{n_{s1}} \Phi^{-1}(1 - p)}, \]  

(63)

where \( g_{r}(z) \) is the value of the \( \chi^{2} \)-pdf with \( r \) degrees of freedom at \( z \):

\[ g_{r}(z) = \frac{1}{2^{r} \Gamma(r/2)} z^{r/2 - 1} \exp(-z/2) \]  

(64)

and

\[ \frac{d\Phi(y)}{dy} = \frac{1}{\sqrt{2\pi}} \exp(-y^{2}/2). \]  

(65)
The integration variables are \( w_1, y, \) and \( w_2, \) and univariate Gaussian quadrature formulas are employed in each dimension. The upper limit of the outer integral is approximated by a finite large value in order to avoid the finite-domain error, common in the application of numerical rules to infinite-domain integrals (Gelbard and Seinfeld, 1978). This error is due to neglecting a part of the domain that contributes to the solution. Here, we set the upper limit for the domain of \( w_1 \) to \( \lceil 2ns_1 \rceil \), considering that the maximum of a \( \chi^2 \)-pdf occurs at \( r \).

4.2. Problem Formulation

The strategy supporting the systematic design of double AS plans also stands on the minimization of the ASN, subject to the constraints in the controlled points on the OC curve (Balamurali and Jun, 2007; Duarte and Saraiva, 2010). The ASN for double AS plans with \( \sigma \) known is given by the relation:

\[
ASN_\sigma = n_{\sigma 1} + n_{\sigma 2} \left( 2 \Phi \left( \frac{\sqrt{n_{\sigma 1} (ka - kr_1)} - kr_1}{2} \right) - 1 \right).
\] (66)

Similar expressions can be derived for plans with \( \sigma \) unknown assuming normal distribution approximations. The value of \( ASN_\sigma \) depends on the quality level used for its determination, \( p \). Sommers (1981) used the point \((p_1, AQL)\) for the calculation. Hamaker (1979) demonstrated that \( ASN_\sigma \) curves are unimodal with a maximum located at \( p_{\max} \).

Feldmann and Krumbholz (2002) derived a relation for the quality level corresponding to the maximum of \( ASN_\sigma \):

\[
p_{\max} = 1 - \Phi \left( \frac{ka + kr_1}{2} \right).
\] (67)

Based on this result, the authors used the quality level \( p_{\max} \) to derive \( ASN_\sigma \), thus obtaining

\[
ASN_\sigma = n_{\sigma 1} + n_{\sigma 2} \left[ 2 \Phi \left( \frac{\sqrt{n_{\sigma 1} (ka - kr_1)} - kr_1}{2} \right) - 1 \right].
\] (68)

They also proved that the quality level \( p_{\max} \) leads to minimal values of \( ASN_\sigma \), and they determined double AS plans to address this criterion. The algorithm proposed was denominated as \( ASN_{\minimax} \), and its application leads to plans with significant advantages over the plans designed by Sommers (1981), since the values of \( ASN_\sigma \) are lower for similar quality levels.

Here, the \( ASN_{\minimax} \) criterion is also used as objective function. The equivalent \( ASN_\sigma \) for plans with \( \sigma \) unknown is denoted as \( ASN_s \). For AS plans standing on normal distribution approximations, \( n_{\sigma 1} \) and \( n_{\sigma 2} \) are functions of \( ns_1 \) and \( ns_2 \), leading to problem \( P_{2a} \):

\[
\begin{align*}
\min_{n_{\sigma 1}, n_{\sigma 2}, ka, kr_1, kr_2} & \quad n_{\sigma 1} + n_{\sigma 2} \left[ 2 \Phi \left( \frac{\sqrt{n_{\sigma 1} (ka - kr_1)} - kr_1}{2} \right) - 1 \right] \\
\text{s.t.} & \quad L^5(p_1) \geq 1 - \alpha \\
& \quad L^5(p_2) \leq \beta \\
& \quad \Phi^{-1}(1 - p_2) < kr_1 \leq kr_2 \leq ka < \Phi^{-1}(1 - p_1), \quad ns_1, ns_2, n_{\sigma 1}, n_{\sigma 2} \in \mathbb{N}.
\end{align*}
\] (69-72)

This problem corresponds to the OC curve derived for \( \sqrt{ns_1} (U - \bar{X})/s_1 \sim \mathcal{N}(\mu + kr_2 \sigma, \sigma^2 \times (1/(n_{s1}) + k^2_{r2}/(2 n_{s1} - 1))) \). The problem arising from the assumption that
\[
\sqrt{n_{s1}} \frac{(U - \bar{X}_1)}{s_1} \sim \mathcal{N}(\mu + k_a \sigma, \sigma^2 \times (1/(n_{s1}) + k_a^2/(2n_{s1} - 1))) \quad \text{and} \quad \sqrt{n_{s1} + n_{s2}} \frac{(U - \bar{X}_1)}{s_1} \sim \mathcal{N}(\mu + k_{r1} \sigma, \sigma^2 \times (1/(n_{s1}) + k_{r1}^2/(2n_{s1} - 1))) \quad \text{is designated } \mathcal{P}_{2b}.
\]

\[
\begin{align*}
\min_{n_{s1}, n_{s2}, k_a, k_{r1}} & \quad n_{s1} + n_{s2} \left[ 2 \Phi \left( \frac{\sqrt{n_{s1} k_a - k_{r1}}}{2} \right) - 1 \right] \\
\text{s.t.} & \quad L^6(p_1) \geq 1 - \alpha \\
& \quad L^6(p_2) \leq \beta \\
& \quad \text{Eqs. (46–50)} \\
& \quad \Phi^{-1}(1 - p_2) < k_{r1} \leq k_a < \Phi^{-1}(1 - p_1), \quad n_{s1}, n_{s2}, n_{s1}, n_{s2} \in \mathbb{N}.
\end{align*}
\]

The integral terms involved in the OC curves of problems \( \mathcal{P}_{2a} \) and \( \mathcal{P}_{2b} \) are handled with Gaussian quadrature formulas based on eight collocation points corresponding to the zeros of seventh-order Legendre polynomials (Abramowitz and Stegun, 1972).

To address the problem of determining ASN, when a rigorous noncentral Student’s \( t \)-distribution is employed, Hilbert (2005) proposed

\[
\text{ASN}_s = n_{s1} + n_{s2} \left\{ \Psi[\sqrt{n_{s1}} k_a|n_{s1} - 1, \sqrt{n_{s1}} \Phi^{-1}(1 - p_{\max})] - \Psi[\sqrt{n_{s1}} k_{r1}|n_{s1} - 1, \sqrt{n_{s1}} \Phi^{-1}(1 - p_{\max})] \right\},
\]

and developed an approximation for \( p_{\max} \) standing on the assumption that noncentral Student’s \( t \)-distribution is well approximated by normal distribution:

\[
p_{\max} \simeq 1 - \Phi \left( \frac{\sqrt{2 n_{s1} k_a^2 + 2 n_{s1} k_{r1}^2 k_a + \sqrt{2 n_{s1} k_a^2 + 2 n_{s1} k_{r1}^2 k_{r1}}}}{\sqrt{2 n_{s1} + k_{r1}^2 + \sqrt{2 n_{s1} + k_{r1}^2}}} \right).
\]

We will use Eq. (78) as an equality constraint to relate \( p_{\max} \) with the sampling plan parameters. The resulting optimization problem, designated as problem \( \mathcal{P}_{2c} \), can thus be formulated:

\[
\begin{align*}
\min_{n_{s1}, n_{s2}, k_a, k_{r1}} & \quad n_{s1} + n_{s2} \left\{ \Psi[\sqrt{n_{s1}} k_a|n_{s1} - 1, \sqrt{n_{s1}} \Phi^{-1}(1 - p_{\max})] - \Psi[\sqrt{n_{s1}} k_{r1}|n_{s1} - 1, \sqrt{n_{s1}} \Phi^{-1}(1 - p_{\max})] \right\} \\
\text{s.t.} & \quad L^7(p_1) \geq 1 - \alpha \\
& \quad L^7(p_2) \leq \beta \\
& \quad k_{r1} \sqrt{\frac{n_{s1}}{n_{s1} - 1}} \geq \sqrt{\frac{n_{s1} (n_{s1} + n_{s2}) k_{r1}^2 - n_{s2} (n_{s1} + n_{s2} - 1)}{(n_{s1} + n_{s2}) (n_{s1} + n_{s2} - 1)}} \\
& \quad \text{Eqs. (13–20, 53–65, 78)} \\
& \quad \Phi^{-1}(1 - p_2) < k_{r1} \leq k_a < \Phi^{-1}(1 - p_1), \quad n_{s1}, n_{s2} \geq 1.
\end{align*}
\]

The integration in the domains of \( w_1 \) and \( w_2 \) is carried out with Gaussian quadrature formulas based on 20 collocation points. The density of the grid used aims at guaranteeing numerical accuracy for large domains, which may occur for particular parameter combinations. The integral in the domain of \( y \) is also computed through a Gaussian quadrature.
rule based on eight collocation points. The domains of inner integrals are dependent on \( w_1 \), thus requiring the conformation of the numerical rules to the limits, which is done by redistributing the collocation points.

The plans proposed by Sommers (1981) were determined using normal Wallis (1947) approximations. The solution procedure used additional relations between the parameters to reduce the space of feasible solutions to enumerate, with the following assumptions being made: (i) \( k_{r1} = k_{r2} \) and (ii) \( n_{s1} = n_{s2} \). AS plans without these constraints can easily be designed, provided that efficient mathematical programming algorithms are employed. Moreover, plans designed without any constraint relating the parameters proved to outperform plans determined considering additional constraints (Duarte and Saraiva, 2010). This result was first observed by Feldmann and Krumbholz (2002), and of late by Duarte and Saraiva (2010). Both works proved that AS plans with unequal sample size and rejection constant (USS&RC) lead very often to lower values of ASN. Here, it is assumed that the design of ASN-minimax plans does not involve any additional relation between the parameters.

The AS plans of Sommers (1981), based on equal values of \( n_{s1} \) and \( n_{s2} \), minimize the administrative complexity. However, USS&RC plans allow to reach similar risks, minimizing the cost of sampling and testing because small sample sizes are required.

Problem \( P_{2c} \) is much more complex than problems \( P_{2a} \) and \( P_{2b} \) due to the numerical requirements needed to compute noncentral Student’s \( t \)-statistics. Its solution, involving a more complex objective function, additional variables, and equality constraints, increases the calculation efforts required. To improve the computational efficiency, we first solve problem \( P_{2a} \) to produce a feasible initial solution, subsequently provided to problem \( P_{2c} \), which is then solved also employing GAMS/CONOPT. The solution achieved from \( P_{2a} \) also allows us to set the number of terms to use in the calculation of the noncentral Student’s \( t \)-cdf (Eq. 14), as well as the upper limit for the integral corresponding to variable \( w_1 \) involved in the computation of \( P_{a2} \).

### 4.3. Results

To demonstrate the robustness and accuracy of our approach, we determined the AS plans for \( p_1 = 0.02, \alpha = 0.05, \) and \( \beta = 0.1, \) with \( p_2 \) varying between 0.03 and 0.2. The range of cases considered aims mainly to compare the accuracy of our approach, combined with the rigorous treatment of noncentral Student’s \( t \)-cdf, with the plans listed in Sommers (1981), determined assuming normal distribution approximations and enumerative solution schemes. Extensive tables of plans can be produced by changing the producer’s and consumer’s risks and quality level requirements.

Table 2 compares USS&RC plans, obtained with the \( L^5(p) \) OC curve, with the plans of Sommers (1981). Our plans lead to larger values of ASN, because they use the quality level \( p_{\text{max}} \) in the calculation instead of \( p_1 \), used by Sommers (1981). The value of \( p_{\text{max}} \) for the AS plan to meet AQL = 0.02, LQL = 0.05, \( \alpha = 0.05, \) and \( \beta = 0.10 \) is 0.0340. The value of ASN based on the sample size of the corresponding plan proposed by Sommers (1981) for this quality level is 146.7, much larger than ours (117.6). Our approach leads to a consistent trend in the acceptance and rejection constants, a decrease being observed as the LQL increases. Another point to stress is that our strategy does not require any additional constraint between the parameters.

Tables 3 and 4 show the plans designed with \( L^6(p) \) and \( L^7(p) \) OC curves, respectively. Both lead to larger values of ASN than those required by plans based on \( L^5(p) \), presented...
Table 2

Double sampling plans for $\alpha = 0.05$ and $\beta = 0.1$ ($\sigma$ unknown)

<table>
<thead>
<tr>
<th>$p_1$</th>
<th>$p_2$</th>
<th>$n_{s1}$</th>
<th>$n_{s2}$</th>
<th>$k_{r1}$</th>
<th>$k_{r2}$</th>
<th>$k_a$</th>
<th>ASN$_s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.02</td>
<td>0.03</td>
<td>527</td>
<td>416</td>
<td>1.910</td>
<td>1.957</td>
<td>2.001</td>
<td>719.4</td>
</tr>
<tr>
<td>0.02</td>
<td>0.035</td>
<td>263</td>
<td>207</td>
<td>1.853</td>
<td>1.918</td>
<td>1.981</td>
<td>358.5</td>
</tr>
<tr>
<td>0.02</td>
<td>0.04</td>
<td>164</td>
<td>128</td>
<td>1.803</td>
<td>1.883</td>
<td>1.963</td>
<td>223.0</td>
</tr>
<tr>
<td>0.02</td>
<td>0.045</td>
<td>115</td>
<td>90</td>
<td>1.759</td>
<td>1.851</td>
<td>1.946</td>
<td>156.2</td>
</tr>
<tr>
<td>0.02</td>
<td>0.05</td>
<td>86</td>
<td>68</td>
<td>1.716</td>
<td>1.822</td>
<td>1.935</td>
<td>117.6</td>
</tr>
<tr>
<td>0.02</td>
<td>0.06</td>
<td>56</td>
<td>44</td>
<td>1.646</td>
<td>1.770</td>
<td>1.908</td>
<td>76.3</td>
</tr>
<tr>
<td>0.02</td>
<td>0.07</td>
<td>41</td>
<td>31</td>
<td>1.587</td>
<td>1.724</td>
<td>1.885</td>
<td>55.1</td>
</tr>
<tr>
<td>0.02</td>
<td>0.08</td>
<td>31</td>
<td>25</td>
<td>1.527</td>
<td>1.682</td>
<td>1.870</td>
<td>42.5</td>
</tr>
<tr>
<td>0.02</td>
<td>0.09</td>
<td>25</td>
<td>20</td>
<td>1.475</td>
<td>1.644</td>
<td>1.856</td>
<td>34.3</td>
</tr>
<tr>
<td>0.02</td>
<td>0.1</td>
<td>21</td>
<td>17</td>
<td>1.440</td>
<td>1.607</td>
<td>1.829</td>
<td>28.6</td>
</tr>
<tr>
<td>0.02</td>
<td>0.11</td>
<td>19</td>
<td>12</td>
<td>1.405</td>
<td>1.576</td>
<td>1.815</td>
<td>24.4</td>
</tr>
<tr>
<td>0.02</td>
<td>0.12</td>
<td>16</td>
<td>12</td>
<td>1.374</td>
<td>1.541</td>
<td>1.790</td>
<td>21.1</td>
</tr>
<tr>
<td>0.02</td>
<td>0.13</td>
<td>14</td>
<td>11</td>
<td>1.342</td>
<td>1.510</td>
<td>1.772</td>
<td>18.6</td>
</tr>
<tr>
<td>0.02</td>
<td>0.15</td>
<td>11</td>
<td>9</td>
<td>1.266</td>
<td>1.455</td>
<td>1.759</td>
<td>14.9</td>
</tr>
<tr>
<td>0.02</td>
<td>0.17</td>
<td>9</td>
<td>7</td>
<td>1.176</td>
<td>1.410</td>
<td>1.774</td>
<td>12.3</td>
</tr>
<tr>
<td>0.02</td>
<td>0.2</td>
<td>7</td>
<td>6</td>
<td>1.113</td>
<td>1.334</td>
<td>1.725</td>
<td>9.7</td>
</tr>
</tbody>
</table>

Sommers (1981) plans

<table>
<thead>
<tr>
<th>$n_{s1}$</th>
<th>$k_{r1}$</th>
<th>$k_a$</th>
<th>ASN$_s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>600</td>
<td>1.94</td>
<td>1.99</td>
<td>675.8</td>
</tr>
<tr>
<td>285</td>
<td>1.89</td>
<td>1.98</td>
<td>334.8</td>
</tr>
<tr>
<td>179</td>
<td>1.85</td>
<td>1.95</td>
<td>205.8</td>
</tr>
<tr>
<td>122</td>
<td>1.81</td>
<td>1.95</td>
<td>144.5</td>
</tr>
<tr>
<td>96</td>
<td>1.78</td>
<td>1.91</td>
<td>110.1</td>
</tr>
<tr>
<td>62</td>
<td>1.72</td>
<td>1.87</td>
<td>70.4</td>
</tr>
<tr>
<td>46</td>
<td>1.67</td>
<td>1.83</td>
<td>51.6</td>
</tr>
<tr>
<td>35</td>
<td>1.62</td>
<td>1.81</td>
<td>39.6</td>
</tr>
<tr>
<td>27</td>
<td>1.57</td>
<td>1.82</td>
<td>31.5</td>
</tr>
<tr>
<td>22</td>
<td>1.53</td>
<td>1.82</td>
<td>26.1</td>
</tr>
<tr>
<td>20</td>
<td>1.50</td>
<td>1.75</td>
<td>22.8</td>
</tr>
<tr>
<td>17</td>
<td>1.47</td>
<td>1.72</td>
<td>19.2</td>
</tr>
<tr>
<td>15</td>
<td>1.43</td>
<td>1.74</td>
<td>17.4</td>
</tr>
<tr>
<td>12</td>
<td>1.38</td>
<td>1.66</td>
<td>13.5</td>
</tr>
<tr>
<td>10</td>
<td>1.31</td>
<td>1.69</td>
<td>11.7</td>
</tr>
<tr>
<td>8</td>
<td>1.23</td>
<td>1.70</td>
<td>9.6</td>
</tr>
</tbody>
</table>

Table 3

USS&RC double sampling plans based on $L^5(p)$ for $\alpha = 0.05$ and $\beta = 0.1$ ($\sigma$ unknown)

<table>
<thead>
<tr>
<th>$p_1$</th>
<th>$p_2$</th>
<th>$n_{s1}$</th>
<th>$n_{s2}$</th>
<th>$k_{r1}$</th>
<th>$k_{r2}$</th>
<th>$k_a$</th>
<th>ASN$_s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.02</td>
<td>0.03</td>
<td>541</td>
<td>406</td>
<td>1.909</td>
<td>1.958</td>
<td>2.000</td>
<td>727.7</td>
</tr>
<tr>
<td>0.02</td>
<td>0.035</td>
<td>273</td>
<td>200</td>
<td>1.851</td>
<td>1.920</td>
<td>1.978</td>
<td>364.4</td>
</tr>
<tr>
<td>0.02</td>
<td>0.04</td>
<td>172</td>
<td>122</td>
<td>1.800</td>
<td>1.886</td>
<td>1.958</td>
<td>227.7</td>
</tr>
<tr>
<td>0.02</td>
<td>0.045</td>
<td>121</td>
<td>86</td>
<td>1.754</td>
<td>1.855</td>
<td>1.941</td>
<td>160.1</td>
</tr>
<tr>
<td>0.02</td>
<td>0.05</td>
<td>92</td>
<td>64</td>
<td>1.712</td>
<td>1.827</td>
<td>1.924</td>
<td>121.0</td>
</tr>
<tr>
<td>0.02</td>
<td>0.06</td>
<td>61</td>
<td>40</td>
<td>1.638</td>
<td>1.777</td>
<td>1.895</td>
<td>79.0</td>
</tr>
<tr>
<td>0.02</td>
<td>0.07</td>
<td>45</td>
<td>28</td>
<td>1.575</td>
<td>1.733</td>
<td>1.867</td>
<td>57.5</td>
</tr>
<tr>
<td>0.02</td>
<td>0.08</td>
<td>35</td>
<td>22</td>
<td>1.519</td>
<td>1.695</td>
<td>1.841</td>
<td>44.6</td>
</tr>
<tr>
<td>0.02</td>
<td>0.09</td>
<td>29</td>
<td>17</td>
<td>1.474</td>
<td>1.659</td>
<td>1.812</td>
<td>36.2</td>
</tr>
<tr>
<td>0.02</td>
<td>0.1</td>
<td>24</td>
<td>14</td>
<td>1.411</td>
<td>1.626</td>
<td>1.806</td>
<td>30.3</td>
</tr>
<tr>
<td>0.02</td>
<td>0.11</td>
<td>21</td>
<td>12</td>
<td>1.388</td>
<td>1.597</td>
<td>1.766</td>
<td>25.9</td>
</tr>
<tr>
<td>0.02</td>
<td>0.12</td>
<td>18</td>
<td>11</td>
<td>1.339</td>
<td>1.569</td>
<td>1.755</td>
<td>22.6</td>
</tr>
<tr>
<td>0.02</td>
<td>0.13</td>
<td>16</td>
<td>9</td>
<td>1.283</td>
<td>1.541</td>
<td>1.753</td>
<td>20.0</td>
</tr>
<tr>
<td>0.02</td>
<td>0.15</td>
<td>13</td>
<td>7</td>
<td>1.203</td>
<td>1.492</td>
<td>1.728</td>
<td>16.2</td>
</tr>
<tr>
<td>0.02</td>
<td>0.17</td>
<td>11</td>
<td>6</td>
<td>1.166</td>
<td>1.448</td>
<td>1.671</td>
<td>13.5</td>
</tr>
<tr>
<td>0.02</td>
<td>0.2</td>
<td>9</td>
<td>5</td>
<td>1.137</td>
<td>1.389</td>
<td>1.576</td>
<td>10.7</td>
</tr>
</tbody>
</table>
Table 4
USS&RC double sampling plans based on $L^7(p)$ for $\alpha = 0.05$ and $\beta = 0.1$ ($\sigma$ unknown)

<table>
<thead>
<tr>
<th>$p_1$</th>
<th>$p_2$</th>
<th>$n_{s1}$</th>
<th>$n_{s2}$</th>
<th>$k_{r1}$</th>
<th>$k_{r2}$</th>
<th>$k_a$</th>
<th>ASN$_s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.02</td>
<td>0.030</td>
<td>532</td>
<td>408</td>
<td>1.912</td>
<td>1.958</td>
<td>2.003</td>
<td>718.6</td>
</tr>
<tr>
<td>0.02</td>
<td>0.035</td>
<td>275</td>
<td>198</td>
<td>1.862</td>
<td>1.920</td>
<td>1.978</td>
<td>360.0</td>
</tr>
<tr>
<td>0.02</td>
<td>0.040</td>
<td>166</td>
<td>129</td>
<td>1.810</td>
<td>1.887</td>
<td>1.966</td>
<td>224.2</td>
</tr>
<tr>
<td>0.02</td>
<td>0.045</td>
<td>115</td>
<td>93</td>
<td>1.764</td>
<td>1.857</td>
<td>1.956</td>
<td>157.3</td>
</tr>
<tr>
<td>0.02</td>
<td>0.050</td>
<td>85</td>
<td>72</td>
<td>1.722</td>
<td>1.829</td>
<td>1.949</td>
<td>118.8</td>
</tr>
<tr>
<td>0.02</td>
<td>0.060</td>
<td>57</td>
<td>47</td>
<td>1.660</td>
<td>1.781</td>
<td>1.923</td>
<td>77.3</td>
</tr>
<tr>
<td>0.02</td>
<td>0.070</td>
<td>42</td>
<td>33</td>
<td>1.602</td>
<td>1.738</td>
<td>1.907</td>
<td>56.2</td>
</tr>
<tr>
<td>0.02</td>
<td>0.080</td>
<td>33</td>
<td>25</td>
<td>1.551</td>
<td>1.701</td>
<td>1.896</td>
<td>43.6</td>
</tr>
<tr>
<td>0.02</td>
<td>0.090</td>
<td>27</td>
<td>21</td>
<td>1.505</td>
<td>1.666</td>
<td>1.888</td>
<td>35.3</td>
</tr>
<tr>
<td>0.02</td>
<td>0.100</td>
<td>22</td>
<td>17</td>
<td>1.465</td>
<td>1.635</td>
<td>1.876</td>
<td>29.6</td>
</tr>
<tr>
<td>0.02</td>
<td>0.110</td>
<td>19</td>
<td>15</td>
<td>1.428</td>
<td>1.606</td>
<td>1.868</td>
<td>25.3</td>
</tr>
<tr>
<td>0.02</td>
<td>0.120</td>
<td>17</td>
<td>13</td>
<td>1.393</td>
<td>1.579</td>
<td>1.863</td>
<td>22.1</td>
</tr>
<tr>
<td>0.02</td>
<td>0.130</td>
<td>15</td>
<td>11</td>
<td>1.363</td>
<td>1.554</td>
<td>1.855</td>
<td>19.6</td>
</tr>
<tr>
<td>0.02</td>
<td>0.150</td>
<td>12</td>
<td>9</td>
<td>1.307</td>
<td>1.507</td>
<td>1.846</td>
<td>15.8</td>
</tr>
<tr>
<td>0.02</td>
<td>0.170</td>
<td>11</td>
<td>8</td>
<td>1.256</td>
<td>1.465</td>
<td>1.841</td>
<td>13.3</td>
</tr>
<tr>
<td>0.02</td>
<td>0.200</td>
<td>9</td>
<td>6</td>
<td>1.191</td>
<td>1.408</td>
<td>1.833</td>
<td>10.6</td>
</tr>
</tbody>
</table>


da basis of Table 2. The values of $\text{ASN}_s$ determined with the OC curve $L^7(p)$ fall within the range of the other two, both based on normal distribution approximations.

Figure 6 compares the OC curves of all plans determined for $\text{AQL} = 0.02$, $\text{LQL} = 0.05$, $\alpha = 0.05$, and $\beta = 0.10$, which are quite similar. $L^7(p)$ leads to lower values of acceptance probability for higher nonconforming proportion values and overestimates the acceptance probability in the range of low values of $p$. A deeper analysis of the performance of the plans at the controlled points reveals that those resulting from $L^5(p)$ and $L^6(p)$ violate the constraint at $(\text{LQL}, \beta)$, an observation already made by Krumbholz and Rohr (2006). From a practical point of view, the impact of this violation is often disregarded, since the difference is small. From a theoretical point of view, it deserves some attention because the plan based on $L^7(p)$ is the only one that systematically allows to meet the risks considered.

Table 5 clarifies this finding and reveals that only the OC curve based on rigorous noncentral Student’s $t$-distribution produces feasible plans for this case.

Table 5
Performance of AS plans at the OC controlled points

<table>
<thead>
<tr>
<th>OC curve</th>
<th>Plan design</th>
<th>$L(p_1)$</th>
<th>$L(p_2)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Based on Sommers (1981)</td>
<td>$S_2$(96)</td>
<td>1.78</td>
<td>1.91; 96; 1.78</td>
</tr>
<tr>
<td>$L^5(p)$</td>
<td>$S_2$(86)</td>
<td>1.716</td>
<td>1.935; 68; 1.822</td>
</tr>
<tr>
<td>$L^6(p)$</td>
<td>$S_2$(92)</td>
<td>1.712</td>
<td>1.924; 64; 1.827</td>
</tr>
<tr>
<td>$L^7(p)$</td>
<td>$S_2$(85)</td>
<td>1.722</td>
<td>1.949; 72; 1.829</td>
</tr>
</tbody>
</table>

*Constraint violation.
Figure 6. Comparison of OC curves for double AS plans based on rigorous noncentral Student’s $t$-distribution for AQL = 0.02, LQL = 0.05, $\alpha = 0.05$, and $\beta = 0.10$.

Figure 7. Sensitivity analysis of double AS plans designed for AQL = 0.02, $\alpha = 0.05$, and $\beta = 0.10$ to LQL.
The sensitivity analysis of the plans produced with the OC curves $L^5(p)$, $L^6(p)$, and $L^7(p)$ reveals that they are very similar for low values of LQL (see Figure 7). This observation agrees with the fact that normal distributions are better approximations of noncentral Student’s $t$-statistics for large sample sizes, required by plans designed to meet lower values of LQL. Furthermore, the plans obtained with $L^7(p)$ require smaller samples to reach the first stage of decision than those obtained with $L^6(p)$. However, this advantage is obtained at the expense of larger samples needed in the second decision stage. Another aspect is that both the difference between the rejection constants $k_{r,2}$ and $k_{r,1}$ and the acceptance constant are higher for $L^7(p)$.

Figure 8 illustrates the differences between the OC curves obtained with the normal approximation proposed by Wallis (1947) and that calculated with noncentral Student’s $t$-distribution for plan $S_2(85 \ 1.722 \ 1.949; 72 \ 1.829)$ obtained for AQL = 0.02, LQL = 0.05, $\alpha = 0.05$, and $\beta = 0.10$. The components of the OC curves describing the acceptance probability of the first stage of decision are very similar. On the contrary, normal approximation involving both terms $P_{a1}$ and $P_{a2}$ overestimates the acceptance probability at AQL and LQL. This trend agrees with the finding that plans based on normal approximations are unfeasible due to the violation of the constraint at the point (LQL, $\beta$).

The results shown in Tables 2–4 demonstrate the adequacy of the approach used in dealing with a vast range of cases employing normal approximations or rigorous double $t$-test–based OC curves. It allows a systematic treatment of the AS plan design, demonstrated by the battery of examples handled, with the results being in good agreement with others available in the literature. However, the quality levels required by the producer and the
Table 6
USS&RC double sampling plans based on \( L^7(p) \) for \( \alpha = 0.05 \) and \( \beta = 0.1 (\sigma \text{ unknown}) \)

<table>
<thead>
<tr>
<th>( p_1 )</th>
<th>( p_2 )</th>
<th>( n_{s1} )</th>
<th>( n_{s2} )</th>
<th>( k_{r1} )</th>
<th>( k_{r2} )</th>
<th>( k_a )</th>
<th>( \text{ASN}_s )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0010</td>
<td>0.0030</td>
<td>240</td>
<td>189</td>
<td>2.806</td>
<td>2.898</td>
<td>2.988</td>
<td>327.4</td>
</tr>
<tr>
<td>0.0010</td>
<td>0.0035</td>
<td>179</td>
<td>141</td>
<td>2.765</td>
<td>2.868</td>
<td>2.973</td>
<td>244.1</td>
</tr>
<tr>
<td>0.0010</td>
<td>0.0040</td>
<td>142</td>
<td>112</td>
<td>2.728</td>
<td>2.843</td>
<td>2.961</td>
<td>194.0</td>
</tr>
<tr>
<td>0.0010</td>
<td>0.0045</td>
<td>118</td>
<td>93</td>
<td>2.697</td>
<td>2.820</td>
<td>2.949</td>
<td>160.8</td>
</tr>
<tr>
<td>0.0010</td>
<td>0.0050</td>
<td>101</td>
<td>79</td>
<td>2.668</td>
<td>2.799</td>
<td>2.939</td>
<td>137.4</td>
</tr>
<tr>
<td>0.0010</td>
<td>0.0060</td>
<td>78</td>
<td>62</td>
<td>2.617</td>
<td>2.762</td>
<td>2.922</td>
<td>106.5</td>
</tr>
<tr>
<td>0.0010</td>
<td>0.0070</td>
<td>64</td>
<td>51</td>
<td>2.575</td>
<td>2.730</td>
<td>2.905</td>
<td>87.3</td>
</tr>
<tr>
<td>0.0010</td>
<td>0.0080</td>
<td>55</td>
<td>42</td>
<td>2.539</td>
<td>2.701</td>
<td>2.891</td>
<td>74.1</td>
</tr>
<tr>
<td>0.0010</td>
<td>0.0090</td>
<td>48</td>
<td>37</td>
<td>2.508</td>
<td>2.675</td>
<td>2.876</td>
<td>64.6</td>
</tr>
<tr>
<td>0.0010</td>
<td>0.0100</td>
<td>42</td>
<td>33</td>
<td>2.468</td>
<td>2.653</td>
<td>2.876</td>
<td>57.4</td>
</tr>
<tr>
<td>0.0010</td>
<td>0.0110</td>
<td>38</td>
<td>30</td>
<td>2.445</td>
<td>2.631</td>
<td>2.861</td>
<td>51.7</td>
</tr>
<tr>
<td>0.0010</td>
<td>0.0120</td>
<td>35</td>
<td>27</td>
<td>2.425</td>
<td>2.611</td>
<td>2.848</td>
<td>47.1</td>
</tr>
<tr>
<td>0.0010</td>
<td>0.0130</td>
<td>32</td>
<td>25</td>
<td>2.398</td>
<td>2.593</td>
<td>2.843</td>
<td>43.3</td>
</tr>
<tr>
<td>0.0010</td>
<td>0.0150</td>
<td>28</td>
<td>21</td>
<td>2.358</td>
<td>2.559</td>
<td>2.827</td>
<td>37.5</td>
</tr>
<tr>
<td>0.0010</td>
<td>0.0170</td>
<td>25</td>
<td>19</td>
<td>2.335</td>
<td>2.526</td>
<td>2.799</td>
<td>33.1</td>
</tr>
<tr>
<td>0.0010</td>
<td>0.0200</td>
<td>21</td>
<td>16</td>
<td>2.263</td>
<td>2.489</td>
<td>2.806</td>
<td>28.4</td>
</tr>
</tbody>
</table>

consumer are in most of the cases, nowadays, remarkably lower than those considered for comparison purposes.

To test our algorithm in more challenging environments, we considered AQL = 0.001 and LQL in the range [0.003–0.02]. One aspect to account for in dealing with these scenarios

Table 7
USS&RC double sampling plans based on \( L^7(p) \) for \( \alpha = 0.05 \) and \( \beta = 0.01 (\sigma \text{ unknown}) \)

<table>
<thead>
<tr>
<th>( p_1 )</th>
<th>( p_2 )</th>
<th>( n_{s1} )</th>
<th>( n_{s2} )</th>
<th>( k_{r1} )</th>
<th>( k_{r2} )</th>
<th>( k_a )</th>
<th>( \text{ASN}_s )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0010</td>
<td>0.0030</td>
<td>476</td>
<td>319</td>
<td>2.890</td>
<td>2.944</td>
<td>3.023</td>
<td>625.9</td>
</tr>
<tr>
<td>0.0010</td>
<td>0.0035</td>
<td>356</td>
<td>240</td>
<td>2.861</td>
<td>2.922</td>
<td>3.013</td>
<td>468.6</td>
</tr>
<tr>
<td>0.0010</td>
<td>0.0040</td>
<td>284</td>
<td>192</td>
<td>2.835</td>
<td>2.902</td>
<td>3.004</td>
<td>373.7</td>
</tr>
<tr>
<td>0.0010</td>
<td>0.0045</td>
<td>236</td>
<td>160</td>
<td>2.812</td>
<td>2.885</td>
<td>2.997</td>
<td>310.8</td>
</tr>
<tr>
<td>0.0010</td>
<td>0.0050</td>
<td>202</td>
<td>137</td>
<td>2.791</td>
<td>2.869</td>
<td>2.991</td>
<td>266.2</td>
</tr>
<tr>
<td>0.0010</td>
<td>0.0060</td>
<td>158</td>
<td>107</td>
<td>2.757</td>
<td>2.841</td>
<td>2.977</td>
<td>207.6</td>
</tr>
<tr>
<td>0.0010</td>
<td>0.0070</td>
<td>130</td>
<td>88</td>
<td>2.725</td>
<td>2.817</td>
<td>2.967</td>
<td>170.8</td>
</tr>
<tr>
<td>0.0010</td>
<td>0.0080</td>
<td>111</td>
<td>75</td>
<td>2.699</td>
<td>2.795</td>
<td>2.958</td>
<td>145.7</td>
</tr>
<tr>
<td>0.0010</td>
<td>0.0090</td>
<td>97</td>
<td>66</td>
<td>2.675</td>
<td>2.776</td>
<td>2.950</td>
<td>127.4</td>
</tr>
<tr>
<td>0.0010</td>
<td>0.0100</td>
<td>87</td>
<td>59</td>
<td>2.657</td>
<td>2.758</td>
<td>2.938</td>
<td>113.6</td>
</tr>
<tr>
<td>0.0010</td>
<td>0.0110</td>
<td>78</td>
<td>54</td>
<td>2.635</td>
<td>2.742</td>
<td>2.935</td>
<td>102.6</td>
</tr>
<tr>
<td>0.0010</td>
<td>0.0120</td>
<td>72</td>
<td>49</td>
<td>2.621</td>
<td>2.726</td>
<td>2.924</td>
<td>93.8</td>
</tr>
<tr>
<td>0.0010</td>
<td>0.0130</td>
<td>66</td>
<td>45</td>
<td>2.600</td>
<td>2.713</td>
<td>2.924</td>
<td>86.6</td>
</tr>
<tr>
<td>0.0010</td>
<td>0.0150</td>
<td>57</td>
<td>40</td>
<td>2.569</td>
<td>2.687</td>
<td>2.914</td>
<td>75.2</td>
</tr>
<tr>
<td>0.0010</td>
<td>0.0170</td>
<td>51</td>
<td>35</td>
<td>2.544</td>
<td>2.664</td>
<td>2.903</td>
<td>66.8</td>
</tr>
<tr>
<td>0.0010</td>
<td>0.0200</td>
<td>44</td>
<td>31</td>
<td>2.516</td>
<td>2.630</td>
<td>2.884</td>
<td>57.5</td>
</tr>
</tbody>
</table>
is that normal approximations may not work for extreme tail probabilities (Wallis, 1947). Furthermore, the solution would require OC curves with higher discriminating power (steepness). The results shown in Table 6 are in good agreement with those of Schilling (1982) and demonstrate that our tool is successful in dealing with processes in this range of quality requirements. Schilling and Johnson (1980) recommend employing very small values of $\beta$ for safety purposes. These scenarios are also increasingly demanding for AS plans design tools because they also require highly discriminating OC curves. To test our algorithm for lower values of errors of type II, we consider $\beta = 0.01$ and the same range of LQL and AQL values used in Table 6. The results shown in Table 7 extend the ability of the approach to cases with low values of consumer’s risk corresponding to inspection for safety purposes.

5. Conclusion

This article employs an optimization-based approach for designing AS plans by variables for controlling nonconforming proportions when $\sigma$ is unknown. The approach is applied to single and double AS plans, and uses rigorous algorithmic strategies to compute noncentral Student’s $t$-statistics. In the design of single AS plans, noncentral Student’s $t$-statistic is employed to determine the acceptance probability of the decision regarding the lot acceptance/rejection. Noncentral Student’s $t$-cdf is calculated through a series expansion. A similar approach is used to compute the OC curve representing the acceptance probability of the first stage of decision for double AS plans. The acceptance probability of the second stage of decision in double AS plans required by the OC curve proposed by Krumbholz and Rohr (2006) is determined with Gaussian quadrature rules. AS plans based on rigorous noncentral Student’s $t$-statistic are compared with plans derived assuming nonstandard normal approximations and with other plans available in the literature.

Our mathematical programming problem formulation stands on the minimization of the ASN, subject to constraints in the OC curve controlled points, and enables to robustly and accurately cope with the design of single and double AS plans. The relaxed formulation of the optimization problems is solved by employing NLP solvers. This procedure allows one to systematically address any kind of AS plan, guaranteeing that globally optimal solutions are obtained. Furthermore, the feasibility of the AS plans is assured by the solver.

The use of rigorous noncentral Student’s $t$-distribution calculation schemes revealed that some of the plans proposed by Sommers (1981) are unfeasible, denoting consistent violations of the constraint holding at LQL. AS plans based on normal distribution approximations were addressed, and two different assumptions were considered: (i) the statistics tested in both stages of decision follow the same normal distribution, and (ii) the statistics tested in each stage of decision follow different normal distribution approximations. The designs obtained with the rigorous treatment of noncentral Student’s $t$-statistics are consistent with those produced employing normal distribution approximations. The approach was successfully tested using a battery of scenarios available in the literature, outperforming the results in some of the cases. To analyze its ability to cope with more challenging problems due to the requirement of higher discriminating power, it was also tested in environments characterized by lower AQL and LQL values and different consumer’s risks, thus denoting large accuracy.
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