Abstract

We propose a hybrid clustering strategy by integrating heterogeneous information sources as graphs. The hybrid clustering method is extended on the basis of modularity based Louvain method. We introduce two different approaches, graph coupling and graph fusion. The weights of these combined graphs are optimized with the criterion of maximizing the Average Normalized Mutual Information (ANMI). The methods are applied to obtain structural mapping of large scale Web of Science (WoS) journal database by integrating attribute based textual information and relation based citation information. From the experimental, the proposed graph combination scheme is compared with individual graph clustering, spectral clustering and Vector Space Model (VSM) based clustering methods.

1. Introduction

Grouping journals by clustering is a fundamental task for journal database analysis. There are two kinds of heterogeneous information sources in a journal database: textual content and citation link. However, both information sources are closely correlated and supplement each other. Clustering solely based on either textual or citation information might have some known shortcomings: on one hand, textual similarities are often affected by the ambiguities of vocabularies; on the other hand, citation based links might be biased by the personal relations in scientific research. So hybrid clustering by integrating textual and citation information is a promising approach. Hybrid clustering has been implemented in Vector Space Model (VSM) and gained good result [9]. But due to the heavy computation and memory requirement of VSM based methods, it is hard to extend to large scale journal database and immediate clustering task.

On the hand, many graph partition algorithms have appeared, such as spectral clustering and modularity optimization based algorithms. They are simple to implement and often outperform the traditional clustering such as KMeans algorithm. Louvain method, the fast approximation algorithm of modularity optimization, has some properties: efficient to implement and scalable to the huge database [2]. Since there is huge citation link data in a journal database, graph partition method which fits sparse link features is a convenient way. Meanwhile in above graph partition methods, they often consider only the link structure and ignore attribute similarities [6]. However, if each journal is taken as a vertex and the textual similarity between two journal as their edge strength, graph can also be modeled from textual attribute.

So based on Louvain method, we propose a new hybrid clustering strategy to integrate citation relation and textual attribute from a graph view. We introduce a computation framework of combining multiple graphs by two basic approaches: graph coupling and graph fusion. Since various graphs have different relative importance, we present a novel weighting scheme based on information theory named Adaptive Mutual Information Weighting (AMIW).

2. Related work

This work is first related to a family of work on graph partition based on modularity optimization. Newman [11] proposes an effective graph partition method by optimizing modularity. Some fast approximate modularity optimization methods have appeared [2] [3]. But those modularity based graph partition methods usually focus on link structure and ignore attribute similarities [6].

This work also relates to the category of work that multiple graphs are combined for partition [4] [13]. Whereas these clusterings are not based on modularity method and the heavy computation on optimization makes them not fit a large scale database.
Finally, this work shares the idea of related work on combining text mining data with bibliometric data to map the structure of the scientific publication database[8][9]. But these clustering work was implemented in Vector Space Model(VSM).

Several graphs are extracted from heterogeneous information sources and multiple graphs are combined by graph coupling and graph fusion as shown in Figure 1. The difference between graph coupling and graph fusion is that during graph coupling, only the link relation information of citation is utilized while during graph fusion, both link relation and link information of citation are utilized together.

3. Modularity based Louvain method

Modularity is a benefit function used in the analysis of networks or graphs [11]:

\[ Q = \frac{1}{2m} \sum_{ij} \left[ A_{ij} - \frac{k_i k_j}{2m} \right] \delta(c_i, c_j) \]  \hspace{1cm} (1)

where \( A_{ij} \) represents the weight of the edge between vertex \( i \) and vertex \( j \); \( k_i = \sum_{j} A_{ij} \) is the sum of the weights of the edges attached to vertex \( i \); \( c_i \) is the community to which vertex \( i \) belongs; the \( \delta \) function \( \delta(u, v) \) is 1 if \( u = v \) and 0 otherwise and \( m = \frac{1}{2} \sum_{ij} A_{ij} \). The fast approximation algorithm on large graphs was proposed by Clauset et al.[3] by recurrently merging communities that optimize the production of modularity:

\[ \triangle Q = \begin{cases} \frac{A_{ij}}{2m} - \frac{k_i k_j}{(2m)^2} & \text{if } i, j \text{ are connected} \\ 0 & \text{otherwise} \end{cases} \]  \hspace{1cm} (2)

But this greedy algorithm tends to produce super-communities that contain a large fraction of the vertices. To improve the Clauset’s algorithm, Blondel et al. [2] propose Louvain method by balancing optimization of modularity with running time and sensitivity to local structure.

The efficiency of Louvain method is obtained by extending Equation (2) to Equation (3) as follow so that the gain in modularity \( \triangle Q \) obtained by moving an isolated node \( i \) into a community \( C \) can be easily computed.

\[ \triangle Q = \left[ \frac{k_{i,in}}{2m} - \frac{\sum_{tot} k_i}{(2m)^2} \right] - \frac{1}{2m} \left[ \frac{\sum_{tot} + 2k_{i,in}}{2m} - \frac{(\sum_{tot} + k_i)^2}{(2m)^2} \right] 
- \left[ \frac{\sum_{tot} + 2k_i}{2m} - \frac{(\sum_{tot} + k_i)^2}{(2m)^2} \right] \]  \hspace{1cm} (3)

where \( \sum_{in} \) is the sum of the weights of the links inside \( C \); \( \sum_{tot} \) is the sum of the weights of the links incident to nodes in \( C \); \( k_i \) is the sum of the weights of the links incident to node \( i \); \( k_{i,in} \) is the sum of the weights of the links from \( i \) to nodes in \( C \) and \( m \) is the sum of the weights of all the links in the network.

4. Graph coupling by integrating attribute and relation

The citation relation data could be naturally described with a graph model. At the same time, if each journal is taken as a vertex and the textual similarity between two different journals as their edge strength, a graph could be modeled from textual attributes of journals as well.

We investigate the citations among the selected publications in three aspects: cross-citation(CRC), co-citation(COC), bibliographic coupling(BGC)[8].

We only consider citations between papers from 2002 till 2006 and aggregate all paper-level citations into journal-by-journal citations. Based on these relational data, three weighted and undirected graphs are formed: CRC, COC and BGC journal graph. Given a link graph \( G = (V, E) \),
we define the adjacency matrix $A$ of that graph to be

$$A_{i,j} = \begin{cases} W_{ij} & \text{if } e_{ij} \in E \text{ or } e_{ji} \in E \\ 0 & \text{otherwise} \end{cases}$$

(4)

where $W_{ij}$ denotes the edge (link) strength between vertex $i$ and vertex $j$, and it refers to the citation frequency between two journals.

From the journal database, we also generate 3 text features: TF, IDF and TF-IDF. Then we can model 3 text based graphs by their textual similarity, which can be described as projecting a text world into a graph world.

When modeling a graph from text attribute, a problem arises: text similarities (edge strength) among different journals are very dense due to the high dimension of text feature (669,860). As drawn by Figure 2, every vertex pair has nonzero edge in the original text graph which will bring heavy computation load. So if we want the partition algorithms work normally on these text based graphs, we need make their link degree sparse enough in advance. According to [10], there are two ways to make dense pairwise similarities sparse: (1) $\varepsilon$-distance neighborhood method; (2) $k$-nearest neighbor method. But how to determine the parameters $\varepsilon$ or $k$ is an open issue. Usually it relies on the empirical knowledge of different applications.

However, due to the inner tie between citation information and textual information, some research has applied text based similarity to modulate the edge strength of citation graph [4]. So here, we can also use the citation relation constraint to make text based graphs sparse. For instance: if there is a citation link between two journals, we take the textual similarity as the edge strength, otherwise, we set the edge strength to zero. We call this kind of combination as graph coupling. Based on above adjacency matrix, we define relationship matrix $R$ to describe the citation relationship among journals.

$$R_{i,j} = \begin{cases} 1 & \text{if } A_{ij} > 0 \\ 0 & \text{otherwise} \end{cases}$$

(5)

Here we also define $R^{crc}$, $R^{coc}$ and $R^{bgc}$ to represent the concerned citation relations.

Given $S$, the textual similarity matrix before coupling, $A$, the adjacency matrix of text based graph after coupling, $R$, the relationship matrix from above citation graph, then we use the logical operation of “AND”($\wedge$) to couple the text based graph with citation relation.

$$A = R \wedge S$$

(6)

$$(R \wedge S)_{ij} = \begin{cases} S_{ij} & \text{if } R_{ij} = 1 \\ 0 & \text{if } R_{ij} = 0 \end{cases}$$

(7)

Since citation link among various journals is very sparse, solely relying on individual relation will cause the overly link-centered problem[13], that is, many other useful similarities between pairwise vertices would be ignored. The vertex link degree of a text based graph coupled by one relation is shown in Figure 2. As it is shown, compared with that of original text graph, the link degree of coupled graph is rather low. So to overcome this problem, we employ multiple citation relations for graph coupling. Since these citation relations are all sparse, we use “OR”($\lor$) operation among different relationship matrices, which means if any citation relationship exits between two vertices, there will be a relationship:

$$R^C = R^{crc} \lor R^{coc} \lor R^{bgc}$$

(8)

$$R^C_{ij} = \begin{cases} 1 & \text{if } R^{crc}_{ij} = 1 \text{ or } R^{coc}_{ij} = 1 \text{ or } R^{bgc}_{ij} = 1 \\ 0 & \text{otherwise} \end{cases}$$

(9)

As plotted in Figure 2, the link degree of text based graph would be more dense than that with only one relation but still more sparse than that of original text graph.

5. Multiple graphs fusion for partition

Since there are two types of graphs existing: text based graph and citation based graph, we can take local modularity from both graphs into account to determine whether the two vertices should be merged:

$$\Delta Q = f(\Delta Q^{(T)}, \Delta Q^{(C)})$$

(10)

where $\Delta Q^{(T)}$ and $\Delta Q^{(C)}$ represent the gain of modularity of vertex $i$ in text and citation based graph respectively, $f(\cdot)$
is the graph fusion function. Here we only focus on the linear combination case. So the combined modularity gain could be reformulated as:

$$\Delta Q = w \Delta Q^{(T)} + (1 - w) \Delta Q^{(C)}$$  \hspace{1cm} (11)

where $w$ represents the weight with a value between 0 and 1. We can also extend this graph fusion to several graphs combination, given $N$ graphs

$$\Delta Q = w^{(1)} \Delta Q^{(1)} + ... + w^{(i)} \Delta Q^{(i)} + ... + w^{(N)} \Delta Q^{(N)}$$  \hspace{1cm} (12)

$$\sum_i w^{(i)} = 1$$  \hspace{1cm} (13)

Putting Equation (12) in Equation (2), it could be formulated directly as the linear combination of adjacency matrices of various graphs. Due to the different measurements of these adjacency matrices, the normalized combination is defined as:

$$A = w^{(1)} \frac{A^{(1)}}{\|A^{(1)}\|_2} + ... + w^{(i)} \frac{A^{(i)}}{\|A^{(i)}\|_2} + ... + w^{(N)} \frac{A^{(N)}}{\|A^{(N)}\|_2}$$  \hspace{1cm} (14)

In order to get the weights in Equation(14), based on information theory, we propose a weighting scheme named Adaptive Mutual Information Weighting(AMIW). Given $N$ graphs, with the $i$th graph partition $P^{(i)}$, let the set of graph partitions $\{P^{(i)} | i \in \{1, ..., N\}\}$ be denoted by $P$ and the optimal partition on the combined graph denoted $P^{(opt)}$, the Average Normalized Mutual Information(ANMI) between the optimal partition $P^{(opt)}$ and the set $P$ is defined as:

$$J(P^{(opt)}, P) = \frac{1}{N} \sum_{i=1}^{N} M(P^{(opt)}, P^{(i)})$$  \hspace{1cm} (15)

It measures the common information shared between the optimal partition and the set of partitions. Where $M(\cdot)$ is Normalized Mutual Information(NMI)[12], which is used to measure the common information shared by two partitions. Our objective function can be formulated as finding an optimal partition with the maximum ANMI by optimizing the weight of each graph for combination as follow:

$$\arg \max_{w, P^{(opt)}} J(P^{(opt)}, P)$$  \hspace{1cm} (16)

where the optimization parameter $w = \{w^{(1)}, ..., w^{(i)}, ..., w^{(N)}\}$ is the weight set of individual graphs. The pseudo code of our AMIW scheme is presented as follow.

In the later experimental Section, several empirical tests on the journal database have verified the converge of our AMIW weighting scheme as illustrated in Figure 3.

![Figure 3. Iteration of the weighting scheme of AMIW for graph fusion.](image)

It is carried out by combining all graphs from our journal database with adaptive mutual information weighting(AMIW). After 5 times iteration, the ANMI value began to converge.

6. Experiment

6.1. Journal database

The journal database is from Web of Science(WoS) and after some text mining and citation analysis processing [9], we acquired 8,305 types of journals, which are assigned to 22-field categories according to Essential Science Indicators(ESI) [1] classification by Thomson Scientific[1]. We summarize our abbreviations in Table 1.
6.2. Experiment analysis

In this part, we examine the performance of our graph coupling as well as graph fusion based partition schemes and compare them with other partition methods. We also investigate the validity of our AMIW scheme. The quality of clustering result is assessed by three validation indices: NMI [12], ARI [5] and Modularity[11]. We compare our graph partition methods based on Louvain method(LM) with other three partition algorithms as follow: KM[9], WL [7] and NJW[10].

Firstly, our AMIW scheme obtains the best partition performance as shown in Table 3. The three validation measures all verify the effectiveness of our weighting scheme. Secondly, graph coupling also accomplishes a nice performance as shown in Table 2. Although it is still not compatible to our weighted graph fusion scheme, it is easier to implement without iterative optimization.

Thirdly, as shown in Table 3, in graph fusion, we also compare other weighting schemes. Our AMIW scheme is still superior to modularity weighting scheme. That is because modularity solely measures the partition quality only based on independent graph itself while mutual information measure evaluates partition quality according to the informational relationship among graphs.

7. Conclusion

We introduce a computation framework of multiple graphs partition. We also present a weighting schemes named AMIW to combine multiple graphs for partition. Then we apply our methods to analyze the large scale journal database. The excellent partition performance of our method has been demonstrated by various validation measures. Moreover, this efficient scheme is a very general framework that enables a wide application with heterogeneous data sources, for instance, bio-information analysis and web searching.
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### Table 2. Performance of graph coupling.

Validation measures: NMI, ARI and Modularity (MOD); The partitions of KM and WL clustering are repeated 20 times and the average results are reported. For LM based partition, the text based graphs (TFIDF, IDF and TF) have been coupled with multiple relations from citation based graphs. KM also performs well on partition of text based models since VSM based partition methods match the property of text feature. Concerning partition on citation models (COC, CRC, BGC), graph based partition methods (LM and NJW) outperform VSM based methods (WL and KM), which is consistent with the hypothesis that graph model more fits the sparse citation relation model than VSM.

<table>
<thead>
<tr>
<th>Validation</th>
<th>Best Individual Graph</th>
<th>AF1</th>
<th>AF2</th>
<th>MWF1</th>
<th>MWF2</th>
<th>AMIWF1</th>
<th>AMIWF2</th>
</tr>
</thead>
<tbody>
<tr>
<td>NMI</td>
<td>0.5554</td>
<td>0.5674</td>
<td>0.5591</td>
<td>0.5706</td>
<td>0.5574</td>
<td>0.5716</td>
<td>0.5749</td>
</tr>
<tr>
<td>ARI</td>
<td>0.3240</td>
<td>0.3726</td>
<td>0.3789</td>
<td>0.3803</td>
<td>0.3634</td>
<td>0.3839</td>
<td>0.3850</td>
</tr>
<tr>
<td>MOD</td>
<td>0.4784</td>
<td>0.5065</td>
<td>0.4951</td>
<td>0.5061</td>
<td>0.4885</td>
<td>0.5076</td>
<td>0.4923</td>
</tr>
</tbody>
</table>

### Table 3. Performance of graph fusion.

Due to iteratively running of our AMIWF and the fast partition of LM, we only implement the AMIW by LM. Bold face in the table also denotes the highest performance in each row. Validation measures: NMI, ARI and Modularity; Graph fusion style: the combination of TFIDF graph and CRC graph (Fusion1), the combination of all text and citation graphs (Fusion2); Weighting methods: averagely weighting on two graphs fusion (AF1) and all graph fusion (AF2); Modularity weighting on two graphs fusion (MWF1) and all graphs fusion (MWF2); Adaptive Mutual Information Weighting on two graphs fusion (AMIWF1) and all graphs fusion (AMIWF2). The validation values of the best individual graph are extracted from the related highest value of individual graphs in Table 2.