Surface evolution of elastically stressed films under deposition by a diffuse interface model
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Abstract

We consider the heteroepitaxial growth of thin films by numerical simulations within a diffuse interface model. The model is applicable to describe the self-organization of nanostructures. The influence of strain, surface energies and kinetics on the surface evolution is considered. A matched asymptotic analysis shows the formal convergence of an anisotropic viscous Cahn–Hilliard model to a general surface evolution equation. The system is solved by adaptive finite elements in three dimensions and in special cases compared with sharp interface models.
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1. Introduction

Self-organized semiconductor nanostructures are a promising inexpensive and effective approach to manufacture novel electronic devices. The phenomena of self-organization of nanostructures have been an area of extensive experimental and theoretical research over the past several years. However, producing such quantum-dot-based devices is still challenging. A fundamental understanding of the self-organization process during epitaxial growth therefore could help to produce large numbers of spatially ordered nanostructures with narrow size distribution. In order to understand the nucleation, growth and coarsening phenomena in heteroepitaxial growth, the influence of strain, surface energies and kinetics on the surface evolution has to be considered. These lead to several modeling and numerical issues which have to be taken into account, before simulations can describe the self-organization process.

Strain driven instabilities of a flat surface have been reported for isotropic surface energies by Asaro and Tiller [1], Grinfeld [2] and Srolovitz [3]. This surface instability is a consequence of the competition between strain energy stored in the film and surface energy. Gao and Nix [4] first used this approach to describe the breakup of an unstable film into islands. The growth mode related to this breakup is often referred as...
Stranski–Krstanov growth. In heteroepitaxial growth the strain in the film results from a mismatch in lattice parameters between film and substrate, see Fig. 1 (top).

In addition to the influence of strain there is strong evidence that anisotropic surface energies play a crucial role in heteroepitaxial growth [5]. The formation of nanostructures can result from a thermodynamic instability due to spinodal decomposition into faceted structures with stable orientations [6–12]. This faceting of crystal surfaces is caused by strongly anisotropic surface energies, see Fig. 1 (middle). In a continuum framework the corresponding evolution equations to describe the surface evolution with such anisotropic functions are ill posed unless an additional energy of edges and corners is introduced. This leads to curvature dependent surface energies and have been discussed in [13].

For certain materials also anisotropic surface fluxes due to step edge barriers can be responsible for the formation of three-dimensional islands, see Fig. 1 (bottom). Villain [14] pointed out that such barriers can give rise to instabilities and lead to pyramidal structures. Siegert and Plischke [15] for example derive a theory which selects the slope of these pyramidal structures by the crystalline symmetry of the growing film.

Approaches towards a continuum description including some of these phenomena derived from a step flow perspective have been performed by [16–19] for example. However their approaches are restricted to $1 + 1$ dimensions and only consider uniform step trains. We will follow a different ansatz from a rational mechanics perspective as recently proposed by Fried and Gurtin [20]. A direct numerical treatment of the equations seems today not feasible. Several aspects however have already been addressed by numerical simulations in [21–23] using sharp interface methods. We will consider a phase-field description which will allow to overcome some of the numerical difficulties and opens the possibility to add more and more of the relevant phenomena in a consistent way. We consider a viscous Cahn–Hilliard model introduced by Cahn and Taylor [24] and add a deposition flux, elastic misfit strain, anisotropy in the surface free energy density and anisotropy in the kinetic coefficient.

![Fig. 1. Schematic description of surface evolution due to elastic misfit including a deposition flux $J$ (top), strong anisotropy in surface energy (middle) and kinetic fluxes (bottom).](image-url)
In Section 2, we will start with reviewing the connection between surface motion laws and their diffuse interface approximations for isotropic and anisotropic situations, show how elastic effects and deposition flux can be incorporated and discuss the formation of wetting layers and the incorporation of further phenomena, like phase separation and intermixing. In Section 3, we discuss an adaptive finite element discretization of the model in detail. Finally in Section 4, we show numerical results of the strain driven instability in growing films and compare the simulations with results from sharp interface models. The influence of anisotropy in the surface free energy and kinetic coefficient is discussed and three-dimensional simulations are performed, which show the formation of nanostructures. In Appendix A, we provide a matched asymptotic analysis for anisotropic surface evolution in two dimensions.

2. Continuum modeling of nanoscale surface evolution

Though the basic growth laws have been known from Mullins work [25], who derived them in the context of thermal grooving, strong interest in surface motion has only been initiated recently by the growth of nanostructures. We discuss a continuum model for surface evolution derived from a rational mechanics point of view and relate the sharp interface models to its diffuse interface analogs.

2.1. Surface motion by surface diffusion

We consider the evolution of a $d - 1$-dimensional surface $\Gamma = \Gamma(t)$ embedded in $\mathbb{R}^d$ representing the interface between the vapor and a thin film. A growth law for the motion of the surface $\Gamma$ that combines surface diffusion and interface kinetics was introduced by Cahn and Taylor [24]. In the isotropic situation the equation reads

$$v = -\Delta \left( \frac{1}{M} \Delta_x - \frac{1}{D} \right)^{-1} K_{\phi_0}$$

with $v$ the normal velocity, $K_{\phi_0} = \psi_0 K = \psi_0 \sum_{i=1}^{d-1} \kappa_i$ the weighted mean curvature including an isotropic surface free energy density $\psi_0$ and the principal curvatures $\kappa_i$ and using the convention that an interface given by the graph of a convex function has negative curvature. Furthermore $M$ denotes a positive kinetic coefficient, $D$ a positive diffusion coefficient and $\Delta_x$ the surface Laplacian. Two extreme cases of this equation can be considered. In the limit of infinitely fast attachment kinetics ($M = \infty$, $D$ bounded) the equation reduces to

$$v = D \Delta_x K_{\phi_0},$$

whereas for infinitely fast surface diffusion ($D = \infty$, $M$ bounded) we get

$$\frac{1}{M} v = -K_{\phi_0} + c$$

with the constant $c$ chosen to fulfill conservation of volume. Eqs. (2.2) and (2.3) are known as motion by surface diffusion and motion by the difference of mean curvature and average mean curvature, respectively. In both cases, volume is preserved and the only driving force for surface motion is surface energy reduction. However, in most applications in modern materials science both growth mechanisms are involved, but numerical studies of the combined model (2.1) do not exist. We can rewrite Eq. (2.1) as a system of two second order equations:

$$v = D \Delta_x w,$$

$$w = K_{\phi_0} + \frac{1}{M} v$$

with the chemical potential $w$ being the second unknown. In this form the model consists of an equation which follows from the balance of configurational forces and momenta (2.4) and an equation related to mass balance (2.5) and is in agreement with the general framework for interface evolution summarized by Fried and Gurtin [20]. Furthermore, the system (2.4) and (2.5) can be recognized as the sharp interface limit of a diffuse interface approximation, which is based on the introduction of a phase-field function $\phi$ obtained by smearing out the
discrete function being zero in the vapor and one in the film on a length of $\epsilon$. This diffuse interface approximation of (2.4) and (2.5) is given by a viscous Cahn–Hilliard equation:

$$
\partial_t \phi = D \nabla \cdot \left( \epsilon^{-1} B(\phi) \nabla \phi \right),
$$

(2.6)

$$
g(\phi)w = \psi_0(-\epsilon \Delta \phi + \epsilon^{-1} G'(\phi)) + \epsilon \frac{1}{M} \partial_n \phi,
$$

(2.7)

with mobility function $B(\phi) = 36\phi^2(1 - \phi)^2$, double well potential $G(\phi) = 18\phi^2(1 - \phi)^2$, stabilizing function $g(\phi) = 30\phi^2(1 - \phi)^2$. In this context, the interface is given by the levelset

$$
\Gamma = \Gamma(t) = \{ x \in \Omega : \phi(t, x) = 1/2 \}.
$$

Cahn, Elliott and Novick-Cohen [26] showed by formal matched asymptotic expansion, that Eqs. (2.6) and (2.7) with $M = \infty$ and $g(\phi) = 1$ reduced for $\epsilon \to 0$ to (2.2). Following their analysis with $M$ bounded yields Eqs. (2.4) and (2.5), as already pointed out in [27]. The function $g(\phi)$ does not change the asymptotic analysis but forces the phase-field variable $\phi$ to remain within the two phases 0 and 1, see [28].

### 2.2. Curvature-dependent energy

By extending the evolution equations to the anisotropic situation Eqs. (2.4) and (2.5) read ([24] for example):

$$
v = \nabla_x \cdot (D(n) \nabla_x w),
$$

(2.8)

$$
w = \left( \psi_0(n)P + \frac{\partial^2 \psi_0(n)}{\partial n^2} \right) \cdot L + \frac{1}{M(n)} v
$$

(2.9)

with $n$ the unit normal pointing from the film to the vapor, $M(n)$ an anisotropic positive kinetic coefficient, $D(n)$ an anisotropic positive definite diffusion tensor, $\psi_0(n)$ the anisotropic surface free energy density, $P = 1 - n \otimes n$ the projection onto the surface, $L = -\nabla n$ the curvature tensor and $\nabla n$ the surface gradient. If the surface free energy density $\psi_0$ is convex the governing equations are well posed. To derive an anisotropic analog of the viscous Cahn–Hilliard model (2.6) and (2.7), we allow the diffusion coefficient $D$, the mobility function $M$ and the surface free energy density $\psi_0$ to depend on the normal to the levelset $\phi = 1/2$. Anisotropies in phase-field models have already been discussed. Taylor and Cahn [29] link anisotropic sharp and diffuse surface motion laws via a gradient flow perspective and introduce an appropriate tensor $A$ of rank 2 with the symmetry of the material. The term $\epsilon^2 \Delta \phi$ is replaced by $\epsilon^2 \nabla \cdot A(\nabla \phi)$. In [30], the gradient energy coefficient $\epsilon$ is allowed to depend on $n$ and in [31] the mobility function $M$ is chosen anisotropic. As long as the anisotropy in the surface free energy is weak the governing equations read:

$$
\partial_t \phi = \nabla \cdot (\tilde{D}(n)\epsilon^{-1} B(\phi) \nabla \phi),
$$

(2.10)

$$
g(\phi)w = \psi_1(-\epsilon \nabla \cdot (\gamma(n) \nabla \phi + \gamma(n)|\nabla \phi|^2 \nabla \gamma(n)) + \epsilon^{-1} G'(\phi)) + \epsilon \frac{1}{M(n)} \partial_n \phi,
$$

(2.11)

where the normal is defined by $n = -\nabla \phi / |\nabla \phi|$, the surface free energy density is given by $\psi_0 = \psi_0(n) = \psi_1 \gamma(n)$ with a constant $\psi_1$ and a dimensionless anisotropy function $\gamma = \gamma(n)$. If one chooses the diffusion tensor $\tilde{D}(n) = D(n)/\gamma(n)$ and the kinetic coefficient $\tilde{M}(n) = M(n)/\gamma(n)$, a matched asymptotic analysis which formally shows the convergence of (2.10) and (2.11) to (2.8) and (2.9) for $\epsilon \to 0$ in a two-dimensional setting is given in Appendix A.

If the anisotropy in the surface free energy density is increased the equilibrium shape develops corners and edges whereby certain high energy orientations are excluded from the crystal shape. Thus, for sufficiently large anisotropy, certain orientations are missing resulting in a discontinuous variation in the normal with position along the surface. An analytic criterion to determine the missing orientations on three-dimensional equilibrium shapes was recently given by Sekerka [32]. For such orientations the tensor $\psi_0(n)P + \psi_0^{\text{anis}}(n)$ is no longer positive definite and the governing equations become backward parabolic, and hence unstable. One way to deal with such orientations is to allow the interface to contain corners that exclude nonconvex intervals [33]. By using common tangent planes to convexify the $1/\psi_0$-plot and using an appropriately regularized gra-
dient energy coefficient $\epsilon$ also the viscous Cahn–Hilliard model (2.10) and (2.11) can be used with such anisotropies to describe corners and facets, as shown numerically in a two-dimensional setting in [34]. However, this ansatz can not characterize the formation of corners or the nucleation of facets, nor can it be used for an initial-value problem in which the initial interface has regions for which $\psi_0(n)P + \frac{\partial^2 \psi_0(n)}{\partial n^2}$ is not positive definite. In order to study these effects a regularization of Eqs. (2.8) and (2.9) is needed. A possible method is to allow the energy to depend on curvature, thereby penalizing spatial oscillations as well as the tendency to form corners. Such a regularization was first proposed for the dynamic evolution in two dimensions by DiCarlo, Gurtin and Podio-Guidugli [35]. It should be noted that two-dimensional equilibrium shapes should always be smoothly curved at any finite temperature, which follows from general arguments on the absence of long range order in one dimension [36,37]. Therefore, the discussion on missing orientations and their regularization in two dimensions is artificial and should be viewed only as a preliminary study of the three-dimensional case. An extension to three dimensions was given by Gurtin and Jabbour [13]:

$$v = \nabla_x \cdot (D(n) \nabla_x w),$$

$$w = \left(\psi_0(n)P + \frac{\partial^2 \psi_0(n)}{\partial n^2}\right) \cdot L - \alpha \left(\Delta K + K |L|^2 - \frac{1}{2} \Delta \omega^2 \right) + \frac{1}{M(n)} \bar{v}$$

with a positive constant $\alpha$. The derivation of this model is based on a surface free energy density of the form $\psi(n, K) = \psi_0(n) + \frac{1}{2} \alpha K^2$, in which a Willmore-energy is added to the surface free energy in combination with a new lengthscale $\sqrt{\alpha}$ on which sharp corners and edges are smeared out. As a phase-field approximation of Eqs. (2.12) and (2.13), we propose:

$$\partial_t \phi = \nabla \cdot (D(n) \epsilon^{-1} B(\phi) \nabla w),$$

$$g(\phi)w = \psi_1 (-\epsilon \nabla \cdot (\gamma^2(n) \nabla \phi + \gamma(n)|\nabla \phi|^2 \nabla \gamma(n))) + \epsilon^{-1} G'(\phi)$$

$$+ \alpha(\Delta \epsilon \phi - \epsilon^{-1} G'(\phi)) - (\epsilon \Delta \phi - \epsilon^{-1} G'(\phi)) \epsilon^{-2} G''(\phi) + \epsilon \frac{1}{M(n)} \partial_t \phi.$$  

The additional term if compared with Eqs. (2.10) and (2.11) results from a diffuse interface approximation of the Willmore problem introduced in [38]. A formal matched asymptotic analysis showing the convergence for $\epsilon \rightarrow 0$ to Eqs. (2.12) and (2.13) is under investigation. The sixth order system in $\phi$ can be rewritten into a system of three second order equations for $\phi$, $w$ and $\omega$, with $\omega = \epsilon \Delta \phi - \epsilon^{-1} G'(\phi)$.

### 2.3. Elastically stressed films

An important additional driving force for surface motion is due to reduction of elastic energy in stressed films. The elastic stress results from a mismatch in lattice parameters of the film and the substrate and can lead to an instability. This stress-driven instability was first described by Asaro and Tiller [1] and independently rediscovered by Grinfeld [2] and Srolovitz [3]. If the film is relatively thick, then the behavior is equivalent to that of a stressed, semi-infinite solid. An initially planar surface is unstable and evolves to form a new lengthscale $\sqrt{\alpha}$ on which sharp corners and edges are smeared out. As a phase-field approximation of Eqs. (2.12) and (2.13), we propose:

$$v = D \Delta w,$$

$$w = K \phi_0 + \frac{1}{M} v + \Psi$$

and supplement the evolution law with an elasticity equation in the film

$$\nabla \cdot \sigma = 0$$

for the stress field $\sigma$. If we assume that the vapor exerts neither standard nor configurational forces on the film and neglect surface stress, the boundary condition for $\sigma$ at the surface reads

$$\sigma \cdot n = 0.$$
In order to compute the elastic energy density $Ψ$ we follow Hooke’s law. The stress is equal to the elastic stiffness times the strain

$$\sigma_{ij} = \sum_{k=1}^{3} \sum_{l=1}^{3} C_{ijkl}(\epsilon_{kl} - F_{kl}),$$

(2.20)

where $C_{ijkl}$ the stiffness tensor, $\epsilon_{ij} = \frac{1}{2}(\frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i})$ the strain tensor, with $u$ the displacement field, and $F_{ij} = F_{ij}$ is the misfit strain tensor, with $F$ the coherency strain and $\delta_{ij}$ the Kronecker delta. The elastic energy density $Ψ$ is then defined through

$$Ψ = \frac{1}{2} \sum_{i,j,k,l} (\epsilon_{ij} - F_{ij}) C_{ijkl}(\epsilon_{kl} - F_{kl})$$

and can be computed from the displacement field. For an elastically isotropic film, Hooke’s law takes the form:

$$\sigma_{ii} = 2\mu(\epsilon_{ii} - F) + \lambda \sum_{k=1}^{3} (\epsilon_{kk} - F),$$

$$\sigma_{ij} = 2\mu\epsilon_{ij}, \quad i \neq j,$$

(2.21)

with Lamé moduli $\mu$ and $\lambda$. Substituting (2.20) and using Hooke’s law (2.21), the elastic energy density $Ψ$ can be computed as

$$Ψ = \mu \sum_{i} (\epsilon_{ii} - F)^2 + 2\mu(\epsilon_{12}^2 + \epsilon_{13}^2 + \epsilon_{23}^2) + \frac{1}{2} \lambda \left( \sum_{i} (\epsilon_{ii} - F) \right)^2.$$ 

(2.22)

To incorporate the elastic energy in the viscous Cahn–Hilliard model (2.6) and (2.7) we need to add the partial derivative of $Ψ$ with respect to the phase-field variable $φ$:

$$\partial_t φ = D\nabla \cdot \psi^{-1} B(φ) \nabla φ,$$

$$g(φ) = \psi_0(-\epsilon \psi_0^2 \Delta φ + \epsilon^{-1} G'(φ)) + \epsilon \frac{1}{M} \partial_t φ + Ψ'(φ),$$

(2.23)

(2.24)

where $Ψ = Ψ(φ)$ will be defined in the following. The system is related to the Cahn–Larche system [42]. Similar approaches to incorporate elastic effects into phase-field models have been considered in [43–47]. If we let the stiffness tensor $C_{ijkl}$ (or in the isotropic situation the Lamé moduli $λ$ and $μ$) and the coherency strain $F$ to depend on the phase-field variable $φ$, we can formulate the elasticity Eq. (2.18) on the whole domain. In the isotropic situation the equation reads for each component $i = 1, 2, 3$

$$-\nabla \cdot \mu_φ \nabla u_i - \nabla \cdot λ_φ \sum_j A_{ij} \nabla u_j - \nabla \cdot μ_φ \sum_j A_{ji} \nabla u_j = -\frac{\partial}{\partial x_i} ((2\mu_φ + 3λ_φ) F_φ),$$

(2.25)

where $A_{ij}$ is the matrix with one in position $ij$ and zero elsewhere. The elastic energy density $Ψ$ is thus defined through

$$Ψ(φ) = \mu_φ \sum_i (\epsilon_{ii} - F_φ)^2 + 2\mu_φ(\epsilon_{12}^2 + \epsilon_{13}^2 + \epsilon_{23}^2) + \frac{1}{2} λ_φ \left( \sum_i (\epsilon_{ii} - F_φ) \right)^2$$

(2.26)

and its derivative with respect to $φ$ is

$$Ψ'(φ) = \partial_φ \mu_φ \sum_i (\epsilon_{ii} - F_φ)^2 + 2\partial_φ \mu_φ(\epsilon_{12}^2 + \epsilon_{13}^2 + \epsilon_{23}^2) + \frac{1}{2} \partial_φ λ_φ \left( \sum_i (\epsilon_{ii} - F_φ) \right)^2$$

$$- (2\mu_φ + 3λ_φ) \partial_φ F_φ \sum_i (\epsilon_{ii} - F_φ).$$

The coefficients $μ_φ$, $λ_φ$ and $F_φ$ are given by

$$C_{ijkl} = λ_φ \delta_{ij} \delta_{kl} + μ_φ \delta_{ik} \delta_{jl}$$

$$μ_φ = \frac{C_{01} + C_{213} + C_{02} + C_{213}}{2}$$

$$λ_φ = \frac{C_{01} + C_{213} - C_{02} - C_{213}}{2}$$

$$F_φ = \frac{C_{01} + C_{213} + C_{02} + C_{213}}{2}$$

$$\epsilon_{ij} = \frac{1}{2}(\frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i})$$

$$\nabla \phi \cdot \psi^{-1} B(\phi) \nabla \phi,$$
\[ \mu_\phi = \mu h(\phi) + \mu^c, \quad \lambda_\phi = \lambda h(\phi), \quad F_\phi = F h(\phi), \] (2.27)

where \( \mu^c \) is a small positive value to avoid numerical instabilities that are present when \( \mu_\phi(0) = 0 \), \( \mu \), \( \lambda \) and \( F \) the material parameters of the film and \( h(\phi) \) such that \( h(\phi) = g(\phi) \).

### 2.4. Deposition flux

A deposition flux is incorporated into (2.6) and (2.7) by adding \( \epsilon^{-1} j \) to Eq. (2.6), with \( j \) given by

\[ j = -J \cdot n = -J_z n_z = J_z \frac{\partial \phi}{|\nabla \phi|} = -VB(\phi) \mathcal{R} \frac{\partial \phi}{|\nabla \phi|}, \]

where \( J \) is the vector valued deposition flux. Furthermore \( V \) denotes the constant velocity of a flat interface and \( \mathcal{R} \) is a random number in \([1 - R, 1 + R] \), \( R \in (0, 1) \), modeling noise. In this form the deposition flux is smeared out over the diffuse interface.

### 2.5. Wetting layer

In order to simulate the formation of islands or nanocrystals an interaction between substrate and vapor has to be considered. If the film wets the substrate, the formed islands are usually separated by a thin wetting layer. For such a wetting layer to be favored, the surface free energy of the film \( \psi_0^f \) must be less than that of the substrate \( \psi_0^s \). As shown by Spencer [48], the abrupt change in material parameters can be approximated within a boundary-layer model in which the surface free energy is allowed to depend on the film height

\[ \psi_0(h) = \psi_0^f + (\psi_0^s - \psi_0^f) \exp(-h/h_0), \] (2.28)

with \( h_0 \) the transition layer thickness. If \( h \gg h_0 \) the surface properties of the film are identical with the bulk properties and are not effected by the substrate, but if \( h = 0 \) the effective surface free energy corresponds to that of the exposed substrate. However an exposed substrate would result in a larger surface energy and should therefore be prevented. In addition the coherency strain \( F \) can be modeled as

\[ F(h) = F(1 - \exp(-h/h_0)) \] (2.29)

or another appropriate function leading to a misfit strain \( F_{ij} \) when \( h \gg h_0 \) and zero in the substrate. If the transition layer thickness is in the order of the lattice spacing the boundary layer model is a reasonable continuum approach to describe wetting layers with thickness of a few monolayers.

### 2.6. Further effects

Besides the described effects further reasons responsible for the formation of islands are assumed to be relevant and should be accounted for in a quantitative simulation of heteroepitaxial growth [20]. One of these sources is surface stress. Shchukin and Bimberg [49] show a strong influence of surface stress on the formation of surface pattern. Furthermore Shenoy and Freund [19] demonstrate the existence of an instability induced solely by surface strain. They used the underlying physics of crystallographic steps to provide a basis for the orientation and strain dependence of the surface energy. Another effect not accounted for is a diffusion path through the bulk and the presence of several species, which can lead to phase separation and inhomogeneities in the film, as numerically studied in [50]. The driving force for these atomic motions is assumed to be strain-enhanced diffusion. Intermixing effects in the wetting layer furthermore might give an explanation for the occurrence of relatively thick wetting layers which can not be described with the approach in Section 2.5. Furthermore the presence of adatoms on the surface is not accounted for. Adatoms are important in describing segregation effects at the surface [51,52] and even if only one species is present they are able to provide a diffusion path on flat parts of the surface, where due to the constant curvature surface diffusion would no longer be active. And as already mentioned in Section 1, anisotropic surface fluxes due to step-edge barriers might be responsible for the formation of islands, however how to incorporate this effect in a 3D continuum description is still open.
3. Discretization of a viscous Cahn–Hilliard model for stressed films

Here we describe the numerical approach in the isotropic case and only consider the fourth order system. Modifications in the anisotropic situation are straightforward and are only briefly addressed in Section 4. The effect of elastic stress due to lattice mismatch on the surface morphology has already been studied numerically within a phase-field approximation in [53,54] in two dimensions with convexified anisotropic surface energies and in the isotropic case by Barrett, Garcke and Nürnberg [55]. Neither of these approaches takes into account the kinetic coefficient $M$.

We solve the system in a cubic domain $\Omega \subset \mathbb{R}^3$. On the top of the cube the boundary conditions are prescribed by $\phi = w = 0$ and null flux for the displacement. The boundary between film and substrate are null flux for $\phi$ and $w$ and $u_i = 0$, which is the natural condition if we have a rigid substrate. The remaining parts are assumed to be periodic, see Fig. 2.

The system is solved by an operator splitting ansatz, thereby in each timestep the derivative of the elastic energy density serves as a given quantity in the computation for the phase-field variable $\phi$ and the chemical potential $w$, whereas the phase-field variable serves as a given parameter in computing the displacement field. The algorithm is implemented in AMDiS, an adaptive finite element toolbox for scientific computing, [56,57].

3.1. Numerical computation of phase-field and chemical potential

The time interval is split by discrete time instants $0 = t_0 < t_1 < \cdots$, from which one gets the time steps $\Delta t_m := t_m + 1 - t_m$, $m = 0, 1, \ldots$ The derivative of the doublewell potential is linearized by

$$G'(\phi^{(m+1)}) \approx G'(\phi^{(m)}) + G''(\phi^{(m)})(\phi^{(m+1)} - \phi^{(m)}) = G''(\phi^{(m)})\phi^{(m+1)} + G'(\phi^{(m)}).$$

Using this time discretization one ends up with the weak formulation

$$\frac{1}{\Delta t_m} \int_\Omega \phi^{(m+1)} \psi + \epsilon^{-1} \int_\Omega D\psi \cdot \nabla \phi^{(m)} \psi = \int_\Omega \phi^{(m)} \psi + \epsilon^{-1} \int_\Omega \psi \nabla \phi^{(m)} \cdot \nabla \psi$$

$$- \epsilon \psi_0 \int_\Omega \phi^{(m+1)} \cdot \nabla \psi - \epsilon^{-1} \psi_0 \int_\Omega G''(\phi^{(m)}) \phi^{(m+1)} \psi - \epsilon \Delta t_m \int_\Omega \phi^{(m+1)} \psi$$

$$= - \frac{\epsilon}{\Delta t_m} \int_\Omega \frac{1}{M} \phi^{(m)} \psi + \int_\Omega \nabla'(\phi^{(m)}) \psi + \epsilon^{-1} \psi_0 \int_\Omega (G'(\phi^{(m)}) - G''(\phi^{(m)})) \psi$$

![Fig. 2. Computational domain and boundary conditions.](image-url)
for all $\psi \in X := \{ \psi \in H^1(\Omega) : \psi_{|\Gamma_0} = 0, \psi_{|\Gamma_1} \text{ periodic} \}$. To discretize in space, let $\mathcal{F}_h^m$ be a conforming triangulation of $\Omega$ at time instant $t_m$. Define the finite element space of globally continuous, piecewise linear elements

$$\mathbb{V}_h^m = \{ v_h \in X : v_h|_T \in \mathbb{P}^1 \ \forall T \in \mathcal{F}_h^m \}.$$ 

The space discretization now reads: find $\phi_h^{(m+1)}, w_h^{(m+1)} \in \mathbb{V}_h$ such that

$$\frac{1}{\Delta t_m} \int_{\Omega} \phi_h^{(m+1)} \psi + \epsilon^{-1} \int_{\Omega} DB(\phi_h^{(m)}) \nabla w_h^{(m+1)} \cdot \nabla \psi = \frac{1}{\Delta t_m} \int_{\Omega} \phi_h^{(m)} \psi + \epsilon^{-1} \int_{\Omega} j(\phi_h^{(m)}, \nabla \psi) + \int_{\Omega} g(\phi_h^{(m)}) w_h^{(m+1)} \psi - \epsilon \psi_0 \int_{\Omega} \nabla \phi_h^{(m+1)} \cdot \nabla \psi - \epsilon \psi_0 \int_{\Omega} G''(\phi_h^{(m)}) \phi_h^{(m+1)} \psi - \epsilon \frac{1}{\Delta t_m} \int_{\Omega} \frac{1}{M} \phi_h^{(m+1)} \psi - \epsilon \frac{1}{\Delta t_m} \int_{\Omega} \frac{1}{M} \phi_h^{(m+1)} \psi$$

for all $\psi \in \mathbb{V}_h$. These lead to a linear system of equations for $\phi_h^{(m+1)}$ and $w_h^{(m+1)}$, with $\phi_h^{(m+1)} = \sum \phi_i^{(m+1)} \psi_i$ and $w_h^{(m+1)} = \sum w_i^{(m+1)} \psi_i$:

$$\frac{1}{\Delta t_m} M^1 \phi_h^{(m+1)} + \epsilon^{-1} A^1 w_h^{(m+1)} = \frac{1}{\Delta t_m} M^1 \phi_h^{(m)} + \epsilon^{-1} J,$$

$$M^2 w_h^{(m+1)} - \epsilon A^2 \phi_h^{(m+1)} - \epsilon^{-1} G^2 \phi_h^{(m+1)} - \epsilon \frac{1}{\Delta t_m} M^2 \phi_h^{(m+1)} = - \epsilon \frac{1}{\Delta t_m} M^2 \phi_h^{(m)} + F + \epsilon^{-1} G^2$$

with

$$M^1 = (M^{1}_{ij}), \ M^2 = (M^{2}_{ij}), \ M^3 = (M^{3}_{ij}); \ A^1 = (A^{1}_{ij}), \ A^2 = (A^{2}_{ij}); \ J = (J_i), \ J_i = (j(\phi_h^{(m)}, \nabla \psi), \psi_i);$$

$$F = (F_i), \ F_i = (\Psi(\phi_h^{(m)}), \psi_i); \ G^2 = (G^{2}_{ij}), \ G^1 = (\Psi_0 G''(\phi_h^{(m)}), \psi_i);$$

$$G^1 = (G^{1}_{ij}), \ G^1 = (\Psi_0 G''(\phi_h^{(m)}), \phi_h^{(m)}), \psi_i);$$

where $(\cdot, \cdot)_\Omega$ denotes the $L^2$ scalar product. Thus, written in block-matrix-form the linear system

$$\begin{pmatrix} \epsilon^{-1} A^1 & \frac{1}{\Delta t_m} M^1 \\ M^2 & -\epsilon A^2 - \epsilon^{-1} G^1 - \epsilon \frac{1}{\Delta t_m} M^3 \end{pmatrix} \begin{pmatrix} w_h^{(m+1)} \\ \phi_h^{(m+1)} \end{pmatrix} = \begin{pmatrix} \frac{1}{\Delta t_m} M^1 \phi_h^{(m)} + \epsilon^{-1} J \\ -\epsilon \frac{1}{\Delta t_m} M^2 \phi_h^{(m)} + F - \epsilon^{-1} G^2 \end{pmatrix}$$

has to be solved in every timestep. The system is not symmetric and is iteratively solved by a stabilized biconjugate gradient method (BiCGStab).

3.2. Numerical computation of displacement and energy density

The numerical solution of the elasticity problem (2.25) using finite elements is standard. Multiplying (2.25) by a test function $\psi \in Y$, where $Y := \{ \psi \in H^1(\Omega) : \psi_{|\Gamma_2} = 0, \psi_{|\Gamma_1} \text{ periodic} \}$, with $\Gamma_2$ the Dirichlet boundary and $\Gamma_1$ the periodic boundary of the domain $\Omega$, and integrating by parts yields

$$\int_{\Omega} \mu \nabla u_i \nabla \psi + \int_{\Omega} \lambda \sum_j A_{ij} \nabla u_j \cdot \nabla \psi + \int_{\Omega} \mu \sum_j A_{ij} \nabla u_j \cdot \nabla \psi = - \int_{\Omega} (2\mu + 3\lambda) \phi \frac{\partial \psi}{\partial x_i}$$

for $i = 1, 2, 3$. The space discretization now reads: find $u_h \in \mathbb{W}_h$, with

$$\mathbb{W}_h = \{ v_h \in Y : v_h|_T \in \mathbb{P}^1 \ \forall T \in \mathcal{F}_h^m \}.$$ 

such that for all $\psi \in \mathbb{V}_h^m$.
\[ \int_\Omega \mu_\phi \nabla u_{i,h} \cdot \nabla \psi + \int_\Omega \lambda_\phi \sum_j A_{ij} \nabla u_{j,h} \cdot \nabla \psi + \int_\Omega \mu_\phi \sum_j A_{ij} \nabla u_{j,h} \cdot \nabla \psi = - \int_\Omega (2\mu_\phi + 3\lambda_\phi) F_\phi \frac{\partial \psi}{\partial x_i} \]

for \( i = 1,2,3 \). This leads to the following symmetric positive definite system of equations for \( U_i \) with \( u_{i,h} = \sum U_i \psi_k \), which we iteratively solve using the conjugate gradient method (CG).

\[
\begin{pmatrix}
A_{11} & A_{12} & A_{13} \\
A_{21} & A_{22} & A_{23} \\
A_{31} & A_{32} & A_{33}
\end{pmatrix}
\begin{pmatrix}
U_1 \\
U_2 \\
U_3
\end{pmatrix} = \begin{pmatrix}
f_1 \\
f_2 \\
f_3
\end{pmatrix},
\]

where

\[
(A_{ij})_{kl} = \int_\Omega (2\mu_\phi + \lambda_\phi) \frac{\partial \psi_j}{\partial x_k} \frac{\partial \psi_l}{\partial x_i} + \mu_\phi \sum_{j \neq i} \frac{\partial \psi_j}{\partial x_j} \frac{\partial \psi_l}{\partial x_i},
\]

\[
(A_{ij})_{kl} = \int_\Omega \mu_\phi \frac{\partial \psi_j}{\partial x_k} \frac{\partial \psi_l}{\partial x_i} + \lambda_\phi \frac{\partial \psi_j}{\partial x_j} \frac{\partial \psi_l}{\partial x_i}, \quad i \neq j,
\]

\[
(f_i)_k = -2F(2\mu + 3\lambda) \int_\Omega g(\phi)g'(\phi) \frac{\partial \phi}{\partial x_i} \psi_k.
\]

For computing the elastic energy density the gradient of the displacement field is needed. We use a recovery technique based on averaging of the gradient of the computed solution to obtain a continuous approximation of the gradient. To be precise, for each vertex \( x \) of the finite element mesh, let

\[ T_x = \cup_{x \in T} T \]

be the union of all elements of the partition that contain \( x \) as a vertex. The value of the recovered gradient at vertex \( x \) is given by

\[ G u_{i,h}(x) = \sum_{T \in T_x} \frac{|T|}{|T_x|} \nabla u_{i,h}|_T. \]

Here, \( G u_{i,h} \) is the recovered gradient, and \( |T|, |T_x| \) denote the volume of \( T \) and \( T_x \).

### 3.3. Adaptive strategy of local refinement and coarsening

To obtain satisfactory computational results, a mesh with a sufficiently fine resolution near the interface is needed. Noting that a uniform refinement would be prohibitive from the computational point of view, we are naturally led to adopt local mesh refinement and coarsening. At every time step, the finite element mesh from the previous time step is locally refined and/or coarsened according to a \( L^2 \)-like error indicator for the Cahn–Hilliard equation. For every element \( T \), we define \( \eta_T(\phi_h) := (\sum_{e \in \partial T} h^3 | \frac{\partial \phi}{\partial e} |^2)^{1/2} \), where \( \frac{\partial \phi}{\partial e} \) denotes the jump of the normal derivative of \( \phi_h \) across an edge \( e \subset \partial T \). This can be used to define an indicator for the error \( \| \phi - \phi_h \| \) on the whole domain \( \eta(\phi_h) := (\sum_{T \in T^m} \eta_T(\phi_h))^{1/2} \). The criterion for refinement and coarsening is based on an equidistribution strategy, which attempts to enforce \( \eta_T(\phi_h) = \eta_T(\phi_h) \) for all \( T, T' \in T^m \). If this condition were enforced, at least approximately, then we would have \( \eta(\phi_h) \approx N_m^{1/2} \eta(\phi_h) \), where \( N_m \) is the number of elements in \( T^m \). We thus mark an element \( T \in T^m \) for refinement and/or coarsening, if \( \eta_T(\phi_h) > \theta \eta_T(\phi_h) \) and \( \eta_T(\phi_h) \leq \theta \eta_T(\phi_h) \), respectively, with some \( \theta \in (0,1) \). Even if this strategy is only based on the phase-field variable \( \phi \) the adapted mesh is also used to solve the elasticity problem. The recovered gradient of \( \phi \) is used to estimate the error in the displacement field [58] and verify the used grid. The performed simulations show that no further refinement for the elasticity problem is necessary. However a coarser mesh at the boundary might be possible to obtain the same accuracy.

### 4. Numerical results

We start by comparing the solution of the viscous Cahn–Hilliard equation with the sharp interface solution for isotropic surface diffusion and volume preserved mean curvature flow with a prescribed elastic energy
density in two dimensions. As a second test case we introduce a weakly anisotropic surface free energy density and a strong anisotropy function in the kinetic coefficient, and analyse the convergence towards the Wulff-shape and the kinetic Wulff-shape, respectively. Here elasticity is neglected. As a final result we couple the viscous Cahn–Hilliard equation with the elasticity problem and solve the overall system with anisotropy in the free energy density and the kinetic coefficient in three dimensions.

4.1. Comparison between phase-field and sharp interface model

In order to demonstrate the validity of the viscous Cahn–Hilliard equation with elasticity we will first compare the numerical solutions with the corresponding sharp interface models in the limits $M \to \infty$ and $D \to \infty$. For these equations and a prescribed elastic energy density the Asaro–Tiller–Grinfeld instability can be used as a test case in two dimensions. In all simulations we keep the parameter $\epsilon = 0.1$. We introduce the evolution equation

$$v = \delta_s (K + \Psi),$$

(4.30)

with $\delta_s$ the derivative with respect to the arclength. The elastic energy density $\Psi$ is given by

$$\Psi(x_1, x_2) = -\frac{C}{x_2 - a_2 + r}, \quad a_2 = \inf_{x \in \Omega} x_2, \quad r > 0.$$  

(4.31)

In the case of a graph formulation (4.30) and (4.31) with $r = 0$ have been considered in [59] in order to study crack formation. The positive number $r$ in (4.31) has a regularizing meaning. We consider the domain $\Omega = (-1, 1) \times (-1, 1)$ and a perturbation

$$\tilde{\Gamma} := \{(x_1, x_2) \in \Omega : x_2 = -0.05 \cos(\pi x_1)\}$$

of the flat interface

$$\Gamma := \{(x_1, x_2) \in \Omega : x_2 = 0\}.$$  

Following the linear stability analysis in [59] one obtains the growth rate

$$\omega(k = 1) = -\pi^2 + \frac{C}{(1 + r)^2} \pi^2.$$  

(4.32)

For the numerical results presented here $C = 50$ and $r = 1/2$ have been used, which yields the growth rate $\omega = \pi^2 (\frac{200}{225} - \pi^2) \approx 121.92$.

In Fig. 3 a comparison of a sharp interface simulation of (4.30) with a phase-field simulation of (2.6) and (2.7) with $\psi_0 = 1$, $D = 1$ and $M = 500$ is shown.

For the sharp interface simulations the algorithm in [60] is used. We show the plots of the evolving curve at three different timesteps compared to the levelsets $\phi = 1/2$ at the corresponding timesteps. Fig. 4 shows for one timestep convergence of the levelsets to the sharp interface solution for increasing $M$. This convergence can also be seen in the plots of the logarithm of the amplitudes versus time in Fig. 5. In order to compute the growthrate linear fits of these plots have been performed to determine the slope (fit-interval: $[0, 0.01]$). The result of this can be seen in Table 1.

As a second example we introduce the evolution law

$$v = (K - \bar{K} - (\Psi - \bar{\Psi})),$$  

(4.33)

where

$$\bar{K} = \frac{1}{|\Gamma|} \int_{\Gamma} K \, ds$$

and

$$\bar{\Psi} := \frac{1}{|\Gamma|} \int_{\Gamma} \Psi \, ds.$$  

and $\Psi$ as in (4.31). Similar as in the case of (4.30) linear stability analysis yields the growth rate

$$\omega(k = 1) = -\pi^2 + \frac{C}{(1 + r)^2} \pi^2 = -\pi^2 + \frac{50}{2.25} \approx 12.35$$  

(4.34)

with $C$ and $r$ as before.
Fig. 6 shows the approximation of the result of a sharp interface simulation of (4.33) by levelsets of the phase-field function \( \zeta \) computed as a solution of the system (2.6) and (2.7) with \( \psi_0 = 1, M = 1 \) and \( D = 16 \) at different times. Again the algorithm in [60] is used for the sharp interface solution. In Fig. 7, the convergence
of the levelsets resulting from phase-field computations with increasing $D$ to the sharp interface solution for a selected time is shown. Fig. 8 shows the convergence of the logarithm of the amplitudes for increasing parameter $D$ to the result of the sharp interface computation. Table 2 shows the growthrates obtained from the linear fits of the curves in Fig. 8 (fit interval $[0,0.05]$).

For both extreme cases the viscous Cahn–Hilliard equation shows excellent agreement with the sharp interface results and the theoretically predicted growthrates. As a consequence the viscous Cahn–Hilliard equation can be assumed to be valid in the whole parameter range going from surface diffusion to attachment-detachment dominated evolution.

### 4.2. Anisotropic surface evolution

As a second example we analyze various anisotropies in the viscous Cahn–Hilliard equation without elasticity. We consider a weak anisotropy in $\psi_0$ and a strong anisotropy in $M$. The modifications of the described numerical algorithm are straight forward. All additional nonlinear term are treated explicitly, meaning $n$ is
computed by $n = -\frac{\nabla \phi(n)}{|\nabla \phi(n)|}$. Therefore only the weighting factors in the definition of the mass and stiffness matrices $M^0, A^1, A^2$ and the right hand side vector $J$ have to be modified, see Section 3.

We first use an anisotropy function $\psi_0(n)$ of the form

$$\psi_0(n) = 1 + \epsilon_4 \sum_{i=1}^{d} n_i^4,$$

with dimension $d$ and $\epsilon_4 = 0.3$, providing $\psi_0(n)P + \frac{1}{2}\psi_0(n) \nabla^2 \psi_0(n)$ to be positive definite. Figs. 9 and 10 show the convergence of a closed curve or surface to its Wulff shape in two and three dimensions, respectively. We solve Eqs. (2.10) and (2.11) with $D = 1$, $M = 1$ and $\psi_1 = 1$. The initial condition is a circle or a sphere, respectively.

### Table 2
Convergence of growthrate computed by phase-field model for increasing $D$

<table>
<thead>
<tr>
<th>$D$</th>
<th>12.35</th>
<th>12.58</th>
<th>12.52</th>
<th>11.97</th>
<th>11.41</th>
</tr>
</thead>
<tbody>
<tr>
<td>Analytic Sharp interface</td>
<td>$D = 16$</td>
<td>$D = 2$</td>
<td>$D = 1$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 8. Convergence of amplitude computed by phase-field model to amplitude computed by sharp interface for increasing $D$.

![Fig. 8](image)

Fig. 9. Evolution of levelset $\phi = 0.5$ towards the Wulff shape in two dimensions.

![Fig. 9](image)

Fig. 10. Evolution of levelset $\phi = 0.5$ towards the Wulff shape in three dimensions.

![Fig. 10](image)
Applying this anisotropy to a flat interface, does not have any influence. Because all orientations are allowed, a flat interface with $K = 0$ is a minimizer of the surface energy. Therefore, an initially flat interface will remain flat.

We now account for an anisotropy in the kinetic coefficient $M(n)$

$$M(n) = 1 - \epsilon_5 + 2\epsilon_5 \tanh \left\{ k \left( \sqrt{d} - \sum_{i=1}^{d} |n_i| \right) / \left( 1 - \sum_{i=1}^{d} n_i^2 \right) \right\}$$

with $k = 50$ and $\epsilon_5 = 0.9$. Figs. 11 and 12 show the convergence of a closed curve or surface to its kinetic Wulff shape in two and three dimensions, respectively.

We solve Eqs. (2.10) and (2.11) with $D = 1$ and $\psi_1 = 1$ and an additional deposition flux

$$\epsilon^{-1} j = -\epsilon^{-1} \frac{1}{\gamma(n)} \nabla \phi \cdot \frac{\partial \phi}{\partial \phi}$$

in Eq. (2.10) with $V = 10$. The initial condition is again a circle or a sphere, respectively. Applying this anisotropy to a flat interface still does not lead to formation of faceted structures. The flat interface remains stable.

4.3. Coupled system in three dimensions

Now we solve the visous Cahn–Hilliard equation with elasticity in the anisotropic case in the domain $\Omega = (-400,400)^3$. The anisotropy function $\psi_0(n)$ as in (4.35) with $\epsilon_4 = 0.3$ is used as well as the kinetic coefficient $M(n)$ as in (4.36) with $k = 50$ and $\epsilon_5 = 0.9$.

The parameters for the elasticity problem are as follows: $\lambda = 3.24 \times 10^4$, $\mu = 3.48 \times 10^4$, $F = 0.008$, which corresponds to Si$_{0.82}$Ge$_{0.18}$, see [21] (adjusted to the model introduced in Section 2). Further parameters used in the simulations are $D = 2.56 \times 10^{10}$, $V = 1$, $\psi_1 = 1$, $\epsilon = 40$. Fig. 13 shows the evolution of an initially flat interface in the anisotropic situation.

The competition between surface and elastic energies leads to the formation of nanomounds. Faceted mounds can be observed. The faceting here results from the anisotropic kinetic coefficient. The instability however is only due to the elastic misfit. Detailed parameter studies addressing the influence of the different processes still has to be done before the simulational results can be compared with [21–23] or experiments.

Fig. 11. Evolution of levelset $\phi = 0.5$ towards the kinetic Wulff shape in two dimensions.

Fig. 12. Evolution of levelset $\phi = 0.5$ towards the kinetic Wulff shape in three dimensions.
5. Conclusion

A connection between sharp interface models for anisotropic surface evolution and its diffuse interface counterpart is given. A deposition flux and elastic stress are introduced in the diffuse interface model in order to model self-organization processes in heteroepitaxial growth. The nonlinear system of equations is solved by adaptive finite elements in three dimensions. The influence of anisotropies in the surface free energy density and the kinetic coefficient on the surface evolution have been addressed.

Coming back to the different processes which can lead to self organization described in the introduction (see Fig. 1) only the evolution due to elastic misfit has been addressed in the simulations. To model the spinodal decomposition into facetted structures resulting from strong surface anisotropies the proposed sixth order system (2.12) and (2.13) has to be solved. How to incorporate mound formation resulting from kinetic fluxes resulting from step-edge barriers in a three-dimensional model is still open.
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Appendix A. Asymptotic analysis in two-dimensions

We provide a matched asymptotic analysis to show the formal convergence of:

\[ \partial_t \phi = \nabla \cdot (D(n) \epsilon^{-1} B(\phi) \nabla w), \]

\[ g(\phi)w = (-\epsilon \nabla \cdot (\gamma^2(n) \nabla \phi + \gamma(n)|\nabla \phi|^2 \nabla \psi \gamma(n)) + \epsilon^{-1} G'(\phi) + \epsilon^{-1} \frac{1}{M(n)} \partial_t \phi \]  

(A.1)

\[ \phi \rightarrow \phi^0 \]  

Fig. 13. Evolution of levelset \( \phi = 0.5 \) under the influence of elasticity, deposition flux, anisotropic surface free energy and anisotropic kinetic coefficient.

Qualitatively however they are in good agreement and demonstrate the validity of phase-field models to simulate surface evolution.
for $\epsilon \to 0$ to
\[ v = \partial_t \cdot (D(n) \partial_n w), \] (A.3)
\[ w = (\tilde{\psi}(0) + \tilde{\psi}'(0))K + \frac{1}{M(n)} v = \psi_1(\tilde{\gamma}(0) + \tilde{\gamma}'(0))K + \frac{1}{M(n)} v \] (A.4)
with $\theta = \theta(n)$. This is the two-dimensional counterpart of Eqs. (2.8) and (2.9), with anisotropy function $\tilde{\gamma}(0) = \gamma \circ h(0)$,
where $h(0) = (\cos(\theta), \sin(\theta)) = n$. This relation allows to rewrite Eq. (A.2) as
\[ g(\phi)w = -\epsilon \nabla \cdot (\gamma^2(n) \nabla \phi + \gamma(n) \tilde{\gamma}'(0)(-\partial_x \phi, \partial_y \phi)) + \epsilon^{-1} G'(\phi) + \epsilon \frac{1}{M(n)} \partial_t \phi. \] (A.5)

A.1. New coordinates and useful expansions

New coordinates are established in a neighborhood of the interface $\Gamma(t)$. To this end $r = r(x,y,t; \epsilon)$ is defined as the signed distance of $(x,y)$ from $\Gamma(t; \epsilon)$, where $r < 0$, if $(x,y)$ is in the film and $r > 0$ if $(x,y)$ is in the vapor. The curve $\Gamma$ then can be parametrized with respect to arclength $s$ by
\[ c = c(s,t; \epsilon) : I \subset \mathbb{R} \to \Gamma(t; \epsilon), \quad I := [0, L(\Gamma)], \]
where $L(\Gamma)$ denotes the length of $\Gamma$. Let $\tau = \tau(s,t; \epsilon)$ and $n = n(s,t; \epsilon)$ denote the tangent and the normal. Then for $0 < \rho < 1$ there exists a neighborhood
\[ U(t; \epsilon) = \{ (x_1, x_2) \in \Omega : |r(x,y,t; \epsilon)| < \rho \} \] (A.6)
of $\Gamma(t; \epsilon)$ such that one can write $(x,y) = c(s,t; \epsilon) + r(x,y,t; \epsilon)n(s,t; \epsilon)$ for $(x,y) \in U(t; \epsilon)$. Now one transforms $w$ and $\phi$ to the new coordinate system:
\[ \hat{w}(r,s,t; \epsilon) := w(c(s,t; \epsilon) + r n(s,t; \epsilon), t; \epsilon), \quad (x,y) \in U(t; \epsilon), \]
\[ \hat{\phi}(r,s,t; \epsilon) := \phi(c(s,t; \epsilon) + r n(s,t; \epsilon), t; \epsilon), \quad (x,y) \in U(t; \epsilon). \]
Furthermore a stretched variable is introduced $z := \zeta$, and one defines
\[ W(z,s,t; \epsilon) := \hat{w}(r,s,t; \epsilon), \]
\[ \Phi(z,s,t; \epsilon) := \hat{\phi}(r,s,t; \epsilon). \]
In addition the following Taylor expansion approximations for small $\epsilon$ are assumed to be valid
\[ w(x,y,t; \epsilon) = w_0(x,y,t) + \epsilon w_1(x,y,t) + \cdots, \] (A.7)
\[ \hat{w}(r,s,t; \epsilon) = \hat{w}_0(r,s,t) + \epsilon \hat{w}_1(r,s,t) + \cdots, \] (A.8)
\[ W(z,s,t; \epsilon) = W_0(z,s,t) + \epsilon W_1(z,s,t) + \cdots, \] (A.9)
\[ \phi(x,y,t; \epsilon) = \phi_0(x,y,t) + \epsilon \phi_1(x,y,t) + \cdots, \] (A.10)
\[ \hat{\phi}(r,s,t; \epsilon) = \hat{\phi}_0(r,s,t) + \epsilon \hat{\phi}_1(r,s,t) + \cdots, \] (A.11)
\[ \Phi(z,s,t; \epsilon) = \Phi_0(z,s,t) + \epsilon \Phi_1(z,s,t) + \cdots, \] (A.12)
for which (A.7), (A.8) and (A.10), (A.11) are called outer expansions while (A.9) and (A.12) are called inner expansions. It is assumed that these hold simultaneously in some overlapping region and represent the same functions, which yields the matching conditions
\[ \lim_{r \to \pm 0} \hat{w}_0(r,s,t) = \lim_{z \to \pm \infty} W_0(z,s,t), \] (A.13)
\[ \lim_{r \to \pm 0} \hat{\phi}_0(r,s,t) = \lim_{z \to \pm \infty} \Phi_0(z,s,t). \] (A.14)
Let $v = v(s,t; \epsilon)$ and $K = K(s,t; \epsilon)$ denote the normal velocity and the curvature. Using
\[ \partial_t \tau = -Kn, \quad \partial_s \mathbf{n} = K \tau \] (A.15)

the transform of the derivatives into the new coordinates \((r,s)\) lead

\[ \partial_s \hat{\phi} = \nabla \phi \cdot (\partial_s \mathbf{c} + r\partial_r \mathbf{n}) = \nabla \phi \cdot (\partial_s \mathbf{c} + rK \partial_r \mathbf{c}) = (1 + rK) \nabla \phi \cdot \tau, \]

which yields

\[ \nabla \phi \cdot \tau = (1 + rK)^{-1} \partial_s \hat{\phi}. \] (A.16)

Furthermore we get

\[ \partial_s \hat{\phi} = \nabla \phi \cdot \mathbf{n} \] (A.17)

as well as

\[ \partial_s \partial_t \hat{\phi} + \partial_s \partial_r \hat{\phi} = \partial_r \hat{\phi} + \nabla \phi \cdot (\partial_s \mathbf{c} + \partial_s r \mathbf{n} + r \partial_r \mathbf{n} - r \partial_r \mathbf{n} + s + r \partial_r \mathbf{n}) \]

which leads by using (A.16) and (A.17) to

\[ \partial_s \phi = \partial_s \phi \partial_r \partial_t + \partial_s \phi \partial_r \partial_s + \partial_s \phi - \nabla \phi \cdot (\partial_s s + (\partial_s \mathbf{c} \cdot \mathbf{n}) \partial_s + (\partial_s \mathbf{c} \cdot \tau) \partial_s + \partial_r \mathbf{n} + r \partial_r \mathbf{n}) \]

\[ = \partial_s \phi \partial_r \partial_t + \partial_s \phi \partial_r \partial_s + \partial_s \phi - \partial_s \phi \partial_s + \partial_s \phi \partial_s - v \partial_s \phi - \partial_s \partial_r \phi - \nabla \phi \cdot (\partial_s \mathbf{c} \cdot \tau) + r \partial_r \mathbf{n} \]

\[ = \partial_s \phi - v \partial_s \phi - (1 + rK)^{-1} \partial_s \phi (\partial_s \mathbf{c} + r \partial_r \mathbf{n}) \cdot \tau. \] (A.18)

One can express the gradient of \( \phi \) as

\[ \nabla \phi = (\nabla \phi \cdot \tau) \partial_s \phi + (\nabla \phi \cdot \mathbf{n}) \partial_s \phi = (1 + rK)^{-1} \partial_s \phi \tau \] (A.19)

and compute for the divergence of a vector field \( j \)

\[ \nabla \cdot j = \partial_s j + (1 + rK)^{-1} \partial_s j \cdot \tau = \partial_s (j \cdot \mathbf{n}) + (1 + rK)^{-1} (\partial_s (j \cdot \tau) - j \cdot \partial_s \tau) \]

\[ = \partial_s (j \cdot \mathbf{n}) + (1 + rK)^{-1} (\partial_s (j \cdot \tau) + K \partial_s j \cdot \mathbf{n}). \] (A.20)

In the coordinate system \((z,s)\) the corresponding expressions read

\[ \partial_z \phi = -\epsilon^{-1} v \partial_z \Phi + \partial_z \phi - (1 + \epsilon zK)^{-1} \partial_z \phi (\partial_z \mathbf{c} + \epsilon z \partial_z \mathbf{n}) \cdot \tau, \] (A.21)

\[ \nabla \phi = \epsilon^{-1} \partial_z \Phi \partial_z \Phi + (1 + \epsilon zK)^{-1} \partial_z \Phi \tau, \] (A.22)

\[ \nabla \cdot j = \epsilon^{-1} \partial_z (j \cdot \mathbf{n}) + (1 + \epsilon zK)^{-1} (\partial_z (j \cdot \tau) + K j \cdot \mathbf{n}) \] (A.23)

Before we turn to analyse the outer and inner expansions we provide some useful calculations. For this purpose we expand

\[ n = \frac{-\nabla \phi}{|\nabla \phi|} = -\frac{\partial_z \Phi \partial_z \mathbf{n} + \epsilon (1 + \epsilon zK)^{-1} \partial_z \Phi \tau}{\left((\partial_z \Phi)^2 + (\epsilon (1 + \epsilon zK)^{-1} \partial_z \Phi)^2 \right)^{1/2}} \]

\[ = -\frac{\partial_z \Phi_0 \partial_z \mathbf{n} + \epsilon \left( \partial_z \Phi_0 \partial_z \mathbf{n} + \partial_z \Phi_0 \tau \right)}{\left| \partial_z \Phi_0 \right|} + \epsilon \left( \frac{\partial_z \Phi_0 \partial_z \mathbf{n} + \partial_z \Phi_0 \tau}{\left| \partial_z \Phi_0 \right|} - \frac{\partial_z \Phi_0 \partial_z \Phi_0 \partial_z \Phi_0 \partial_z \Phi_0 \mathbf{n}}{2\left| \partial_z \Phi_0 \right|^3} \right) \]

\[ = \mathbf{n} + \epsilon \frac{\partial_z \Phi_0}{\partial_z \Phi_0} \tau + O(\epsilon^2), \]

where we already used \( \partial_z \Phi_0 < 0 \), see Eq. (A.27). Using this representation we can conclude \( \frac{d}{dr} \gamma(n)_{t=0} = \gamma'(0) \frac{\partial_z \Phi_0}{\partial_z \Phi_0} \). Another expansion, which will be used is

\[ (-\partial_z \phi, \partial_z \phi) = -\epsilon^{-1} \partial_z \Phi \tau - (1 + \epsilon zK)^{-1} \partial_z \Phi \mathbf{n}. \]

Combining these results we obtain for
\[ e \nabla \cdot (\gamma^2(n) \nabla \phi + \gamma(n) \gamma'(0)(- \partial_z \phi, \partial_x \phi)) = \partial_x \{ \gamma^2(n) e^{-1} \partial_z \Phi - \gamma(n) \gamma'(0)(1 + \epsilon z K)^{-1} \partial_z \Phi \} \\
+ \epsilon (1 + \epsilon z K)^{-1} \{ \gamma^2(n) e^{-1} \partial_z \Phi - \gamma(n) \gamma'(0)(1 + \epsilon z K)^{-1} \partial_z \Phi \} \\
+ \epsilon (1 + \epsilon z K)^{-1} \partial_z \{ \gamma^2(n)(1 + \epsilon z K)^{-1} \partial_x \Phi + \gamma(n) \gamma'(0) e^{-1} \partial_z \Phi \} \\
= \epsilon^{-1} \partial_z \{ \gamma^2(n) \partial_z \Phi_0 + \partial_z (2 \gamma(n) \gamma'(0) \partial_z \Phi_0) - \gamma(n) \gamma'(0) \partial_z \Phi_0 \} \\
+ \{ (\gamma'(0))^2 + \frac{\gamma'(0) \gamma''(0)}{\gamma(0)} K \partial_z \Phi_0 \} + O(\epsilon), \]

where we have used \( \gamma(n) = \gamma(0) \), \( \partial_z \gamma(n) = \gamma'(0) K \) and \( \partial_z \gamma'(0) = \gamma''(0) K \), which follows from

\[ \partial_z \gamma(n) = \partial_x (\gamma \circ h \circ h^{-1} \circ n) = \gamma'(0) \partial_x (h^{-1} \circ n) = \gamma'(0) \frac{1}{1 + n_x^2/n_1^2} \frac{\partial_x n_2 n_1 - n_2 \partial_x n_1}{n_1^2} = \gamma'(0) \partial_x n_2 n_1 - n_2 \partial_x n_1 \]

\[ = \gamma'(0) \partial_x n \cdot \tau = \gamma'(0) K \tau \cdot \tau = \gamma'(0) K. \]

We now turn to the outer and inner expansion of (A.1) and (A.2).

### A.2. Outer expansion

By inserting the outer expansions into (A.2) we obtain:

\[ G'(\Phi_0) = 0 \Rightarrow \Phi_0 \in \{0, 1\} \quad (A.24) \]

and

\[ \lim_{r \to 0^+} \Phi_0 = 0, \quad \lim_{r \to 0^-} \Phi_0 = 1. \quad (A.25) \]

### A.3. Inner expansion

By inserting the inner expansions into (A.5) we obtain \( O(\epsilon^{-1}) \) in (A.5)

\[ 0 = \gamma^2(0) \partial_z \Phi_0 - G'(\Phi_0). \quad (A.26) \]

From this we get by multiplying (A.26) by \( \partial_z \Phi_0 \) and integrating from \(-\infty\) to \( z \)

\[ \gamma^2(0)(\partial_z \Phi_0)^2 = 2G(\Phi_0), \]

which yields

\[ \partial_z \Phi_0 = -\frac{\sqrt{2G(\Phi_0)}}{\gamma(0)} \quad (A.27) \]

leading to

\[ \int_{-\infty}^{+\infty} (\partial_z \Phi_0)^2 \, dz = \frac{1}{\gamma(0)} \int_0^1 \sqrt{2G(\phi)} \, d\phi = \frac{1}{\gamma(0)} \quad (A.28) \]

by the concrete choice of \( G = G(\phi) \). This will be used in the inner expansion in (A.1)

\[ \epsilon^{-1} \epsilon \partial_x \Phi = \epsilon^{-3} \partial_z (\tilde{D}(\Phi) \partial_z \Phi_0) + \epsilon^{-3} \frac{K(1 + \epsilon z K)^{-1} \tilde{D}(\Phi) \partial_z W} \]

\[ + \epsilon^{-1} (1 + \epsilon z K)^{-1} \partial_z (\tilde{D}(\Phi) \partial_z \Phi_0(1 + \epsilon z K)^{-1} \partial_z W), \]

which yields in \( O(\epsilon^{-3}) \) in (A.1)

\[ 0 = \partial_z (\tilde{D}(\Phi) \partial_z \Phi_0) \partial_z W_0. \]
From this one gets
\[ \tilde{D}(n)B(\Phi_0)\partial_z W_0 = \text{const}, \]
the constant being zero because of \( \lim_{z \to -\infty} B(\Phi_0) = 0 \). So one finally arrives at
\[ \partial_z W_0 = 0 \Rightarrow W_0 \equiv W_0(s,t). \]  
(A.29)

Using (A.29) one obtains in \( O(\varepsilon^{-2}) \) in (A.1)
\[ 0 = \partial_z(\tilde{D}(n)B(\Phi_0)\partial_z W_1). \]

As before this yields
\[ \partial_z W_1 = 0. \]  
(A.30)

Finally one makes use of (A.29) and (A.30) to obtain in \( O(\varepsilon^{-1}) \) in (A.1)
\[ -v\partial_z \Phi_0 = \partial_z(\tilde{D}(n)B(\Phi_0)\partial_z W_2) + \partial_z(\tilde{D}(n)B(\Phi_0)\partial_z W_0). \]

Integrating this equation along the z-axis one obtains
\[ v = \partial_z \left( \tilde{D}(n) \int_{-\infty}^{+\infty} B(\Phi_0) \, dz \partial_z W_0 \right), \]  
(A.31)

where
\[
\int_{-\infty}^{+\infty} B(\Phi_0) \, dz = 36 \int_{-\infty}^{+\infty} \Phi_0^2 (1 - \Phi_0)^2 \, dz = -36 \int_{-\infty}^{+\infty} \Phi_0^2 (1 - \Phi_0)^2 \sqrt{2G(\Phi_0)} \partial_z \Phi_0 \, dz = \frac{36}{6} \frac{\tilde{\gamma}(0)}{\tilde{\gamma}(0)} \int_{0}^{1} \phi(1 - \phi) \, d\phi \\
= \frac{6\tilde{\gamma}(0)}{6} = \tilde{\gamma}(0).
\]

So we end up using the definition of \( \tilde{D} = D/\gamma \)
\[ v = \partial_z(\tilde{D}(n)\tilde{\gamma}(0)\partial_z W_0) = \partial_z(D(n)\partial_z W_0), \]  
(A.32)

which is Eq. (A.3). Now we turn back to (A.2) and obtain \( O(\varepsilon^0) \) in (A.2)
\[ g(\Phi_0)W_0 = \psi_1(-\tilde{\gamma}^2(0)\partial_z \Phi_1 - 2\tilde{\gamma}(0)\tilde{\gamma}'(0)\partial_z \Phi_0 - K\tilde{\gamma}^2(0)\partial_z \Phi_0 - (\tilde{\gamma}'(0))^2 + \tilde{\gamma}(0)\tilde{\gamma}''(0))K\partial_z \Phi_0 \\
+ G''(\Phi_0)\Phi_1 - \frac{1}{M(n)} v\partial_z \Phi_0.
\]

Testing this equation with \( \partial_z \Phi_0 \) one gets
\[
W_0 \int_{-\infty}^{+\infty} g(\Phi_0)\partial_z \Phi_0 \, dz = \psi_1 \left( -\tilde{\gamma}^2(0) \int_{-\infty}^{+\infty} \partial_z \Phi_1 \partial_z \Phi_0 \, dz - \tilde{\gamma}(0)\tilde{\gamma}'(0)\partial_z \Phi_0 \int_{-\infty}^{+\infty} (\partial_z \Phi_0^2) \, dz \\
- K\tilde{\gamma}^2(0) \int_{-\infty}^{+\infty} (\partial_z \Phi_0^2) \, dz - (\tilde{\gamma}'(0))^2 + \tilde{\gamma}(0)\tilde{\gamma}''(0))K \int_{-\infty}^{+\infty} (\partial_z \Phi_0^2) \, dz \\
+ \int_{-\infty}^{+\infty} G''(\Phi_0)\Phi_1 \partial_z \Phi_0 \, dz \right) - \frac{1}{M(n)} v \int_{-\infty}^{+\infty} (\partial_z \Phi_0^2) \, dz.
\]

We use integration by parts to obtain
\[
\tilde{\gamma}^2(0) \int_{-\infty}^{+\infty} \partial_z \Phi_1 \partial_z \Phi_0 \, dz - \int_{-\infty}^{+\infty} G''(\Phi_0)\Phi_1 \partial_z \Phi_0 \, dz = \tilde{\gamma}^2(0) \int_{-\infty}^{+\infty} \Phi_1 \partial_z \Phi_0 \, dz - \int_{-\infty}^{+\infty} \partial_z(G'(\Phi_0))\Phi_1 \, dz \\
= \int_{-\infty}^{+\infty} \Phi_1 \partial_z(\tilde{\gamma}^2(0)\partial_z \Phi_0 - G'(\Phi_0)) \, dz = 0.
\]

Furthermore we have
\[
\int_{-\infty}^{+\infty} g(\Phi_0) \partial_2 \Phi_0 \, dz = -1,
\]

which together lead to

\[
W_0 = \psi_1(\tilde{\gamma}(\theta)) \frac{1}{\tilde{\gamma}(\theta)} + \tilde{\gamma}(\theta) K + \left( (\tilde{\gamma}'(\theta))^2 + \tilde{\gamma}'(\theta) \tilde{\gamma}''(\theta) \right) \frac{K}{\tilde{\gamma}(\theta)} + \frac{1}{M(\mathbf{n}) \tilde{\gamma}(\theta)} v
\]

and finally to

\[
W_0 = \psi_1 \left( -\frac{(\tilde{\gamma}'(\theta))^2}{\tilde{\gamma}(\theta)} K + \tilde{\gamma}(\theta) K + \frac{(\tilde{\gamma}'(\theta))^2}{\tilde{\gamma}(\theta)} K + \tilde{\gamma}'(\theta) K \right) + \frac{1}{M(\mathbf{n}) \tilde{\gamma}(\theta)} v
\]

\[
= \psi_1(\tilde{\gamma}(\theta) + \tilde{\gamma}''(\theta)) K + \frac{1}{M(\mathbf{n}) \tilde{\gamma}(\theta)} v. \tag{A.33}
\]

Together with the definition of $\tilde{M} = M/\tilde{\gamma}$ this is Eq. (A.4), which completes the analysis. Finally we would like to remark that the incorporation of the anisotropy $\gamma$ in the diffusion coefficient $D$ and the mobility function $M$ naturally follows from the asymptotic analysis. If we in addition would consider a deposition flux in (A.1), also the flux has to be changed to $j = j/\gamma$.
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