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Abstract. There is often a need to display logged information textually for real-time event-based supervisory tasks. Textual display design can follow several directions that reflect a tradeoff between a visual load and an operational load. The study reported here was designed in order to examine this tradeoff and its implications for such display design. An event-based monitoring and handling task was used with different event types having either a high or a low handling priority. The events were presented in four different display configurations varying in their degree of visual and operational load. The specific performance indices were event dwelling times, event handling proportion, and handling errors. In general it was found that the high priority events were handled faster and more accurately than the low priority events. In addition, performance with the various display configurations was dependent upon event type. These findings are discussed in terms of visual vs. operational load tradeoff and its context-sensitivity. Some implications for display design and further research on event presentation approaches are discussed.

1. Introduction

1.1. Displaying events in supervisory control contexts

Power plant operation, network management, manufacturing systems operation, mass transportation management, and others, are contemporary examples for complex systems and tasks where vast amounts of data are being monitored and handled by machines. Yet, human experience and intuition may be required whenever the diagnostic process (i.e., recognizing that there is a problem and identifying the source of the problem) and the associated decision-making process (i.e., deciding how to handle the problem) cannot be fully automated. Thus, the human operator may sometimes be required to view and handle information of individual events in real time or close to it in order to perform supervisory tasks such as fault diagnosis and handling (e.g., Brann et al. 1996, Thronesbery and Schreckenghost 1998).

One of the shared characteristics of such diverse complex systems is the occurrence of discrete events defined in space and time, such as status changes or specific faults. While most of the information is presented to the human operator graphically, more focused event information is typically presented in an alphanumeric format to augment the more general graphic displays (Thronesbery and Malin 1998). The need to display logged information textually for real-time event-based supervisory tasks still presents some design challenges that were not fully investigated. The main objective of this study was to empirically examine some configurations of textual information display for real-time human supervision of multiple events.

The design of alphanumeric displays has been a topic for extensive research (e.g., Galitz 1997, Tullis 1997, for a general review on display design issues). Tullis’ earlier studies (1981) focused on textual displays and showed that there was a significant improvement in visual search times in re-designed screens as compared to the original screens. The layout factors that Tullis studied were global and local densities, grouping, and complexity. Other earlier studies (e.g., Norman et al. 1986, Mills and Weldon 1987) identified a variety of factors that influence reading from textual displays. Those factors included layout and formatting parameters such as number of characters per line, line length, and number of text lines. Additional studies (e.g., Callan et al. 1977, Treisman 1982, Staggers 1993) further confirmed that greater information density increased search times and errors. Other studies (e.g., Burns et al. 1986) showed
that other factors, such as alignment and consistency in location of elements on the screen, had a positive impact on search times. Layout parameters, such as density, grouping, and the number of elements, were taken as the underlying factors of screen complexity (e.g., Tullis 1988, Comber and Maltby 1997). Parush et al. (1998) studied screen complexity in textual Graphic User Interface (GUI) and found that alignment and grouping had a relatively larger impact on visual search as compared to factors such as density. Taken together, those studies showed that various parameters of display layout configuration had a strong impact on user performance.

The many findings of research on textual display design can serve as a good basis for guiding general textual display design. However, the research offers little with respect to variables typical of supervisory contexts. Such contexts are typically associated with two basic requirements: visual, where the user is required to visually search for the relevant information, and operational, where the user is required to act upon the information. Consequently, display design can follow two major directions in order to reduce the potential load on the operator. One direction is to minimize the amount of simultaneously displayed event-related information (e.g., the number of discrete events, event details, or event sources), thus reducing the visual load, supporting better visual search, and enhancing the diagnostic and decision making capability of the operator (e.g., Dodson and Shields 1978, Thronesbery et al. 1999). However, such an approach may force the operator to perform more search and navigation actions in order to access a required event and act upon it, thus increasing the operational load and possibly impairing the efficiency of the task performance. The other design direction is to maximize the amount of simultaneously displayed event-related information in order to provide immediate access to as many events and as many details as possible. However, such an approach may create a greater visual load that can influence visual search and the overall efficiency of the supervisory task.

In summary, the two display design approaches are associated with a tradeoff between visual data overload and operational load and the effects of this tradeoff on the performance of human supervisory tasks. This tradeoff is typical of many contemporary systems requiring the presence of the human operator in the control loop for supervisory purposes. Many systems of today’s information age are associated with increasingly large amounts of information, often requiring close human scrutiny. Thus, the understanding of the tradeoff between visual and operational load is a critical issue that needs further investigation.

1.2. Some system variables in supervisory control

The above outlined tradeoff stemming from display design approaches should be investigated in conjunction with system variables that are context and task-related. Some of those variables are:

1.2.1. Event quantity: When the operator is required to attend and follow an incoming stream of events with similar characteristics, such as a textual display of the event’s parameters, the number of the events can affect the overall performance of the task. Kerr (1973) showed that the human operator has difficulty simultaneously executing tasks with identical structures. A stream of events will thus be monitored and handled in a serial fashion. The more events that enter the system, the more likely the operator will not be able to handle later events. This can be a problem in a typical supervisory task where later events may be more important than earlier ones or if time pressure does not permit the handling of later events altogether.

1.2.2. Event occurrence rate: When the operator is required to attend to events occurring at varying rates, there may be too many to handle in a given available time frame. Such time stress may affect attention and processing capabilities which, in turn, are influenced by the way information is presented. Temporal constraints during supervisory control have been found to influence performance with various display types and designs (e.g., Coury and Boulette 1992, Moray et al. 1994) primarily with respect to the need to attend to individual display elements as compared with a more general, integrated information display.

1.2.3. Event type or source: The operator can be faced with events of varying importance, priorities and implications as far as the overall objective of the supervisory task is concerned. For example, events in a manufacturing context or network management can originate from several sources in the system with varying importance or priority. Events can also be categorized by any given criteria with varying priorities such as their impact level upon the overall performance of the system. The display of many events simultaneously can pose a problem to find the more significant or critical data and handle it.

Thus, similar events in large quantities, occurrence rate, and type or sources of events are some of the factors that, with a poor display design, can overload the operator and influence the performance of an event-based supervisory task. The impact of such factors along with display design factors still requires further investigation.
1.3. Objectives and approach of this study

In this study, the implications of display design on the visual-operational tradeoff in supervisory tasks were examined. The focus was on the textual display of logged event information for real-time event-based diagnosis and handling tasks. The experimental approach to examine the visual-operational tradeoff was to vary the quantity and detail level of event-related information and examine how it influenced the effectiveness and efficiency of a hypothetical supervisory task. The rationale for this approach was as follows: a high degree of visual load would be achieved by both the presentation of as many events from different sources and as many of their details as possible. This in turn would cause a reduced operational load because events from various sources are immediately accessible to the user. Conversely, a lower degree of visual load would be achieved by the selective presentation of some events from fewer sources and less details for each event. This in turn would cause a higher operational load, because more actions would be required to access non-displayed events and details.

The effects of this tradeoff on human supervisory performance were examined as a function of system variables such as event type and event occurrence rate. It was expected that higher event rates would increase operator's general workload and thus focus further the examination of the tradeoff between visual and operational load.

2. Method

2.1. Participants

The experiment sample included 82 participants – 39% female, and 61% male. Their ages ranged from 18 – 31 years old, with the mean age of 24.4 and a standard deviation of 3 years. Most participants had at least a high school diploma, with 44% having a university undergraduate degree. All participants were proficient with mouse-based interaction (Point & Click & Drag & Drop) and MS Windows. In addition, all participants had normal vision.

2.2. Experimental tasks

In order to test human performance of supervisory tasks as a function of the various display design approaches, a simulation of a hypothetical system was developed. The rationale for the system's concept was to emulate contexts such as network management, manu-
ufacturing floor management, power stations command and control, command and control of un-attended vehicles (e.g., Thronesbery et al. 1999), multi-sensor surveillance systems, or contact centers. The ‘cover story’ of the simulated system in this experiment was a network consisting of five sub-systems, each having a primary element and four sub-elements. The rationale for the experimental task was to simulate situations where faults occurring in the system generated multiple alarm-notices that were considered as the events to be handled. The simulated system was capable of categorizing the events as either critical or normal. A critical event was a traffic-influencing event, and a normal event was not influencing traffic in the network. The final handling of each event, however, required human diagnosis and handling. These events were logged and displayed in textual logs for each sub-system.

The objective of the experimental task was to determine whether to discard an event or handle it in one of three different ways. The event handling policy was built as a step-wise decision making process. The initial step was to notice whether the event was normal or critical. Critical events had a higher handling priority relative to normal events. Within a given priority category, the handling requirement was to follow a First-In-First-Out strategy. In other words, a new event had a lesser priority to be handled than an ‘old’ event of the same category. Once an event was noted as normal or critical, the next step was to examine additional event information in the primary element and in at least two sub-elements in the same sub-system. When one of the event parameters exceeded a prescribed threshold, the final handling could be determined.

It should be noted that there were events that the inspection of the information from the primary elements and only two sub-elements was sufficient to make the handling decision. In other cases, further inspection of additional parameters was required and this forced the user to seek more information about the event. Thus, the handling policy designed in the above manner provided a good test of the display design approaches.

2.3. Experimental setup and apparatus

2.3.1. Experimental design: The basic rationale of the experimental design was to create the tradeoff between visual load and operational load by varying the amount of displayed event-related information. A higher degree of visual load was achieved by displaying events from all sources and all the details of each event. Conversely, a lower degree of visual load was achieved by presenting events from only one source and only some of the event details. The degree of operational load
was dependent upon the amount of actions the participant was required to perform in order to handle each event. This manipulation was tested in conjunction with some system variables that are context and task related.

The amount of displayed event-related information was varied using two display factors each having two configurations. The combination of these two factors generated four display configurations presented schematically in figure 1.

The two display factors were as follows:

1. *Number of displayed event logs*: Grouping of related data and number of items in a group were found as good predictors of performance (e.g., Burns et al. 1986, Parush et al. 1998, Steveler and Wasserman 1984). Thus, the events for each sub-system in the simulated system were grouped and displayed in a time-ordered event log. One or five event logs were displayed in order to vary the overall amount of events displayed from each source. Events from all sub-systems were presented when all five logs were displayed which yielded a high degree of visual load. However, such a display also yielded a low degree of operational load because more events from all sources were immediately accessible to the user. Conversely, events from only one source were presented when one log was displayed and the other four sub-systems were represented each by a summary display. This approach yielded a display with a low degree of visual load. However, such a display also yielded a high degree of operational load because the user was required to perform more actions to access events from other sources;

2. *Display layout*: In order to vary the amount of details presented per event, an approach similar to the one studied by Thronesbery et al. (1999) was employed. In this approach, events are presented with only partial information and participants are required to select an event and view the rest of its data in a separate area on the screen, thus producing a split screen. The display configurations in this study consisted of either presenting all parameters for a given event, a full screen, or presenting less parameters for a given event, a split screen. Presenting only part of the parameters of each event in the split screen yielded a lower degree of visual load (but see Duchnicky and Kolers 1983, for the detrimental effects of narrower screen width on reading performance). However, since the handling decision sometimes required the access and retrieval of the hidden parameters, the split screen yielded a higher operational load (see also Thronesbery et al. 1999). Presenting all the parameters for each event in the full screen yielded a high degree of visual load. However, since no additional actions were required in order to access all the information for a given event, this screen yielded a lower degree of operational load.

In addition, the experiment included the following two system-oriented factors:

1. *Event type*, normal or critical. The handling policy in this study was that critical events, from any of the sub-systems, had to be handled before normal events. The purpose of having this manipulation was to force the participant to monitor all the information from all sub-systems at all times;

2. *Event occurrence rate*, high and low. This factor enabled the manipulation of the time constraints on the supervisory task (e.g., Coury and Boulette 1992, Moray et al. 1994) and assess whether and how it was related to the display variables.

The experimental design was fully factorial with repeated measures. The Display Layout (full or split screen) was a between-participant factor. The number of displayed logs, event type, and event occurrence rate were all within-participant (repeated measures) factors.

2.3.2. Screens: The combination of the two display layouts, full and split, and the number of event logs, one or five, produced four different screen designs. A schematic representation of the four screens is presented in figure 1.

Each of the four screens consisted of three main areas:

1. *The event handling area*: In the top area there were four buttons, each representing one of the four handling possibilities;

2. *The event log area*: In the centre area, the event logs and additional details for one or more sub-systems were presented. The events generated by a given sub-system were displayed in a time-ordered textual log, and the information for each included 16 hypothetical numerical parameters.

The events in the event log were displayed according to their arrival time; i.e., the most recent event was displayed at the top of the log, and the earliest event was displayed at the bottom of the log. This area
Figure 1. Schematic representation of the four experimental screens, where screens a, b are full layout with one and five logs, respectively; and screens c and d are split layout with one and five logs, respectively.
included a summary counter for the number of normal and critical events currently in the log (i.e., not handled), and the arrival time of the earliest event of each category. The number of displayed event logs was either one (figure 1a and 1c) or five logs (figures 1b and 1d).

The Event Log area had two different layouts:

(a) Full: The display of all the parameters for each event, in any of the displayed logs (figures 1a and 1b);
(b) Split: The display of some of the parameters for each event, in any of the displayed logs. Additional details for any selected event were displayed in the left-hand area (figures 1c and 1d);
(c) The summary counters area: In the bottom area, counters were displayed for sub-nets that were not displayed in the event log area. These counters were aimed at giving the participant an indication of the arrival of new events to other sub-nets. The number of critical events and normal events were displayed in two separate counters. The number of displayed counters in this area varied between four (figures 1a and 1c), and none (figures 1b and 1d) for one and five displayed logs, respectively.

It should be noted that the screens were designed in Hebrew. This required a right-to-left design (e.g., the event details are to the left of the event log) to match the reading direction.

2.3.3. Apparatus: The simulation was built as a stand-alone Visual Basic program. The program also included the experiment’s running interface and data collection. The simulation ran based on data input files, each including about 1000 different events. The event types, normal or critical, and their parameters were generated randomly in real-time. In addition, the other parameters such as event rate, and critical event rate were determined randomly in real-time. Finally, the program generated randomly the experimental conditions to each participant according to the following decisions:

(1) Full or split screen (see figure 1). This decision determined the three screen layouts that were presented to a given participant.
(2) Order of presentation of the experimental conditions. This decision determined the order with which one or five logs were presented.
(3) Event rates.

2.4. Procedure

2.4.1. General: The experiment took place in three settings that provided the ability to run several participants simultaneously. Each participant was assigned randomly to one of the two between-participant conditions: full or split screen. Once assigned, each participant proceeded in the following way:

(1) General instructions were read out loud by the experimenter;
(2) The instructions emphasized the importance of handling events according to the handling policy;
(3) No specific directions or hints were given as to how to inspect event details or how to search for any given event;
(4) Each of the experiment participants received the handling policy on paper;
(5) Each participant then proceeded with the experiment’s programme on an individual basis. In the beginning, each participant went through several practice trials that lasted 3 min. In a preceding pilot study it was found that this was sufficient to reach the asymptotic phase of the learning curve. Then the participants went through each of the three conditions assigned to them randomly by the programme. Each condition started with a random number of events that was equivalent to 3 min and lasted for 3 min. At the end of the 3-min session, the switch to the next condition was self-paced.

2.4.2. Simulation operation: The operational principles of the experimental system were as follows:

(1) Event handling: In order to handle an event, the experiment’s participant was required to select the event in the event log, and then select (mouse click) one of the four top buttons, representing the four handling types;
(2) Event additional inspection: In order to inspect a given event further (in the split screen), the experiment’s participant was required to select that event. The additional details then appeared in the left-hand area of the screen;
(3) Displaying event log of another sub-system: In order to display the event log of another subsystem, the experiment’s participant was required to select (mouse click) the relevant summary counter at the bottom of the screen in the case of a single displayed event log.
2.4.3. **Performance measurements**: Three parameters were measured and calculated:

1. **Handling proportion**: The proportion of handled and non-handled events relative to the total amount of events in a given session;
2. **Handling error**: Any handling decision that was different from the correct decision was considered a handling error;
3. **Event dwelling time**: The time between event entry into the system until it was handled or until the end of the experimental session if it was not handled.

### 3. Results

#### 3.1. Event handling proportion

All events that were not handled were counted and their frequencies tabulated according to the experimental conditions (see table 1).

In general, the proportion of critical events that were not handled ranged between 0 to about 9%. In contrast, it was found that most normal events were not handled at all, ranging from about 81 to about 91% across all experimental conditions (see figure 2).

A $\chi^2$ analysis was performed on the event-handling frequency data in order to determine whether it was affected by the display-related factors. A significant association was found between the frequency of non-handled critical and normal events and between the number of displayed event logs. This association, which can be seen in insert figure 2, was found for both a full screen ($\chi^2 = 21.59, p < 0.01$), and for the split screen ($\chi^2 = 21.53, p < 0.01$).

It can be seen in the top panel of insert figure 2 that for both screen layouts, full and split, the proportion of non-handled critical events was affected by the number of displayed event logs. More events were not handled in display layouts with five event logs as compared to screens with only one event log. There was no significant effect for the number of displayed event logs on the proportion of non-handled normal events.

In summary, more critical events were handled in screens with one displayed log as compared to screens with five logs, for both layouts, split and full.

#### 3.2. Event handling errors

The number of event handling errors was calculated and summed up for all experimental conditions (see table 2). Error rates for critical and normal events are presented in figure 3.

In general, error rates were low and the highest rate was 3.4% for the normal events and 1.3% for critical events. In addition, there were higher error rates in full screen layout as compared to the split screen layout, for

![Figure 2. Proportion of non-handled events as a function of the number of displayed logs in full and split layouts, for both critical events (top) and normal events (bottom).](image)

<table>
<thead>
<tr>
<th>Screen layout</th>
<th>Critical events</th>
<th>Normal events</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of logs</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>24 (695)</td>
<td>2335 (2841)</td>
</tr>
<tr>
<td>5</td>
<td>52 (759)</td>
<td>2626 (3031)</td>
</tr>
</tbody>
</table>

Table 1. Frequency of non-handled events (along with the total number of events) presented for both critical and normal events, for each of the display configurations.
A \chi^2 analysis was performed to test the association between the frequency of handling errors in the full and the split screen layouts as a function of the number of displayed logs and event type. The analysis indicated that, in the full screen layout, there was a significant association between handling errors and the number of displayed logs and event type ($\chi^2 = 7.47; p < 0.05$). It can be seen in figure 3, for the full screen layout, that there was an average increase of 73% between the error rates of critical and normal events. Specifically, there were increases of 89%, for screens with one displayed log, in handling normal events as compared to the critical events. No significant association was found in the split screen layout.

In addition, there was a significant association ($\chi^2 = 8.07; p < 0.05$) between error rates and display type and event type. In display layout with one displayed log, there were more handling errors in the full screen configuration as compared to the split screen, particularly for normal events.

In summary, the differences between handling error rates of critical and normal events occurred primarily in the full screen layout. In addition, there were significantly more errors in handling normal events in full screen configurations with one event log.

The duration that an event remained in the system until handled or until the end of the experimental session was summed up for all experimental conditions. Analysis of Variance (ANOVA) with repeated measures for the within-participant factors was run in order to determine the effects of the various experimental conditions on the event dwelling times.

The dwelling times of critical events were significantly shorter than those of normal events ($F = 2604; \text{DF} = 1109; p < 0.01; \text{Effect size} = 0.960$). This finding was consistent across all conditions. The mean dwelling times were significantly shorter for events handled during a low event rate as compared to a high event rate ($F = 27.4; \text{DF} = 1109; p < 0.01; \text{Effect size} = 0.201$). The dwelling times of events displayed in the full screen layout were significantly shorter than the dwelling times of events displayed in the split screen ($F = 10; \text{DF} = 1109; p < 0.01; \text{Effect size} = 0.084$). This was consistent for both critical and normal events (there was no significant interaction between screen layout and event type). Finally, there were also significant differences in dwelling times as a function of the number of displayed event logs ($F = 7.8; \text{DF} = 1109; p < 0.01; \text{Effect size} = 0.067$). Event dwelling time was shorter in screen configurations with five event logs as compared to screens with only one displayed event log.

There was a second-order significant interaction between the event type and the two display variables: screen configuration and number of displayed logs ($F = 5.7; \text{DF} = 1109; p < 0.01$). This interaction can be seen in figure 4.
It can be seen in the top panel of figure 4 that mean dwelling time in the full screen layout was shorter than in the split screen. In addition, mean dwelling time increased as a function of the number of displayed event logs: longer dwelling times were found for screens with five logs as compared to screens with one displayed log. This pattern was similar for both high and low event rates. This pattern was stronger in the full screen configuration as compared to the split screen configuration.

A different pattern can be seen in the bottom panel of figure 4 with respect to the normal events. Mean dwelling time in both the full and split screen configurations decreased as a function of the number of displayed logs: longer dwelling times were found for screens with one displayed log as compared to screens with five displayed logs.

4. Discussion

4.1. Summary of the results

Overall, both system variables – event type and event rate – had the most significant impact on performance. Almost all the critical events were handled significantly faster. In contrast, most of the normal events (up to 91% of the normal events that entered the system) were not handled. There was an overall effect of event rate on event dwell time, with shorter dwell times during a low event rate as compared to longer dwell times with high event rate. This finding is in line with other studies showing that temporal constraints during supervisory control influence performance (e.g., Coury and Boulette 1992, Moray et al. 1994).

The impact of the display layout factors upon performance was dependent upon event type. More critical events were handled in screens with only one displayed log, particularly in the full screen layout. This pattern is further supported by the finding that the shortest mean dwelling time for critical events was in full layout screens with one displayed event log (see Insert figure 4). In addition, the largest and most significant difference in handling error rates between critical and normal events was found in full screen layouts with one displayed log. The number of displayed logs did not affect the handling rate of normal events. However, there was a significantly higher handling error rate for normal events in full screen layout with one displayed log when compared to the split screen layout. In addition, the mean dwelling time of normal events was inversely related to the number of displayed logs: there were shorter dwelling times in screens with five displayed logs as compared to one log.

Taken together, the findings here suggest that handling performance of critical events was best in full screen layout with only one displayed log. This latter finding is in agreement with some earlier findings (e.g., Duchnicky and Kolers 1983) where wider lines produced faster reading rates than shorter lines, in textual displays.

In contrast, normal events were handled better in screens with five displayed event logs, as is manifested by the event dwell times. The impact of full vs. split screen layout on the handling of normal events was apparent only in terms of error rate, with a higher rate in the full screen layout.

4.2. Performance tradeoff: impact of the handling policy

One factor that can account for the patterns in this study is the policy that dictated a higher handling priority for the critical events and a lower priority for the normal events. Kerr (1973) showed that, in dealing with a stream of events with identical structure, the human operator would monitor and handle the events in a sequential fashion. A similar strategy was apparently adopted here. In order to comply with the handling policy, participants had to follow two sequential operational phases. In the first phase participants had a single task: find and handle only critical events and completely ignore the normal events. The observed performance indicates that in order to search and find the next required critical event for
handling it was easier to scan a full single event log, and then proceed to the next one, either by searching in the same displayed log or by selecting another log to be fully displayed. The second phase of the monitoring and handling operation started once the participants finished handling all the currently waiting critical events and proceeded to find the normal events. However, in this second phase, participants had two, and sometimes competing, tasks: (1) Find as many ‘old’ normal events as possible and handle them according to the First-In-First-Out policy; and (2) Continue to look for the arrival of new critical events in order to immediately select and handle them, thus complying with the overall handling policy. In this situation, the display of the five event logs made it easier to immediately select any new incoming critical event, on the one hand, and still continue to search and find the next normal event required for handling. This may also account for the higher error rate in handling normal events in the full layout screen with one displayed log. This latter configuration was less supportive of fast reaching new critical events while handling the normal events, thus more attention had to be allocated to look for the critical events at the expense of correctly handling the normal events.

The findings and the possible account outlined above reflects a performance tradeoff in monitoring and handling critical vs. normal events. The performance tradeoff is indicative of the visual vs. operational load tradeoff caused by the various display configurations. It seems that a reduction in the visual load, a full layout with a single log in this study, is more supportive of a supervisory task requiring focused attention on only one event type. In contrast, a reduction in the operational load, a full layout with five logs in this study, is more supportive of a supervisory task requiring divided attention on more than one event type each having a different handling priority.

4.3. Implications for supervisory textual display design

The findings here suggest that various screen configurations are more or less supportive of different aspects of the supervisory tasks and that depends primarily on contextual, system-oriented, factors such as event types and their handling policy. A general implication is to reduce as much as possible the visual load for very focused supervisory tasks such as handling a single type of events having uniform handling priority. Practically this suggests having on the screen only elements that are directly related to the focused task. Conversely, reduce the operational load if the task requires the division of focus among various aspects of the system, such as handling different types of events from various sources with varying handling priorities. Practically this means to have on the screen elements that are related to the various tasks in order to enable easier attention division and better access to the required events.

4.4. Implications for further research

In the preceding section it was suggested that the display should be different as a function of the changing operational context. Providing the human operator with the right interface at the right time, often known as adaptive interface, has been the subject of research for some time, some of it related to supervisory tasks in manufacturing contexts (e.g., Dunkler et al. 1988, Mitchell and Saisi 1987, Haas and Repperger 1998). Dynamic features of the task context and state characteristics of the human operator and the task have also been investigated (e.g., Hess et al. in press). However, further research is needed to identify and map the appropriate relationship between adaptive interface features and the dynamics of task contexts. The mapping should be such that the adaptive nature of the interface to changing patterns in the context will not become a disturbing factor but rather enhance supervisory performance.
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