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1. Introduction

Large scale convex quadratic programming (QP) problems arise in many different areas such as optimal control, machine learning, or telecommunication. Often they occur as a subproblem of solving even harder problems, e.g. nonlinear or mixed-integer programs. Thus, it is of vivid interest to develop efficient methods for this problem class. Large scale convex QPs possess a well-defined sparsity structure, and the dense linear algebra fails to exploit sparsity, unlike their sparse variant. There are several methods proposed in the literature to solve large scale convex QPs centrally. For instance, in\textsuperscript{27} and\textsuperscript{33} active set methods are proposed with block LU-updates on the KKT matrix and with hot-starting capabilities. In\textsuperscript{15},\textsuperscript{22}, interior-point methods are presented for the same problem class. CPLEX from\textsuperscript{28} implements both popular strategies with thread-based parallel linear algebra. These methods are unarguably efficient, but they all assume that the problem data fits into the shared memory of a computer. This assumption does not necessarily hold: it may be the case that the problem data is not available in a centralized form, but in portions, locally i.e. as a decoupled QP. For instance, one may consider control problems of complex networks such as electricity grids or search engine problems. For such applications, the centralized solution is not a possible option. In distributed optimization, local decisions with minimal coordination and communication...
effort are preferred together with guaranteed convergence properties. For instance, in [24], the author redesigns an interior-point method such that no forming of Hessians or Jacobians is needed. Instead, it necessitates only matrix-vector products, which can be calculated locally.

In most classical distributed optimization methods (for a good introduction see [6]) convexity and duality are heavily exploited. In this paper, we restrict our attention to this class of methods. Most existing distributed approaches decouple the original problem by introducing some dual variables to relax coupled constraints. This scheme, which is applicable to general convex decomposable problems, is called *Lagrangian relaxation* [32] or *dual decomposition*. The price of the decoupling is that one has to find the optimal dual variables, which turns out to be a hard problem due to the non-smoothness of the dual function.

We investigate methods that make use of only gradient information, since these methods by construction are parallelizable or may be even implemented in a distributed fashion. We are concerned with several aspects of the discussed methods. It is of our interest how these approaches behave in practice and to what extent this differs from the theoretical worst-case complexity results. We discuss the communication requirements of different methods along with the level of possible parallelization and distribution. Moreover, we establish a benchmark suite of large scale convex QP problems to provide test problems for researchers of future distributed algorithms.

The rest of this paper proceeds as follows. In Section 2, the optimization problem of our interest is stated and the concept of dual decomposition is given. In Section 3, the special structure of the considered optimization problem and the communication requirements are discussed. In Sections 4 and 5, several commonly used and state-of-the-art distributed optimization methods are discussed, which use only gradients of the dual function. Section 4 is devoted to methods for strongly convex problems, while Section 5 presents methods for non-strongly convex problems. We present the benchmark suite of large decoupled quadratic programming problems in Section 7. Some details regarding the software implementation are given in Section 6. The practical comparisons of the different methods are presented in Section 8. The paper concludes in Section 9.

Throughout this paper, $\mathbb{R}^n$ denotes the $n$-dimensional vector space of real numbers, $H \succeq 0$ ($H \succ 0$) means that matrix $H$ is positive semidefinite (positive definite). The \texttt{col}$(\cdot)$ (\texttt{row}$\cdot$) operator concatenates its arguments in a column (row), the set $\text{span}(x_1, \ldots, x_n)$ denotes the vector space spanned by $x_1, \ldots, x_n$. A variable or matrix with subscript, e.g. $A_i$, $x_i$ indicates that it belongs to a subproblem $i$, while a superscript in brackets, e.g. $x^{(k)}$ indicates that it belongs to the $k$-th iterate of an optimization method. The vertical concatenation of compatible matrices $A_1, \ldots, A_n$ is denoted by $(A_1 \mid \ldots \mid A_n)$.

## 2. Problem statement and dual decomposition

In this paper, we regard a decoupled convex quadratic program (QP) of the form

\[
\begin{align}
\min_x & \quad \sum_{i=1}^n \frac{1}{2} x_i^T H_i x_i + c_i^T x_i \\
\text{s.t.} & \quad \sum_{i=1}^n A_i x_i = b \\
& \quad x_i \in \mathcal{X}_i, \quad i = 1, \ldots, n,
\end{align}
\]
where \( x_i \in \mathbb{R}^{m_i}, \ x = \text{col}(x_1, \ldots, x_n) \in \mathbb{R}^m \) and for all \( i \in \{1, \ldots, n\}, A_i \in \mathbb{R}^{p \times m_i} \) holds. Furthermore, for all \( i \in \{1, \ldots, n\}, H_i \succeq 0 \), i.e. \( H_i \) are positive semi-definite, the sets \( \mathcal{X}_i = \{ x_i \in \mathbb{R}^{m_i} | C_i x_i \leq d_i \} \) are polytopic constraints. We define \( \mathcal{X} = \mathcal{X}_1 \times \cdots \times \mathcal{X}_n \subseteq \mathbb{R}^m \), \( A = (A_1 | \cdots | A_n) \) and \( m = \sum_{i=1}^n m_i \). Note that the cost function (1a) as well as the inequality constraint (1c) is decoupled and the different variables \( x_i \) are coupled via (1b). A non fully decoupled quadratic program might be transformed to this form by introducing new variables that are made equal by (1b).

### 2.1. Dual decomposition methods using only gradients

Dual decomposition has already been applied successfully in several areas, such as in optimal control [44][46], in estimation problems [43] or for problems from telecommunications [9][47]. It introduces a two-level optimization problem in order to decouple problem (1). The low-level optimization problems, which provide gradients to the high-level, are solved in parallel, while in the high-level problem the updates of the dual variables are carried out and propagated to the low-level. We consider several optimization methods for the high-level problem that make use of only gradients and give their convergence properties. We describe how the methods relate to each other, explain their parallel or distributed nature and clarify the communication requirements.

In the sequel, we restrict our attention to a subset of problem (1), namely where for all \( i \in \{1, \ldots, n\} \) the matrix \( H_i > 0 \), i.e. \( H_i \) is positive definite. The methods considered here rely on the dualization of constraint (1b), which results in the (partial) Lagrangian function defined by

\[
\mathcal{L}(x, \lambda) := \sum_{i=1}^n \mathcal{L}_i(x_i, \lambda) := \sum_{i=1}^n \left( \frac{1}{2} x_i^T H_i x_i + c_i^T x_i \right) + \lambda^T \left( \sum_{i=1}^n A_i x_i - b \right), \tag{2}
\]

where \( \lambda \in \mathbb{R}^p \) are the dual variables corresponding to (1b). Using strong duality one can introduce the Lagrange dual function \( d(\lambda) \) as

\[
d(\lambda) = \min_{x \in \mathcal{X}} \mathcal{L}(x, \lambda) = \sum_{i=1}^n \min_{x_i \in \mathcal{X}_i} \mathcal{L}_i(x_i, \lambda) \tag{3}
\]

and the unconstrained dual concave optimization problem as

\[
\max_{\lambda} d(\lambda). \tag{4}
\]

Note that the evaluation of \( d(\lambda) \) may be divided into solving \( n \) independent parametric QPs of form

\[
\min_{x_i} \frac{1}{2} x_i^T H_i x_i + (c_i^T + \lambda^T A_i) x_i - \lambda^T b \frac{n}{n}, \tag{5}
\]

which provides space for parallelized or even distributed methods. For a detailed description for general convex functions see [6] page 229. It can be shown that \( d(\lambda) \) is concave once \( H_i > 0 \) holds and it is once continuously differentiable with \( \nabla d(\lambda) = A x(\lambda)^* - b \), where \( x^*(\lambda) = \arg \min_x \mathcal{L}(x, \lambda) \) [6] pp. 669]. Moreover, it can be shown that \( \nabla d(\lambda) \) is Lipschitz continuous with constant \( L \), i.e. there exists \( L \in \mathbb{R} \) such that for all \( \lambda_1, \lambda_2 \in \mathbb{R}^p \),

\[
\| \nabla d(\lambda_1) - \nabla d(\lambda_2) \| \leq L \| \lambda_1 - \lambda_2 \|. \tag{6}
\]
This implies that \(-d(\lambda)\) may be bounded above by a quadratic function having curvature \(L\). However, in certain points the dual function has zero curvature. A function \(f\) is strongly convex with convexity parameter \(\mu > 0\) if for all \(x, y\)

\[
(\nabla f(x) - \nabla f(y))^T (x - y) \geq \mu \|x - y\|^2
\]  

holds. In other words, strongly convex functions can be bounded from below by a quadratic function. Since the dual function \(d(\lambda)\) has zero curvature in certain directions, \(-d(\lambda)\) is not strongly convex.

Since the second derivative of \(d(\lambda)\) is only defined piece-wise, only methods that employ first order derivatives are considered here. However, we note that also second-order derivatives may be used in a dual decomposition framework as in [17] requiring sparse linear algebra operations. Our work is related to [36], in which the authors present a decomposition method with a smoothing technique for general convex problems in order to improve the properties of \(d(\lambda)\). The approach published in [38] uses a smoothing technique as well and thus is a possible candidate for finding an optimal dual solution for general convex decomposable problems. Furthermore, following the same idea in [45] the authors make use of smoothing in both the primal and the dual problems.

We shortly summarize the most important convergence rates. Assume that \(\lambda^{(k)} \to \lambda^*\) as \(k \to \infty\). The series \(\lambda^{(k)}\) converges

- sublinearly if
  \[
  \|\lambda^{(k)} - \lambda^*\| \leq \frac{1}{k^\alpha}, \text{ with } \alpha \in (0, \infty], \ c \in \mathbb{R}
  \]

- linearly if
  \[
  \|\lambda^{(k)} - \lambda^*\| \leq c\alpha^k, \text{ with } \alpha \in [0, 1), \ c \in \mathbb{R}
  \]

- superlinearly if
  \[
  \|\lambda^{(k)} - \lambda^*\| \leq c\alpha^{(k)}, \text{ with } \alpha^{(k)} \to 0, \ c \in \mathbb{R}
  \]

- quadratically if
  \[
  \|\lambda^{(k)} - \lambda^*\| \leq c\alpha^{2^k}, \text{ with } \alpha \in [0, 1), \ c \in \mathbb{R}.
  \]

From an optimization point of view, the sublinear convergence rate means very poor performance, the linear convergence rate has sometimes acceptable performance depending on the value of \(\alpha\). The superlinear and quadratic convergence rates are desirable.

The methods discussed in our paper are based upon the general scheme

\[
x^{(k)} = \arg \min_{x \in \mathcal{X}} L(x, \lambda^{(k)})
\]

\[
\lambda^{(k+1)} = \lambda^{(k)} + \mathcal{G}\left(\nabla d(\lambda^{(0)}), \ldots, \nabla d(\lambda^{(k)})\right)
\]

where \(\mathcal{G} : \mathbb{R}^{p \times (k+1)} \to \mathbb{R}^p\). In (12a), we have to solve \(n\) parametric quadratic programs in parallel, which provide gradient information to the dual space. In (12b), we have to calculate the next iterate in the dual variable \(\lambda\) by mapping the previous gradients to a correction term.

There exists an important theoretical result from Nesterov [37, page 61], who showed that if a method implements \(\mathcal{G}\) as a linear combination operator, i.e.
$G(\nabla d(\lambda(0)), \ldots, \nabla d(\lambda^{(k)})) \in \text{span}(\nabla d(\lambda(0)), \ldots, \nabla d(\lambda^{(k)}))$ then the convergence cannot be fast in the beginning. More precisely, for any method following a scheme

$$\lambda^{(k+1)} \in \lambda^{(k)} + \text{span}(\nabla f(\lambda(0)), \ldots, \nabla f(\lambda^{(k)})),$$

and for any $k \geq 1$ the existence of function $f(\cdot)$ renders the worst-case convergence rate of any first-order method sublinear in the beginning. However, this does not mean that with practical applications one might not observe faster convergence. We will see that different realizations of (12b) lead to different convergence behaviour. Our aim is to summarize the theoretical properties of several methods and compare their practical performance on different problems.

3. Structure of constraint matrix $A$ and communication requirements

In this section, we discuss the particular structure of the constraint matrix $A = (A_1 | \ldots | A_n)$ of (1) in order to establish the basics of the required communication between subproblems, or partitions. Throughout this paper we make the following assumption on the sparsity structure of $A_i$.

- most of the rows of $A_i$ are zeros,
- if row $j$ of $A_i$ has non-zero elements then there exists $k$ such that row $j$ of $A_k$ has non-zero elements.

The coupling between partitions are very typical and determine the sparsity pattern of $A$. Subproblems can share one or more variables. Or even a weighted sum of some variables of each subsystem can be represented as a constraint. For example, assuming that we have $n = 3$ subproblems, and $A = (A_1 | A_2 | A_3)$ is defined by

$$A_1 = \begin{bmatrix} \ldots & 1 & 0 & 0 & \ldots \\ \ldots & 0 & 1 & 0 & \ldots \\ \ldots & 0 & 0 & 1 & \ldots \end{bmatrix}, \quad A_2 = \begin{bmatrix} \ldots & -1 & 0 & 0 & \ldots \\ \ldots & 0 & 0 & 0 & \ldots \\ \ldots & 0 & 0 & -1 & \ldots \end{bmatrix}, \quad A_3 = \begin{bmatrix} \ldots & 0 & 0 & 0 & \ldots \\ \ldots & 0 & 0 & 1 & \ldots \end{bmatrix},$$

then the dimension of the dual space is 3. The first row of $A$ ensures that subproblem 1 and 2 share a variable. The second row ensures that subproblem 1 and 3 have a common value. While the third row sums up some variables of each subsystem.

It is important to understand that in general each dual variable correspond to a coupling equation in (1b). Thus, the optimal solution of the $i$-th subproblem in (5) depends only on those elements of $\lambda$ which correspond to couplings that involve subproblem $i$, i.e. $A_i$ has non-zero elements in the corresponding row. In other words, in subproblem $i$ the knowledge of only those dual variables are necessary, which correspond to constraints that subproblem $i$ contributes to. The same reasoning holds for the gradient of the dual function $\nabla d(\lambda)$. If $G(\cdot)$ in (12b) is a simple enough operation the update of the dual variables can be carried out by using only local communication of the corresponding gradient vector slices, e.g. see the gradient method later on. Otherwise, if $G(\cdot)$ is more
involved, global communication is required. This feature is always algorithm dependent and thus has to be discussed in a more specific context.

4. Methods for strongly convex separable QPs

In this section, we present methods that employ the Lagrangian function directly. These schemes can cope only with strongly convex QPs, i.e. the original problem has to be positive definite. Non-strongly convex problems can be transformed into strongly convex ones by adding a small diagonal regularization to the Hessian matrix.

4.1. Gradient method with fixed stepsize

The gradient method, also referred to as steepest descent method, is one of the oldest first order methods proposed first by Cauchy in 1847 [8]. It uses only the latest gradient to obtain a search direction.

\[ \lambda^{(k+1)} := \lambda^{(k)} + t^{(k)} \nabla d(\lambda^{(k)}) \] (16)

If we apply this method in (12b) it can be shown (see [37, pp. 69-70] for details) that the optimal stepsize is \( t^{(k)} = \frac{1}{L} \).

**Algorithm 1:** Gradient method with fixed stepsize. (GM)

```
Input : \lambda^{(0)}, L
1 k := 0
2 while no convergence do
3  foreach i = 1, ..., n do
4    \[ x_i^{(k)} := \arg \min_{x_i \in X_i} L_i(x_i, \lambda^{(k)}) \]
5  end
6 \nabla d(\lambda^{(k)}) := \left( \sum_{i=1}^{n} A_i x_i^{(k)} \right) - b
7 \lambda^{(k+1)} := \lambda^{(k)} + \frac{1}{L} \nabla d(\lambda^{(k)})
8 k := k + 1
9 end
Output: \lambda^{(k)}, x^{(k)}
```

**Convergence:** We can see that if the function \( d(\lambda) \) has high curvature, i.e. the Lipschitz constant \( L \) gets large, the method takes very short steps in Step 7, while if it has moderately flat curvature it takes longer steps. The convergence rate of the algorithm is sublinear [37 pp. 70] that is

\[ d^* - d(\lambda^{(k)}) \leq \frac{2L\|\lambda^{(0)} - \lambda^*\|^2}{k + 4}. \] (17)

Since this is not proportional to the lower bound given in (14a), this method is not optimal in the sense of Nesterov [37 p. 71].

**Communication:** Algorithm I can be implemented in a fully distributed fashion using only local communication. Indeed, assume that we want to update the dual variables
\( \lambda^{(k)} \) in subproblem \( i \). First, we notice that only a slice of \( \lambda^{(k)} \) is necessary in subproblem \( i \), i.e. the elements that correspond to constraints to which subproblem \( i \) contributes. Other parts of \( \lambda^{(k)} \) can be excluded from the update, since they don’t have an influence on the optimal solution of subproblem \( i \). Second, in order to update \( \lambda^{(k)} \), the necessary directions of the dual gradient function \( \nabla(d(\lambda)) \) needs to be available and for this reason all contributions have to be collected from other subsystems that are coupled with subsystem \( i \). In essence, in every iteration each subproblem sends its contribution to the dual gradient to other subsystems that are coupled to it and make the step locally. In this way, only local communication of vectors between coupled subproblems is necessary and no central coordination is needed. However, the Lipschitz constant \( L \) must be globally available a priori.

Note that calculating the Lipschitz constant \( L \) might be hard or even impossible in practice. This motivates us to use adaptive stepsizes or equivalently to approximate the Lipschitz constant based on local information. In the literature one can find many different approaches on how to do this (for a good summary see \[50\] and the references therein).

### 4.2. Global Barzilai-Borwein method

We consider the adaptive gradient method from \[3\] that is often regarded as Barzilai-Borwein update rule and reads as

\[
\begin{align*}
    y^{(k)} &:= \nabla d(\lambda^{(k+1)}) - \nabla d(\lambda^{(k)}), \\
    s^{(k)} &:= \lambda^{(k+1)} - \lambda^{(k)}, \\
    t^{(k)} &:= (s^{(k)})^T s^{(k)} / (s^{(k)})^T y^{(k)}.
\end{align*}
\]

A variant of the method for nonlinear convex functions was published in \[41\] and can be summarized as in Algorithm 2.

Note that in Algorithm 2 there is no explicit need for a Lipschitz constant and the stepsize is determined by a non-monotone line-search subprocedure, see the while loop in Line 14.

**Convergence:** In \[3\], the authors prove superlinear convergence for two-dimensional strongly convex quadratic functions. Moreover, R-linear convergence was shown for general strongly convex quadratics in \[11\]. The general convex quadratic case was investigated in \[19\].

**Communication:** As a consequence of the line-search procedure, the update of the dual variables has to be coordinated from a dedicated process, while the primal variables \( x_i \) are updated in parallel in the coordinated processes, see Lines 9 and 17. These processes compute their contribution to the dual objective and dual gradient functions, which have to be transmitted to the coordinator process, which updates the dual variables and propagates them to the coordinated processes. In our case, the price of calculating \( d(\lambda) \) and \( \nabla d(\lambda) \) is the same, namely solving \( n \) QPs in parallel.
Algorithm 2: Global Barzilai-Borwein method. (GBB)

Input : $\lambda(0)$, $M \geq 0$, $\gamma \in (0, 1)$, $\delta > 0$, $\sigma \in (0, 1)$, $0 < \epsilon << 1$

1. $k := 0$
2. $\alpha_0 = 1$

while no convergence do
  if $\alpha_k \leq \epsilon$ or $\alpha_k \geq \frac{1}{\epsilon}$ then
    $\alpha_k := \delta$
  end
  if $k == 0$ then
    foreach $i = 1, \ldots, n$ do
      $x_i^{(k)} := \arg \min_{x_i \in X_i} L_i(x_i, \lambda^{(k)})$
    end
  end
  $\nabla d(\lambda^{(k)}) := \left( \sum_{i=1}^{n} A_i x_i^{(k)} \right) - b$
  $t := \frac{1}{\alpha_0}$

while True do
  $\lambda^{(k+1)} := \lambda^{(k)} + t \nabla d(\lambda^{(k)})$
  foreach $i = 1, \ldots, n$ do
    $x_i^{(k+1)} := \arg \min_{x_i \in X_i} L_i(x_i, \lambda^{(k+1)})$
  end
  $d(\lambda^{(k+1)}) := L(x^{(k+1)}, \lambda^{(k+1)})$
  if $-d(\lambda^{(k+1)}) \leq \max_{0 \leq j \leq \min(k, M)} (-d(\lambda^{(k-j)})) - \gamma |\nabla d(\lambda^{(k)})|_2^2$ then
    break
  else
    $t := \sigma t$
  end
  $\nabla d(\lambda^{(k+1)}) := \left( \sum_{i=1}^{n} A_i x_i^{(k+1)} \right) - b$
  $y^{(k)} := \nabla d(\lambda^{(k+1)}) - \nabla d(\lambda^{(k)})$
  $s^{(k)} := \lambda^{(k+1)} - \lambda^{(k)}$
  $\alpha_{k+1} := \frac{(s^{(k)})^T y_k}{\|s^{(k)}\|_2^2}$
  $k := k + 1$
end

Output: $\lambda^{(k)}$, $x^{(k)}$

4.3. Fast gradient method with fixed stepsize

One can introduce another type of acceleration without a line-search procedure but fixed stepsize. The family of fast gradient methods was introduced in [38]. We describe a simplified optimal method for convex differentiable functions with $L$-Lipschitz gradient from [37, pp. 80] in Algorithm 3.

The fast gradient methods maintain a sequence $\lambda^{(k)}_B$, which is often referred to as the momentum term. Indeed, the momentum term tries to give an approximation of the next iterate by extrapolation.

**Convergence:** The convergence rate of Algorithm 3 is optimal, yet sublinear, i.e.

$$d^* - d(\lambda) \leq \frac{4L\|\lambda_0 - \lambda^*\|_2^2}{(k + 2)^2}.$$  (19)
Algorithm 3: Fast gradient method with constant stepsize (FG)

Input: \( \lambda^{(0)}, L, \alpha_0 \in (0, 1) \)
1. \( \lambda_A^{(k)} := \lambda_B^{(k)} := \lambda^{(0)} \)
2. \( k := 0 \)
3. while no convergence do
   4. foreach \( i = 1, \ldots, n \) do
      5. \( x^{(k)}_i := \arg \min_{x_i \in X_i} L_i(x_i, \lambda^{(k)}_B) \)
   6. end
   7. \( \nabla d(\lambda^{(k)}_B) := \left( \sum_{i=1}^n A_i x^{(k)}_i \right) - b \)
   8. \( \lambda_A^{(k+1)} := \lambda_B^{(k)} + \frac{1}{L} \nabla d(\lambda^{(k)}_B) \)
   9. Compute \( \alpha_{k+1} \in (0, 1) \) from \( \alpha^2_{k+1} = (1 - \alpha_{k+1}) \alpha^2_k \)
   10. \( \beta_k := \frac{\alpha_k (1 - \alpha_k)}{\alpha^2_k + \alpha_{k+1}} \)
   11. \( \lambda_B^{(k+1)} := \lambda_A^{(k+1)} + \beta_k \left( \lambda_A^{(k+1)} - \lambda_A^{(k)} \right) \)
   12. \( k := k + 1 \)
end

Output: \( \lambda_A^{(k)}, x^{(k)} \)

The optimality of the method refers to the fact that one can give lower and upper estimates on \( d^* - d(\lambda^{(k)}) \) that are proportional. In this case, they are both in the order of \( \frac{1}{k^2} \).

Communication: One can implement Algorithm 3 in a fully distributed fashion, since for the update of dual variables only gradient vectors of the coupled subproblems are necessary. The same reasoning as for the gradient method applies here as well. Thus, local communication of vectors and knowledge of the Lipschitz constant system-wide is necessary.

4.4. Fast gradient method with adaptive stepsize

Finding the tightest Lipschitz constant, or even an approximation might be again a difficult problem, thus we discuss an adaptive variant of Algorithm 3 from [29], with a line-search strategy from [5]. In Algorithm 4, the Lipschitz constant is adjusted in each iteration by a line-search procedure. A similar procedure is proposed in [39] in a different context. A Lipschitz constant that is too large may lead to very conservative steps, while a Lipschitz constant that is too small may lead to divergence of the algorithm.

This method does not require the knowledge of the Lipschitz constant \( L \). Instead, an approximation \( L^{(k)} \leq L \) is maintained based upon local information. In the inner while loop from Line 8 on, we increase \( L^{(k)} \) repeatedly until it fulfills the Lipschitz property in points \( \lambda_B^{(k)}, \lambda_A \). In this approach, the decrease of \( L^{(k)} \) is not allowed and the convexity parameter is not approximated as it is known to be zero.
Algorithm 4: Fast gradient method with adaptive Lipschitz approximation (FG-AL)

Input : $\lambda^{(0)}, L^{(k)}, \rho > 1, \alpha_0 \in (0, 1)$

1 $\lambda_A^{(0)} := \lambda_B^{(0)} := \lambda^{(0)}$
2 $k := 0$
3 while no convergence do
4  foreach $i = 1, \ldots, n$ do
5    $x_i^{(k)} := \arg \min_{x_i \in \mathcal{X}_i} \mathcal{L}_i(x_i, \lambda_B^{(k)})$
6  end
7 $\nabla d(\lambda_B^{(k)}) := \left( \sum_{i=1}^n A_i x_i^{(k)} \right) - b$
8 while True do
9  $\lambda_A := \lambda_B^{(k)} + \frac{1}{L^{(k)}} \nabla d(\lambda_B^{(k)})$
10  foreach $i = 1, \ldots, n$ do
11    $x_i^{(k)} := \arg \min_{x_i \in \mathcal{X}_i} \mathcal{L}_i(x_i, \lambda_A)$
12  end
13 $\nabla d(\lambda_A) := \left( \sum_{i=1}^n A_i x_i^{(k)} \right) - b$
14 if $| (\lambda_B^{(k)} - \lambda_A)^T (\nabla d(\lambda_B^{(k)}) - \nabla d(\lambda_A)) | \leq \frac{1}{2} L^{(k)} \| \lambda_A - \lambda_B^{(k)} \|_2^2$ then
15  break
16 else
17  $L^{(k)} := \rho L^{(k)}$
18 end
19 $\lambda_A^{(k+1)} := \lambda_A$
20 Compute $\alpha_{k+1} \in (0, 1)$ from $\alpha_{k+1}^2 = (1 - \alpha_{k+1}) \alpha_k^2$
21 $\beta_k := \frac{\alpha_k (1 - \alpha_k)}{\alpha_k^2 + \alpha_k}$
22 $\lambda_B^{(k+1)} := \lambda_A^{(k+1)} + \beta_k \left( \lambda_A^{(k+1)} - \lambda_A^{(k)} \right)$
23 $k := k + 1$
24 end

Output: $\lambda_A^{(k)}$

Convergence: If we choose $L^{(k)} := L$ the convergence speed of Algorithm 4 is optimal sublinear, i.e.

$$d(\lambda^*) - d(\lambda^{(k)}) \leq \left( \frac{4L}{2 \sqrt{L} + k \sqrt{\gamma_0}} \right) \left( d(\lambda^*) - d(\lambda^{(0)}) + \frac{\gamma_0}{2} \| \lambda^{(0)} - \lambda^* \|_2^2 \right), \quad (20)$$

with some $\gamma_0 \in \mathbb{R}$. $L$ is the Lipschitz constant of $\nabla d(\lambda)$. The addition of the line-search based Lipschitz approximation does not affect the asymptotic convergence, thus FG-AL is an optimal method.

Communication: Since $L^{(k)}$ is adjusted with a line-search procedure, central coordination is necessary. The coordinated processes calculate their contribution to the dual gradient in parallel, see Lines 5 and 11. Then the contributions are sent to the coordinator, which governs the stepsize procedure accordingly.
4.5. **Fast gradient method with adaptive restart**

A recent approach from [40] tries to avoid the increase of the objective in fast gradient methods by a simple heuristic. Whenever
\[ -\nabla d(\lambda_B^{(k)})^T (\lambda_A^{(k+1)} - \lambda_A^{(k)}) > 0 \] (21)
holds, \( \lambda_B^{(k+1)} \) is reset to \( \lambda_A^{(k+1)} \). This method is given in Algorithm 5.

Algorithm 5: Fast gradient method with adaptive restart (FG-AR)

Input: \( \lambda^{(0)}, L, \alpha_0 \in (0,1) \)
1. \( \lambda_A^{(k)} := \lambda_B^{(k)} := \lambda^{(0)} \)
2. \( k := 0 \)
3. while no convergence do
4. \hspace{.5cm} foreach \( i = 1, \ldots, n \) do
5. \hspace{.5cm} \hspace{.5cm} \( x_i^{(k)} := \arg \min_{x_i \in X_i} L_i(x_i, \lambda_B^{(k)}) \)
6. \hspace{1.5cm} end
7. \hspace{.5cm} \( \nabla d(\lambda_B^{(k)}) := \left( \sum_{i=1}^{n} A_i x_i^{(k)} \right) - b \)
8. \hspace{.5cm} \( \lambda_A^{(k+1)} := \lambda_B^{(k)} + \frac{1}{L} \nabla d(\lambda_B^{(k)}) \)
9. \hspace{.5cm} Compute \( \alpha_{k+1} \in (0,1) \) from \( \alpha_{k+1}^2 = (1 - \alpha_{k+1}) \alpha_k^2 \)
10. \hspace{.5cm} \( \beta_k := \frac{\alpha_k (1 - \alpha_{k+1})}{\alpha_k^2 + \alpha_{k+1}} \)
11. \hspace{.5cm} \( \lambda_B^{(k+1)} := \lambda_A^{(k+1)} + \beta_k \left( \lambda_A^{(k+1)} - \lambda_A^{(k)} \right) \)
12. \hspace{.5cm} if \( -\nabla d(\lambda_B^{(k)})^T (\lambda_A^{(k+1)} - \lambda_A^{(k)}) > 0 \) then
13. \hspace{1.5cm} \( \lambda_B^{(k+1)} := \lambda_A^{(k+1)} \)
14. \hspace{1.5cm} \( \alpha_{k+1} := 1 \)
15. \hspace{1.5cm} end
16. \hspace{.5cm} \( k := k + 1 \)
17. end

Output: \( \lambda_A^{(k)} \)

**Convergence:** The authors show that for strongly convex quadratic functions (optimal) linear convergence can be attained. In other words, the optimal linear convergence is not affected by the restart mechanism. For our problem, we expect sublinear convergence rate.

**Communication:** The heuristic restart procedure has to be implemented with centralized coordination, since we have to check the sign of an inner product of two vectors in Line 12. However, the gradient computation may take place in parallel in Line 5. Again, the knowledge of the Lipschitz constant \( L \) is necessary in all subproblems.

5. **Methods for non-strongly convex QPs**

In this section, we consider methods for non-strongly convex problems of form [1]. Hence for each \( i \in \{1, \ldots, n\} \), the matrix \( H_i \) in [1] is positive semidefinite. The two methods
presented here have their origin in the method of multipliers that was initially suggested by Hestenes \cite{26} and make use of the (partial) augmented Lagrangian function defined as

\[
L_\rho(x, \lambda) := \left( \sum_{i=1}^{n} \frac{1}{2} x_i^T H_i x_i + c_i^T x_i \right) + \lambda^T \left( \sum_{i=1}^{n} A_i x_i - b \right) + \frac{\rho}{2} \left\| \sum_{i=1}^{n} A_i x_i - b \right\|^2_2 , \tag{22}
\]

where \( \rho \) is often called the penalty parameter. This function (compared to the partial Lagrangian function defined in (2)) has an extra quadratic term that introduces curvature to the quadratic subproblems. The corresponding dual function \( d_\rho(\lambda) \) is concave and defined by

\[
d_\rho(\lambda) := \min_{x \in \mathcal{X}} L_\rho(x, \lambda). \tag{23}
\]

The main drawback of this construction is that the evaluation of \( d_\rho(\lambda) \) cannot be parallelized anymore due to the added quadratic term. However, as it will be presented later on, by adding some auxiliary variables one can introduce separability.

### 5.1. Alternating direction method of multipliers

The alternating direction method of multipliers (ADMM) is an increasingly popular method originating from \cite{20, 23} and employing the augmented Lagrangian. A recent summary was published in \cite{7}. In order to make the partial augmented Lagrangian function separable, we introduce slack variables \( z_i \in \mathbb{R}^p, i = 1, \ldots, n \) and solve an equivalent problem of the form

\[
\begin{align*}
\min_{x, z} & \quad \sum_{i=1}^{n} \frac{1}{2} x_i^T H_i x_i + c_i^T x_i \\
\text{s.t.} & \quad A_i x_i - z_i = 0, \quad i = 1, \ldots, n \\
& \quad x_i \in \mathcal{X}_i, \quad i = 1, \ldots, n , \\
& \quad \sum_{i=1}^{n} z_i = b . \tag{24}
\end{align*}
\]

Splitting the augmented Lagrangian is possible with other reformulations as well, which may lead to different optimization performance, however, we consider only the above mentioned strategy. The corresponding augmented Lagrangian function reads as

\[
L_\rho(x, z, \lambda) := \sum_{i=1}^{n} L_{\rho, i}(x_i, z, \lambda) := \sum_{i=1}^{n} \left( \frac{1}{2} x_i^T H_i x_i + c_i^T x_i + \lambda_i^T (A_i x_i - z_i) + \frac{\rho}{2} ||A_i x_i - z_i||_2^2 \right) , \tag{25}
\]

where \( z = \text{col}(z_1, \ldots, z_n) \), \( \lambda_i \) is the dual variable corresponding to the \( i \)-th constraint in (24b), \( \lambda = \text{col}(\lambda_1, \ldots, \lambda_n) \), and let \( \mathcal{Z} := \{ z | \sum_{i=1}^{n} z_i = b \} \). This method is closely related to the method of multipliers \cite{26}, although ADMM divides the primal variables to two subsets, \( x \) and \( z \), respectively and minimizes the augmented Lagrangian along these variables in an alternating fashion. More precisely, in each iteration, an update of
primal variables \( x, z \) and dual variables \( \lambda \) is carried out as

\[
x^{(k+1)} := \arg \min_{x \in \mathcal{X}} \mathcal{L}_\rho \left( x, z^{(k)}, \lambda^{(k)} \right)
\]

(26a)

\[
z^{(k+1)} := \arg \min_{z \in \mathcal{Z}} \mathcal{L}_\rho \left( x^{(k+1)}, z, \lambda^{(k)} \right)
\]

(26b)

\[
\lambda_i^{(k+1)} := \lambda_i^{(k)} + \rho \left( A_i x_i^{(k+1)} - z_i^{(k+1)} \right).
\]

(26c)

Note that (26a) can be divided into \( n \) independent quadratic programming problems, i.e.

\[
\min_{x \in \mathcal{X}} \mathcal{L}_\rho \left( x, z^{(k)}, \lambda^{(k)} \right) = \sum_{i=1}^{n} \min_{x_i \in \mathcal{X}_i} \frac{1}{2} x_i^T H_i x_i + c_i^T x_i +
\]

\[
\left( \lambda_i^{(k)} \right)^T \left( A_i x_i - z_i^{(k)} \right) + \frac{\rho}{2} \| A_i x_i - z_i \|_2^2.
\]

(27)

In (26b), we have to solve a large, convex, sparse, equality constrained QP. This step can be done explicitly by first calculating the dual solution \( \mu^* \in \mathbb{R}^p \) of (26b) as

\[
\mu^* = \frac{\left( \sum_{i=1}^{n} \rho A_i x_i^{(k+1)} + \lambda_i^{(k)} \right) - \rho b}{n},
\]

(28)

and computing the primal solution \( z_i^* \) following

\[
z_i^* = \frac{\rho A_i x_i^{(k+1)} + \lambda_i^{(k)} - \mu^*}{\rho}.
\]

(29)

### Algorithm 6: Alternating Direction Method of Multipliers (ADMM)

**Input**: \( x^{(0)}, z^{(0)}, \lambda^{(0)}, \rho \)

1. \( k := 0 \)
2. while no convergence do
3.   foreach \( i = 1, \ldots, n \) do
4.     \( x_i^{(k+1)} := \arg \min_{x_i \in \mathcal{X}_i} \mathcal{L}_{\rho,i}(x_i, z^{(k)}, \lambda^{(k)}) \)
5.   end
6.   \( \mu^* := \frac{\left( \sum_{i=1}^{n} \rho A_i x_i^{(k+1)} + \lambda_i^{(k)} \right) - \rho b}{n} \)
7.   for \( i = 1, \ldots, n \) do
8.     \( z_i^{(k+1)} := \frac{\rho A_i x_i^{(k+1)} + \lambda_i^{(k)} - \mu^*}{\rho} \)
9.     \( \lambda_i^{(k+1)} := \lambda_i^{(k)} + \rho (A_i x_i^{(k+1)} - z_i^{(k+1)} ) \)
10. end
11. \( k := k + 1 \)
12. end

**Output**: \( x^{(k)}, z^{(k)}, \lambda^{(k)} \)

**Convergence**: The convergence rate of ADMM for convex problems in the worst case was shown to be \( O \left( \frac{1}{k} \right) \) in [25]. More precisely, assuming that at least one of the sub-
problems is solved exactly we have
\[ \|w^{(k)} - w^{(k+1)}\|^2_H \leq \frac{1}{k+1} \|w^{(0)} - w^*\|^2_H, \] (30)
with \( w = \text{col}(x, z, \lambda) \) and some matrix \( H \succeq 0 \). Moreover, if (24a) is strongly convex global linear convergence is guaranteed [13], i.e.
\[ \|w^{(k+1)} - w^*\|^2_G \leq \frac{1}{1 + \delta} \|w^{(k)} - w^*\|^2_G, \] (31)
where \( \delta > 0 \) and for some \( G \succeq 0 \). In practice, ADMM is often sensitive to the choice of the penalty parameter \( \rho \). A too low penalty parameter might lead to divergence, while a too high one may cause numerical difficulties.

**Communication:** ADMM may be implemented in a fully distributed fashion. Indeed, the update of variable \( x_i \) in Line 4 uses only locally available variables. Assume that we want to update \( z_i \) of subproblem \( i \). Here, the knowledge of the whole \( \mu^* \) is not necessary, only those coordinates are needed which correspond to constraints to which subproblem \( i \) contributes. In order to calculate these, we need to transmit the variables \( x_i \) and \( \lambda_i \) between connected subproblems. Similarly, only certain directions of variables \( z_i \) and \( \lambda_i \) need to be updated, for which the corresponding \( \mu^* \) values are already available.

### 5.2. Inexact Uzawa method

The *inexact Uzawa method* [49] employs the augmented Lagrangian function (25) also and is closely related to ADMM. However, the augmented Lagrangian is extended with an extra term, which penalizes big changes in the variable \( x_i \). The method proceeds as
\[
\begin{align*}
x^{(k+1)} &:= \text{arg min}_{x \in X} \mathcal{L}_\rho(x, z^{(k)}, \lambda^{(k)}) + \frac{1}{2} \|x - x^{(k)}\|^2_D \tag{32a} \\
z^{(k+1)} &:= \text{arg min}_{z \in Z} \mathcal{L}_\rho \left( x^{(k+1)}, z, \lambda^{(k)} \right) \tag{32b} \\
\lambda_i^{(k+1)} &:= \lambda_i^{(k)} + \rho \left( A_i x_i^{(k+1)} - z_i^{(k+1)} \right) \tag{32c}
\end{align*}
\]
where \( D = \text{diag}(D_1, \ldots, D_n) \succeq 0 \). Note that once \( D = 0 \), the resulting algorithm is ADMM. Similarly to ADMM, in (32a) we have to solve \( n \) QPs in parallel if \( D \) is chosen to be block-diagonal, which we assume. However, if \( D > 0 \) holds, the QP subproblems become strictly convex, which is not necessarily the case with ADMM. The QP in (32b) can be solved again explicitly with local communications.

**Convergence:** The convergence properties of the Inexact Uzawa method are the same as the ones of ADMM, we refer to [25] for more details.

**Communication:** The communication scheme can be again distributed. The reasoning presented at ADMM holds for IUM as well.
Algorithm 7: Inexact Uzawa Method (IUM)

Input : $x^{(0)}$, $z^{(0)}$, $\lambda^{(0)}$, $\rho$, $D$

while no convergence do

foreach $i = 1, \ldots, n$ do

$x_i^{(k+1)} := \arg \min_{x_i \in X_i} L_{\rho,i}(x_i, z^{(k)}, \lambda^{(k)}) + \frac{1}{2} \|x_i - x_i^{(k)}\|_D^2$

end

$$\mu^* := \frac{\left(\sum_{i=1}^{n} \rho A_i x_i^{(k+1)} + \lambda_i^{(k)}\right) - \rho b}{n}$$

for $i = 1, \ldots, n$ do

$z_i^{(k+1)} := \frac{\rho A_i x_i^{(k+1)} + \lambda_i^{(k)} - \mu^*}{\rho}$

$\lambda_i^{(k+1)} := \lambda_i^{(k)} + \rho (A_i x_i^{(k+1)} - z_i^{(k+1)})$

end

$k := k + 1$

end

Output: $\lambda^{(k+1)}$

We summarize the discussed methods in Table 1. In the next chapter, we discuss the software implementation with which the experiments were carried out.

Table 1. List of implemented methods. The meaning of the columns are "Abbr": short abbreviation, "Name": a longer name, "Hessian": definiteness of Hessian, "Comm": nature of communication, "Lip.": if the knowledge of the Lipschitz constant of the dual gradient function is necessary.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>GM</td>
<td>Gradient method</td>
<td>$H_i &gt; 0$</td>
<td>local</td>
<td>Yes</td>
</tr>
<tr>
<td>GBB</td>
<td>Global Barzilai-Borwein method</td>
<td>$H_i &gt; 0$</td>
<td>global</td>
<td>No</td>
</tr>
<tr>
<td>FG</td>
<td>Fast gradient method</td>
<td>$H_i &gt; 0$</td>
<td>local</td>
<td>Yes</td>
</tr>
<tr>
<td>FG-AL</td>
<td>Fast gradient method with adaptive Lipschitz</td>
<td>$H_i &gt; 0$</td>
<td>global</td>
<td>No</td>
</tr>
<tr>
<td>FG-AR</td>
<td>Fast gradient method with adaptive restart</td>
<td>$H_i &gt; 0$</td>
<td>local</td>
<td>Yes</td>
</tr>
<tr>
<td>ADMM</td>
<td>Alternating direction of multipliers method</td>
<td>$H_i \succeq 0$</td>
<td>local</td>
<td>No</td>
</tr>
<tr>
<td>IUM</td>
<td>Inexact Uzawa method</td>
<td>$H_i \succeq 0$</td>
<td>local</td>
<td>No</td>
</tr>
</tbody>
</table>

6. Software implementation - PyDQP

In this section, we give a brief introduction to the software implementation. The discussed methods were implemented in Python [48] and released as open-source software package called PyDQP [1]. At the moment, 11 different dual decomposition based algorithms are available to solve decomposable QPs on a distributed memory system having the form of

$$\min_x \sum_{i=1}^{n} \frac{1}{2} x_i^T H_i x_i + c_i^T x_i$$

subject to

$$\sum_{i=1}^{n} A_i x_i = b$$

$$x_i \leq x_i \leq \pi_i, \quad i = 1, \ldots, n.$$ 

In each iteration of all algorithms, the solution of several independent small scale QPs are necessary, for this purpose we have used CPLEX [28], which is invoked via a Python interface. One could use open-source QP methods to solve the local problems such
as \cite{18, 22}. In an efficient implementation, the fact that only the linear term of the subproblems change in between dual iterations should be exploited with an appropriate QP solver such as \cite{18}. The sparse matrix algebra is provided by the scientific library of Python called SciPy \cite{30} relying on the LAPACK library \cite{2}. The mpi4py library \cite{12}, built on the top of the OpenMPI library \cite{21} was used to provide high-level but yet efficient message passing between the parallel processes of the distributed memory system.

The input of PyDQP has to provided via a ".mat" file on the command-line. This file has to contain a cell array of matrices $H_i$ and $A_i$, a cell array of vectors $c_i$, $\underline{x}_i$ and $\overline{x}_i$, and vector $b$. The input file can be set up easily in Matlab and in Python itself.

**Parameters of different methods**

Many different methods depend on a number of parameters. Here, we provide a list of parameters that we used to carry out our experiments.

- **GM**: $L$ is calculated
- **GBB**: $M = 1$, $\gamma = 10^{-4}$, $\epsilon = 10^{-18}$, $\delta = 10^5$, $\sigma = 0.3$
- **FG**: $L$ is calculated, $\alpha_0 = 0.5$
- **FG-AL**: $\rho = 2$, $\alpha_0 = 0.5$, $L^{(0)} = 1$
- **FG-AR**: $L$ is calculated, $\alpha_0 = 0.5$
- **ADMM**: $\rho = 10$
- **IUM**: $\rho = 10$, $D = \mathbf{I} \cdot 10^{-3}$

The maximum number of dual steps with each approach was defined by $10^6$. If this was exceeded by a certain method, the corresponding experiment is considered as a failure.

7. **Benchmark Suite**

In this section, we introduce a set of benchmark quadratic programming problems. In Table 2 we have listed all the test problems with their dimensions. The non strongly convex problems were all made strongly convex for all the methods to be able to carry out a fair comparison.

The extra curvature was introduced by a diagonal regularization of form

$$\tilde{H}_i := H_i + \sigma \mathbf{I}$$

with some $\sigma > 0$. A Lipschitz constant of the dual gradient function $\nabla d(\lambda)$ of each problem was calculated by neglecting local constraints $x_i \in \mathcal{X}_i$, more precisely

$$L := \max \text{eig} \sum_{i=1}^{n} A_i H_i^{-1} A_i^T.$$  \hfill (35)

**Benchmarks from Maros and Mészáros**

The first group of benchmarks include problems from the convex quadratic programming test suite from Maros and Mészáros \cite{34}. This group includes problems AUG2DC-5, AUG2DCQP-5, CONT-100-2, CONT-200-8, AUG2D-5, AUG2DQP-5, CONT-101-2, CONT-300-9, DTOC3-5 and UBH1-18, which are all academic and have block-diagonal Hessian matrix. The separation of variables took place artificially and has no underlying meaning.
Table 2. List of benchmark problems. $m$: number of variables, $n$: number of subproblems, $\#eq$: number of equalities, $\#ineq$: number of inequalities, $\sigma$: regularization parameter, $L$: Lipschitz constant of dual gradient function.

<table>
<thead>
<tr>
<th>Name</th>
<th>$m$</th>
<th>$n$</th>
<th>$#eq$</th>
<th>$#ineq$</th>
<th>$\sigma$</th>
<th>$L$</th>
<th>Citation</th>
</tr>
</thead>
<tbody>
<tr>
<td>AUG2DC-5</td>
<td>20200</td>
<td>5</td>
<td>10000</td>
<td>0</td>
<td>0</td>
<td>8.00E+00</td>
<td>[34]</td>
</tr>
<tr>
<td>AUG2DQP-5</td>
<td>20200</td>
<td>5</td>
<td>10000</td>
<td>0</td>
<td>0</td>
<td>8.00E+00</td>
<td>[34]</td>
</tr>
<tr>
<td>CONT-100-2</td>
<td>10197</td>
<td>2</td>
<td>9801</td>
<td>20394</td>
<td>0</td>
<td>6.40E+05</td>
<td>[34]</td>
</tr>
<tr>
<td>CONT-200-8</td>
<td>40397</td>
<td>8</td>
<td>39601</td>
<td>80794</td>
<td>0</td>
<td>2.56E+06</td>
<td>[34]</td>
</tr>
<tr>
<td>AUG2D-5</td>
<td>20200</td>
<td>5</td>
<td>10000</td>
<td>0</td>
<td>1E-1</td>
<td>2.20E+01</td>
<td>[34]</td>
</tr>
<tr>
<td>AUG2DQP-5</td>
<td>20200</td>
<td>5</td>
<td>10000</td>
<td>20200</td>
<td>1E-0</td>
<td>4.00E+00</td>
<td>[34]</td>
</tr>
<tr>
<td>CONT-101-2</td>
<td>10197</td>
<td>2</td>
<td>10098</td>
<td>20394</td>
<td>1E-2</td>
<td>6.38E+03</td>
<td>[34]</td>
</tr>
<tr>
<td>CONT-300-9</td>
<td>90597</td>
<td>9</td>
<td>90298</td>
<td>181194</td>
<td>1E-3</td>
<td>6.40E+04</td>
<td>[34]</td>
</tr>
<tr>
<td>DTOC3-5</td>
<td>14999</td>
<td>5</td>
<td>9998</td>
<td>2</td>
<td>1E-5</td>
<td>1.05E+05</td>
<td>[34]</td>
</tr>
<tr>
<td>UBH1-18</td>
<td>18009</td>
<td>18</td>
<td>12000</td>
<td>12030</td>
<td>1E-4</td>
<td>4.06E+04</td>
<td>this paper</td>
</tr>
<tr>
<td>JG1-8</td>
<td>1288</td>
<td>8</td>
<td>1205</td>
<td>87</td>
<td>1E-9</td>
<td>3.31E+14</td>
<td>this paper</td>
</tr>
<tr>
<td>JG2-4</td>
<td>5788</td>
<td>4</td>
<td>5701</td>
<td>95</td>
<td>1E-9</td>
<td>3.31E+14</td>
<td>this paper</td>
</tr>
<tr>
<td>JG3-11</td>
<td>5789</td>
<td>11</td>
<td>5701</td>
<td>97</td>
<td>1E-9</td>
<td>7.11E+15</td>
<td>this paper</td>
</tr>
<tr>
<td>DSL1-PT-8</td>
<td>10976</td>
<td>8</td>
<td>1569</td>
<td>21952</td>
<td>5E-1</td>
<td>2.85E+05</td>
<td>this paper</td>
</tr>
<tr>
<td>DSL2-PT-12</td>
<td>41292</td>
<td>12</td>
<td>6883</td>
<td>82584</td>
<td>5E-1</td>
<td>7.57E+05</td>
<td>this paper</td>
</tr>
<tr>
<td>2nd-ord-ch</td>
<td>117760</td>
<td>128</td>
<td>79360</td>
<td>235520</td>
<td>0</td>
<td>1.40E+01</td>
<td>[10]</td>
</tr>
<tr>
<td>HPV-sys-8</td>
<td>27812</td>
<td>8</td>
<td>26976</td>
<td>2518</td>
<td>1E-3</td>
<td>1.81E+08</td>
<td>[44]</td>
</tr>
<tr>
<td>HPV-full-384</td>
<td>27812</td>
<td>384</td>
<td>26976</td>
<td>2518</td>
<td>1E-3</td>
<td>1.81E+08</td>
<td>[44]</td>
</tr>
<tr>
<td>SMOKEc-AG-16</td>
<td>41850</td>
<td>16</td>
<td>20250</td>
<td>43200</td>
<td>1E-4</td>
<td>4.90E+04</td>
<td>[31]</td>
</tr>
<tr>
<td>SMOKEd-AG-24</td>
<td>5730</td>
<td>24</td>
<td>2826</td>
<td>5808</td>
<td>1E-4</td>
<td>4.44E+04</td>
<td>[31]</td>
</tr>
<tr>
<td>SMOKEd-AG-66</td>
<td>17406</td>
<td>66</td>
<td>9420</td>
<td>15972</td>
<td>1E-4</td>
<td>4.75E+04</td>
<td>[31]</td>
</tr>
</tbody>
</table>

Benchmarks from practical applications

The problems in this group are JG1-8, JG2-4, JG3-11, DSL1-PT-8 and DSL2-PT-12. The first three benchmarks originate from a nonlinear robust optimal control problem for obstacle avoidance. The last two benchmarks are two instances of a problem related to sparse vectoring resource allocation for improving the performance of digital subscriber line (DSL) broadband access networks [46]. Here, the subproblems summarize the optimization problem of a number of DSL agents.

Benchmarks with natural distributed structure

In this group, problems 2nd-ord-ch, SMOKEc-AG-16, SMOKEd-AG-24 and SMOKEd-AG-66, HPV-sys-8 and HPV-full-384 can be found. The 2nd-ord-ch is an academic example of a chain of double integrators. Each subproblem correspond to a certain time interval of an optimal control problem of the whole system. Thus, the coupling constraints couple the whole system behaviour between different time intervals.

Problem HPV-sys-8 originates from [44], which is a subproblem of a nonlinear optimal control problem of a hydro power plant. The goal is on the one hand to track the power reference, on the other hand to track the steady state of the system, while respecting operational constraints. Here, the subproblems describe the whole system behaviour in different time intervals, which are coupled together by the coupling constraints. The HPV-sys-8 problem has the form of

$$
\begin{align}
\min_{x,u} \sum_{i=0}^{n-1} \frac{1}{2} x_i^T Q_i x_i + q_i^T x_i + \frac{1}{2} u_i^T R_i u_i + r_i^T u_i \\
\text{s.t. } x_{j+1} &= A x_j + B u_j \\
x_0 &= \hat{x}_0 \\
x_j &\leq \bar{x}_j, \quad u_j \leq \bar{u}_j, \quad j = 0, \ldots, n - 1
\end{align}
$$

where $x_i$ and $u_i$ are the state and control variables of the $i$-th time interval, $Q_i \succ 0, R_i \succ 0$ are weighting matrices, $A$ is the system matrix, $B$ is the input matrix.
Another instance of the HPV problem is the HPV-full-384 benchmark. Since this plant is intrinsically distributed, several river reaches terminated with dams and reservoirs are connected together, each subproblem correspond to a certain subsystem of the plant on a certain time interval. More precisely, we have

\[
\begin{align*}
\min_{x,u,y,z} & \sum_{i=0}^{n-1} \sum_{k=1}^{m} \frac{1}{2} (x_i^k)^T Q_i^k x_i^k + (q_i^k)^T x_i^k + \frac{1}{2} (u_i^k)^T R_i^k u_i^k + (r_i^k)^T u_i^k \\
\text{s.t.} & \ x_{j+1}^l = A_{jl} x_j^l + B_{jl} u_j^l + C_{jl} z_j^l \\
& \ y_j^l = D_{jl} x_j^l + E_{jl} u_j^l + F_{jl} z_j^l \\
& \ z_j^l = \sum_{k=1}^{m} G_{jk} y_j^k \\
& \ x_{l}^j \leq x_{l}^j \leq \bar{x}_{l}^j, \quad u_{l}^j \leq u_{l}^j \leq \bar{u}_{l}^j, \quad j = 0, \ldots, n-1, \ l = 1, \ldots, m,
\end{align*}
\]

where \(x_j^l\), \(u_j^l\), \(y_j^l\), and \(z_j^l\) are the state variable, the control variable, the coupling output variable and the coupling input variable of subsystem \(l\) on the \(j\)-th time interval, respectively. The constraint (37b) represents the dynamic behaviour of subsystem \(l\) on the \(j\)-th time interval. In (37c), the finite approximation of some state variables, typically water flow and level, are calculated. Via (37d), the different subsystems are coupled together, e.g. water levels are made equal on the boundary of two reaches.

Problems SMOKEc-AG-16, SMOKEd-AG-24 and SMOKEd-AG-66 represent different instances of a dynamic estimation problem. Given a set of smoke sensors in a building consisting of connected rooms, based upon the measurements the origin of the smoke is sought for. The subproblems correspond to the connected rooms in the building. The problem structure is very similar as the one of (37).

### 8. Numerical results

In this section, we present the practical convergence properties of methods considered in the previous sections. We report our comparisons based on the number of QP solutions necessary to fulfill a well-defined convergence criterion. Let \(Ax^{(k)} := \sum_{i=1}^n A_i x_i^{(k)}, \epsilon > 0\). We consider the primal infeasibility of the coupling constraints

\[
\frac{\|Ax^{(k)} - b\|_\infty}{\max(1, \|Ax^{(0)} - b\|_\infty)} \leq \epsilon,
\]

as a measure to terminate the benchmarked algorithms. Note that this is a necessary and sufficient condition to attain an optimal primal-dual solution. Observe that once this quantity is zero the optimal and unique dual multipliers are found in the case of strongly convex QPs, which implies that the actual primal solution is the optimal solution of the original problem.

In our performance evaluation, we follow the methodology of performance profiles proposed in [14]. Given a set of problems \(\mathcal{P}\) with \(|\mathcal{P}| = n_p\) elements and a set of methods \(\mathcal{M}\) with \(|\mathcal{M}| = n_m\) elements, we define the quantity \(K_{p,m}\) as the number of QP solutions to reach convergence in terms of (38) with problem \(p \in \mathcal{P}\) and method \(m \in \mathcal{M}\). The performance ratio \(r_{p,m}\) of a fixed problem \(p\) and a fixed method \(m\) shows how \(m\) performs on problem \(p\) when compared to the best performance on the same
problem, i.e.

\[ r_{p,m} := \frac{K_{p,m}}{\min\{K_{m,n}|m \in \mathcal{M}\}}. \]  

(39)

We assume that for all \( p \in \mathcal{P} \) and \( m \in \mathcal{M} \) there is \( K_{\text{max}} \geq K_{p,m} \) and \( K_{\text{max}} = K_{p,m} \) holds if and only if method \( m \) cannot solve problem \( p \). The value of \( K_{\text{max}} \) has no effect on the performance evaluation. We define the function \( \rho_m(\tau) : \mathbb{R} \to [0,1] \) as

\[ \rho_m(\tau) := \frac{1}{n_p} \left| \{p \in \mathcal{P}|r_{p,m} \leq \tau\} \right| \]  

(40)

The function \( \rho_m(\tau) \) shows the empirical probability of the performance ratio being smaller than \( \tau \) for method \( m \) on the problem set \( \mathcal{P} \). In other words, the ratio of problems solved by method \( m \) in not more iterations than \( \tau \) times the iterations of the best method on the same problem.

**Comparison based upon inaccurate solutions**

First-order methods often have difficulties with converging to a highly accurate solution due to the lack of quadratic convergence. For this reason, we evaluate our comparison in two different scenarios. In the first scenario, we request for a solution of accuracy \( \epsilon = 10^{-3} \) only.

We have plotted \( \rho_m(\tau) \) on \( \tau \in [0,10] \) and on \( \tau \in [0,230] \) for all discussed methods in Figure 1 to discuss their the overall quality. From this plot, we can conclude that IUM has the most wins. It has a probability of 61.56 % to be the best solver for a fixed problem. The second best is ADMM with 44.44 %. The third best is FG-AR, which is the winner in 38.89 % of the cases. With FG this number is 11.11 %. With GM, FG-AL and GBB, the probability of being the best solver is 0, meaning that they have never performed the best on any problems. If we chose being within a factor of \( \tau = 3 \) of the best solver then FG-AR becomes competitive and solves the 55.56 % of the problems. It can also be seen that methods FG-AR, GBB, and FG solve above 50 % of the problems at most with a factor 4 of the best solver. In other words, allowing 4 times more QP solutions than the best method results in solving the 50 % of the problems with these methods. In the interval \( \tau \in [0,10] \) GM cannot be even seen. This demonstrates the poor performance of GM. If we consider \( \tau = 21 \), GM can solve only 5.56 % of the problems.
Comparison based upon highly accurate solutions

We expect that due to the sublinear convergence behaviour of the discussed approaches, a highly accurate solution requires many more iterations. Figure 2 shows the performance comparison where we have set a high accuracy of $\epsilon = 10^{-5}$ in the stopping criterion. In this scenario, ADMM is the best solver with 50 % probability. IUM and FG-AR have solved 27.78 % of the problems as best methods. This is a remarkable decrease compared to the performance measure with low accurate solutions. FG-AL is the best method with 5.56 % probability. FG-AL, GM and GBB have never been the best methods on our test suite. If we regard a factor $\tau > 1$ of the best solver, IUM becomes competitive very quickly and also FG-AR performs fairly well.

In order to obtain better insight into how these methods behave, we have plotted the primal infeasibility defined in (38) versus the iteration counter on a log-log scale for some problems. In Figure 3 the evolution of the primal infeasibility is depicted on problem AUG2DC-5. It is clear that for this problem FG-AR is the winner, while GM needs almost two order of magnitude more iterations to reach the same accuracy. ADMM and IUM are also competitive.

In Figure 4, the same converge measure is shown on problem DSL1-PT-8. Here, ADMM and IUM coincide and the fast gradient methods are competitive and GM performs the worst. It is interesting to notice that all the methods seem to have difficulties at a certain tolerance value and require many iterations to obtain a highly accurate solution.

Figure 5 depicts the primal infeasibility on problem SMOKE-AG-66. This time ADMM and IUM are the winners, FG and FG-AR are competitive. FG-AL had some difficulties in the beginning due to its adaptivity. GM seems to be stable, but very slow.

Comparison of runtime with centralized solution

With first-order dual decomposition methods the number of dual iterations and thus the number of necessary local QP solutions are often in the order of $10^3$ or even more, which requires long runtime and even longer computation time. Moreover, the local or global communication costs with this large number of iterations are not negligible. In order to compare the state-of-the-art distributed and centralized methods, we have solved all problems centrally without dualization in the form of (1) with the sparsity exploiting interior-point algorithm of CPLEX. This approach turns out to be extremely efficient.
Figure 3. The primal infeasibility versus the iteration number of different methods on problem AUG2DC-5.

<table>
<thead>
<tr>
<th>Problem</th>
<th>GM</th>
<th>FG</th>
<th>FG-AL</th>
<th>FG-AR</th>
<th>GBB</th>
<th>ADMM</th>
<th>IUM</th>
</tr>
</thead>
<tbody>
<tr>
<td>AUG2DC-5</td>
<td>1.30</td>
<td>1.31</td>
<td>1.32</td>
<td>1.38</td>
<td></td>
<td>5.70</td>
<td>5.57</td>
</tr>
<tr>
<td>AUG2DCQP-5</td>
<td>0.20</td>
<td>0.23</td>
<td>0.20</td>
<td>0.21</td>
<td>0.21</td>
<td>1.69</td>
<td>1.71</td>
</tr>
<tr>
<td>CONT-100-2</td>
<td>0.13</td>
<td>0.14</td>
<td>0.13</td>
<td>0.14</td>
<td>0.14</td>
<td>5.45</td>
<td>5.52</td>
</tr>
<tr>
<td>CONT-200-8</td>
<td>0.08</td>
<td>0.09</td>
<td>0.10</td>
<td>0.08</td>
<td>0.08</td>
<td>1.21</td>
<td>1.48</td>
</tr>
<tr>
<td>AUG2D-reg-5</td>
<td>3.07</td>
<td>2.96</td>
<td>3.02</td>
<td>3.05</td>
<td>3.22</td>
<td>11.41</td>
<td>12.05</td>
</tr>
<tr>
<td>AUG2DQP-reg-5</td>
<td>0.42</td>
<td>0.46</td>
<td>0.42</td>
<td>0.44</td>
<td>0.42</td>
<td>2.82</td>
<td>2.80</td>
</tr>
<tr>
<td>CONT-101-reg-2</td>
<td>0.35</td>
<td>0.53</td>
<td>0.36</td>
<td>0.35</td>
<td>0.33</td>
<td>7.30</td>
<td>7.40</td>
</tr>
<tr>
<td>DTOC3-reg-5</td>
<td>3.53</td>
<td>3.30</td>
<td>3.43</td>
<td>3.25</td>
<td>3.48</td>
<td>6.24</td>
<td>5.60</td>
</tr>
<tr>
<td>HPV-sys-reg-8</td>
<td>0.05</td>
<td>0.05</td>
<td>0.04</td>
<td>0.04</td>
<td>0.05</td>
<td>1.05</td>
<td>1.06</td>
</tr>
<tr>
<td>JG1-8</td>
<td>0.52</td>
<td>0.27</td>
<td>0.15</td>
<td>0.28</td>
<td>0.39</td>
<td>1.11</td>
<td>1.66</td>
</tr>
<tr>
<td>JG2-4</td>
<td>0.12</td>
<td>0.14</td>
<td>0.05</td>
<td>0.12</td>
<td>0.14</td>
<td>1.55</td>
<td>1.45</td>
</tr>
<tr>
<td>JG3-11</td>
<td>0.09</td>
<td>0.11</td>
<td>0.10</td>
<td>0.11</td>
<td>0.12</td>
<td>0.98</td>
<td>1.02</td>
</tr>
<tr>
<td>UBIH-reg-18</td>
<td>0.86</td>
<td>0.69</td>
<td>1.07</td>
<td>1.26</td>
<td>1.30</td>
<td>2.42</td>
<td>2.43</td>
</tr>
<tr>
<td>DSL1-PT-8</td>
<td>5.68</td>
<td>5.52</td>
<td>5.27</td>
<td>5.59</td>
<td>5.51</td>
<td>1385.16</td>
<td>1246.13</td>
</tr>
<tr>
<td>DSL2-PT-12</td>
<td>3.14</td>
<td>3.19</td>
<td>3.24</td>
<td>3.19</td>
<td>3.12</td>
<td>2747.01</td>
<td>2602.32</td>
</tr>
<tr>
<td>SMOKE-AGd-24</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.46</td>
<td>0.52</td>
</tr>
<tr>
<td>SMOKE-AGd-66</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.26</td>
<td>0.26</td>
</tr>
<tr>
<td>2nd-order-chain</td>
<td>0.07</td>
<td>0.07</td>
<td>0.07</td>
<td>0.07</td>
<td>0.08</td>
<td>0.24</td>
<td>0.25</td>
</tr>
</tbody>
</table>

Table 3. Comparison of the computation time of distributed and centralized solvers. Each number is a ratio of one iteration of a distributed QP method and the solution time with a centralized interior point solver.

since we have managed to solve each problem in maximum 12 seconds. In Table 3 for each problem and each solver a ratio $t_d/t_c$ is given, where

- $t_d$ is the average runtime of one dual variable update loop of the corresponding method, while having $n$ processes running in parallel, and
- $t_c$ is the runtime of CPLEX to solve the centralized problem using parallel linear algebra.

The smaller ratio means less distributed runtime per iteration with respect to the centralized solution. For instance, with GM on problem SMOKE-AGd-24 this ratio is 0.01 meaning that one dual iteration of GM takes 1% of the time that CPLEX needs to solve the complete problem. Another example is ADMM on DSL2-PT-12, where this
Figure 4. The primal infeasibility versus the iteration number of different methods on problem DSL1-PT-8.

9. Conclusions

In this study, we have investigated parallel and distributed algorithms exploiting duality for decomposable convex quadratic programming problems. We have studied several classical and state-of-the-art optimization methods using only gradients, such as gradient and fast gradient methods, alternating direction method of multipliers and their variants. We have assessed their theoretical properties and communication requirements. The three main contributions of our paper are the following. First, a benchmark suite of large scale convex quadratic programs with decoupled structure was set up. This test suite has been made freely available. Second, an open-source software has been released, which implements 11 different distributed QP methods including the discussed ones. Third, from our computational experiments, we concluded that the alternating direction method of multipliers (ADMM) and its close relative the inexact Uzawa method (IUM) are the best candidates for distributed QP solvers that use dual decomposition. The restarted version of the fast gradient method is also often well performing, whereas...
the gradient method and global Barzilai-Borwein approach gives very poor performance. According to our experiments, none of the distributed methods are competitive with a centralized structure-exploiting interior-point method.
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