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ABSTRACT

The research presented in this paper proposes a new machine learning-based evaluation method for assessing the usability of eLearning systems. Three machine learning methods (support vector machines, neural networks and decision trees) along with multiple linear regression are used to develop prediction models in order to discover the underlying relationship between the overall eLearning system usability and its predictor factors. A subsequent sensitivity analysis is conducted to determine the rank-order importance of the predictors. Using both sensitivity values along with the usability scores, a metric (called severity index) is devised. By applying a Pareto-like analysis, the severity index values are ranked and the most important usability characteristics are identified. The case study results show that the proposed methodology enhances the determination of eLearning system problems by identifying the most pertinent usability factors. The proposed method could provide an invaluable guidance to the usability experts as to what measures should be improved in order to maximize the system usability for a targeted group of end-users of an eLearning system.

© 2013 Elsevier B.V. All rights reserved.

1. Introduction

eLearning (a.k.a. Open and Distance Learning [ODL] or web-based learning) means electronic learning that utilizes electronic communication for teaching and learning designed to be applied from a distance. eLearning can be as effective as the conventional in-class face-to-face teaching and learning, if the techniques are appropriate for the teaching goals with a well-organized student–teacher interaction. Both users and creators of eLearning systems would request efficient and effective teaching and learning products and services, all of which are referred to as “quality” [24].

As in other web-based systems, eLearning system end-users also request more usable and high quality systems. Methods to measure the quality of computer systems have been considered first under the heading of ergonomics and ease-of-use, and later under the heading of usability [25]. Usability is basically defined as “ease of use” which can apply to practically any object that is used for some purpose [46]. It has also been defined as the extent to which an application allows users to accomplish specified goals efficiently, effectively, and satisfactorily [47]. Formally defined, usability stands for “the effectiveness, efficiency, and satisfaction with which specified users can achieve goals in particular environments” [25]; “the capability to be used by humans easily and effectively”; “quality in use” [6,7]; “how easy it is to find, understand and use the information displayed on a web-based system” [35]; and “the ultimate quality factor” for software architecture [70].

The International Standardization Organization (ISO) defines usability as “the extent to which a product can be used by specified users to achieve specified goals with efficiency, effectiveness, and satisfaction in a specified context of use” [30]. Especially in software development, usability evaluation is listed among the foremost strategic factors to be confronted and therefore has been an increasingly popular topic of the human–computer interaction area [31,33]. There has been a perception that usability and quality are somehow related to each other [29,31,32,52]. Which one affects the other and in what ways are the debates that may vary from one research domain to another one. To exemplify, Oztekin et al. [56] conceptually proved that quality is a subset of usability in the case of usability evaluation of web-based information systems. The conventional approaches have conducted usability evaluation through design heuristics [51] and usability rules [60]. Although these techniques deserve merit and base the fundamentals of the usability evaluation, they lack a quantitative basis for usability evaluation. However, the fact that the eLearning system end-users request more usable and quality systems necessitates a sophisticated quantitative methodology to handle the usability-related problems so as to satisfy eLearning end-users.
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2. Literature review

In the current state-of-the-art, several attempts exist that evaluate the usability of various systems [3,10,12,21,37,42,44,45,64]. The methodologies proposed in these studies have been widely accepted and applied in a wide variety of fields. However, they have some weaknesses and hence require improvements in some aspects. For example, they either do not present a quantitative methodology to be adopted along with their usability checklists, or do not compute a comprehensive objective score that represents the overall usability index. They mainly focus on addressing the limited number of usability problems in a qualitative manner by ignoring the internal effect of many other usability-related factors. However, in reality, usability-related improvements often require a cyclic process of reassessment–retesting–improvement of the underlying eLearning system.

Using the expectancy disconfirmation theory (EDT), Chiu et al. [13] model the users’ intention to continue using an eLearning system. This study is the leading endeavor to model the eLearning usability in a cause-and-effect manner. Nevertheless, it does not explain the reasons why the perceived usability or quality is not satisfactory enough. Therefore, such an elaboration still remains critical in order to improve the system so as to satisfy the end-users. Downey et al. [20] search the effect of national culture on usability perception regarding the eLearning. Forming representative pools of national cultures, the most striking conclusion they reached was that cultures with high power distance indicators (e.g. China, India, Indonesia, Malaysia, and Singapore) tend to have more collectivist rather than individualistic tendencies. The individuals from these cultures had a strong satisfaction with the eLearning system that they used. In order to understand the potential of technology-mediated learning (or online learning) for supporting students’ learning, Hu and Hui [28] examine how it influences the underlying learning process as well as the students’ learning effectiveness and satisfaction, compared to the face-to-face learning. The results from an experiment involving 212 university students indicate the benefits and constraints of technology-mediated learning, together with the need for proper design and selection of technology-mediated learning systems and teaching strategies to improve students’ learning effectiveness and satisfaction. Hsu et al. [27] develop some design criteria and a usability evaluation scale for eLearning systems. They suggest four dimensions (i.e. instructional strategy, teaching material, learning tool, and learning interface) for the usability evaluation scale and by using these they compare three different eLearning websites. This study presents a comprehensive usability evaluation scale, but it does not provide an analytical basis to enlighten why one eLearning website is superior to another, which is actually substantial information to improve other eLearning systems further.

Parlangeli et al. [58] assessed the effect of usability on the learning of the students through a three-step evaluation method. The first step was conducted by a heuristic evaluation of two experts in the human–computer interaction area. The second step was a user-testing performed by ten college students, and the third step is performed by thirty-six high school students. The study concluded that the hypertexts can make the user feel lost and the problem is more severe if the user is not familiar with the topic. This study even itself admits that one usability checklist item is fairly low (evaluated badly by the instructor and learner–system interaction, while only learner–instructor and learner–system interaction are instruction presentation, including e-syllabus and electronic whiteboard, and student learning management, which can be achieved by online discussion, online roll call, and assignment management. By applying a series of surveys on fifty-four college students, Storey et al. [72] identify the expectations from an eLearning system. This study illustrates a framework for students and instructors, who use eLearning systems, yet it also lacks an analytical model which would explain why the usability is good or bad and what criteria affect it, to what degree. A more recent study conducted by Ben Ayed et al. [5] develops a decision support system based on knowledge discovery from databases to propose a user-centered approach in medical field. Although this study incorporates DSS approach, it lacks quantitative modeling perspective in essence. Earlier, Web-based DSS was also discussed in the study by Bharati and Chaudhury [8], where they investigated the factors such as information quality and system quality that impact decision-making satisfaction in web-based decision support systems.

Based on the abovementioned, the state-of-the-art reveals that there is a gap in the literature to determine the main usability problems and provide a rank order to be dealt with sequentially. If an eLearning system has some usability problems, the cause of this low usability should be identified and improved. These problems call for the implementation of an analytical approach where relevant metrics are used to identify the most important usability-related factors efficiently and effectively, so that the limited resources such as time and money available for improving the eLearning system are optimally utilized. This study proposes such a systematic methodology. The details of the proposed methodology are further explained in Section 3.

3. Proposed methodology

There are a number of usability questionnaires/checklists proposed in the literature, including Sumi [36,37], Quis [53], PSSUQ [40], and PutQ [41]. A more recent one has been proposed by Lee and Kozar [39] which examines the causal relationship between the website usability and online purchase intent. Thereafter, they provide insights for improving the website usability in order to positively affect the online customer behavior. These instruments derive their content and structure from the leading assessment studies mentioned in the previous section.

The fundamental limitation of the above mentioned instruments is the fact that they merely employ a checklist-type usability testing, developed after the opinions of some usability experts or test participants. They do not provide an analytical foundation and numerical evidence which would rank the emerging usability items in terms of their importance for further improvement and remedy. They merely rely on the evaluation results provided by a representative sample pool of intended end-users or domain experts and rank their evaluation results based on the mean scores received for each checklist item. What they mainly overlook is that whether or not improving a particular usability problem would eventually have a significant effect on the usability perception of the end-users. In other words, they reveal the problematic usability aspects of the eLearning system by suggesting that the smaller the survey-based evaluation average score, the more important the checklist item is; hence the priority should be given to it for improvement. Yet, they ignore the effect of one unit change of this particular checklist item on the final usability perception. Although one usability checklist item is fairly low (evaluated badly by the end-users or usability experts), it may or may not make a big improvement on the final usability of the eLearning system analyzed. Since time and efforts should be focused only on worthy usability problems that
would make a significant difference on the usability at the end, both values should be considered in the usability evaluation process. Therefore, in this study we define a combined metric, severity index, which takes both of the measures into account and can be calculated as in Eq. (1).

\[
\text{Severity index} = \frac{1}{\text{Average of checklist evaluation scores}}
\]

Where, sensitivity score refers to the importance of the checklist item in predicting the usability and will be explained in Section 3.2.3 in more detail. On the other hand, average of checklist evaluation scores is straightforward but the reason to take the reciprocal of it is as follows. The smaller the average of checklist evaluation scores for an item, the more important the checklist item is. However, the bigger the sensitivity score, the more important the checklist item is. To make them comparable and combined in one metric, namely in sensitivity index, we propose to use the inverse of the former. The overall methodology is illustrated as in Fig. 1.

The first step in the proposed methodology is to collect sample data from representative end-users to be able to apply usability testing process. The data is collected using a survey instrument, UseLearn checklist [55], that was developed based on the checklists and questionnaires in the published literature which was mentioned in Section 1. Table 1 summarizes the UseLearn checklist items and their corresponding usability problems of the eLearning system. The chart would be useful to pick only the most effective checklist items and corresponding usability problems of the eLearning system. The Pareto rule [57] basically claims that 80% of the problems stem from 20% of the causes. Therefore, instead of dealing with all root causes on hand; it suggests handling 20% of them which would hypothetically help solve 80% of the problems. In this way, the severest usability problems can be revealed and improved in order to improve the overall usability. As seen in Fig. 1, usability evaluation algorithm is actually a loop which would be terminated when the desired level of usability level is achieved.

3.1. Prediction models

The relationships between the output variable and the input variables are to be explained by the prediction models. We used four different models to reveal these relations: multiple linear regression, decision trees, neural networks, and support vector machines. This set of predictive models to reveal these relations: multiple linear regression, decision trees, neural networks, and support vector machines. This set of predictive models was selected due to their popularity in the literature. The general purpose of multiple linear regression [59] is to learn more about the relationship between several independent variables (a.k.a. exogenous variables, covariates, input variables, predictor variables or regressors) and a dependent variable (a.k.a. output variable or regress). The major drawbacks of this modeling technique are two-fold: (a) it
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Table 1

<table>
<thead>
<tr>
<th>Factors and Corresponding UseLearn checklist questions</th>
<th>Items</th>
</tr>
</thead>
<tbody>
<tr>
<td>Error prevention</td>
<td>EP1 Can multiple but similar tasks be done easily?</td>
</tr>
<tr>
<td></td>
<td>EP2 Can the user easily undo selections, actions, errors in arrangement or management of items?</td>
</tr>
<tr>
<td></td>
<td>EP3 Do error or warning messages prevent possible errors from occurring?</td>
</tr>
<tr>
<td>Visibility</td>
<td>VIS1 Are options (buttons/selections) logically grouped and labeled?</td>
</tr>
<tr>
<td></td>
<td>VIS2 Is the intended functionality clear for each option or selection?</td>
</tr>
<tr>
<td></td>
<td>VIS3 Is course content meaningfully arranged with links from the homepage?</td>
</tr>
<tr>
<td>Flexibility</td>
<td>FLEX1 Is the speed of loading course page high enough?</td>
</tr>
<tr>
<td></td>
<td>FLEX2 Can users personalize their online learning environment by adding resources, content, learning objects to their own course page?</td>
</tr>
<tr>
<td>Course management</td>
<td>CM1 Does the course contain important information for the online students and link to support areas?</td>
</tr>
<tr>
<td></td>
<td>CM2 Does the course provide specific resources to support online student learning?</td>
</tr>
<tr>
<td></td>
<td>CM3 Are files easy to upload?</td>
</tr>
<tr>
<td></td>
<td>CM4 Are files easy to download and view?</td>
</tr>
<tr>
<td>Interactivity, feedback and help</td>
<td>IFH1 Does the course offer multiple opportunities for interaction and communication among students, to instructor, and to content?</td>
</tr>
<tr>
<td></td>
<td>IFH2 Is regular feedback about student performance provided in a timely manner?</td>
</tr>
<tr>
<td></td>
<td>IFH3 Is the user provided with sufficient information to know where in the system he/she is?</td>
</tr>
<tr>
<td>Accessibility</td>
<td>ACC1 Are screen features adaptable to individual user preferences?</td>
</tr>
<tr>
<td></td>
<td>ACC2 Are accessibility issues addressed throughout the course?</td>
</tr>
<tr>
<td></td>
<td>ACC3 Are alternative pathways to course content and activities available?</td>
</tr>
<tr>
<td>Consistency and functionality</td>
<td>CF1 Is consistent form and style used for various titles and headers?</td>
</tr>
<tr>
<td></td>
<td>CF2 Do the activity, icon, button, label, and links provide clear purpose/intent that matches the tasks?</td>
</tr>
<tr>
<td></td>
<td>CF3 Does the interface provide adequate “back” button functionality to return to a previous screen?</td>
</tr>
<tr>
<td>Assessment strategy</td>
<td>ASST1 Does the eLearning system require students to self-assess their readiness for online instruction prior to class?</td>
</tr>
<tr>
<td></td>
<td>ASST2 Are there multiple assessment strategies to measure content knowledge, skills, and performance standards?</td>
</tr>
<tr>
<td></td>
<td>ASST3 Are learning objectives, instructional and assessment strategies closely aligned?</td>
</tr>
<tr>
<td>Memorability</td>
<td>MEMO1 Is the user offered sufficient FAQ and human support to obtain necessary help?</td>
</tr>
<tr>
<td></td>
<td>MEMO2 Is cognitive load reduced by providing familiarity of items and action sequences?</td>
</tr>
<tr>
<td></td>
<td>MEMO3 Is information presented in organized chunks to support learnability and memorability?</td>
</tr>
<tr>
<td></td>
<td>MEMO4 Is there sufficient visibility so the user does not have to look for things and try to remember them?</td>
</tr>
<tr>
<td>Completeness</td>
<td>COM1 Are meaningful labels and descriptive links used to support recognition?</td>
</tr>
<tr>
<td></td>
<td>COM2 Is the course well organized, easy to navigate, and logical?</td>
</tr>
<tr>
<td></td>
<td>COM3 Can you clearly understand all components and structure?</td>
</tr>
<tr>
<td>Aesthetics</td>
<td>AES1 Is there proper use of color or graphics that enhance navigation?</td>
</tr>
<tr>
<td></td>
<td>AES2 Are the screens pleasing to look at?</td>
</tr>
<tr>
<td>Reducing redundancy</td>
<td>RED1 Is modifying an action or activity require excessive “redoing” to make a single change?</td>
</tr>
<tr>
<td></td>
<td>RED2 Are items visible in multiple places and from multiple paths?</td>
</tr>
<tr>
<td></td>
<td>RED3 Are learning objects easily created and reused?</td>
</tr>
</tbody>
</table>

assumes that there is no interaction among the input variables (no col-linearity) and (b) it assumes that the relation between the output variable and input variables is linear [74]. Decision trees recursively split the data in branches according to a preset criterion (e.g. information gain) to maximize the prediction accuracy resulting in a tree-like structure [62]. To achieve this, they use mathematical algorithms (such as information gain, Gini index, and Chi-squared test) to identify a pair of variables and their thresholds that split the input observation into two or more subgroups [9,34,62,63]. Compared with other machine learning methods, decision trees have the advantage that they are not black box models; hence can easily be explained as rules [22]. Neural networks (NNs) have been utilized to model complex relationships among the predictor variables and the dependent variable such as nonlinear functions and multicollinearity [48]. Formally defined, NNs are highly sophisticated analytic techniques capable of predicting new observations (on specific variables) from other observations (on the same or other variables) after executing a process of so-called “learning” from existing data [23]. Support Vector Machines (SVMs) are supervised learning methods that generate input–output mapping functions from a set of labeled training data. They belong to a family of generalized linear models which achieve a classification or regression decision based on the value of the linear combination of features. They are also said to belong to the kernel methods [15]. The mapping function in SVMs can be either a classification function (used to categorize the data) or a regression function (used to estimate the numerical value of the desired output).

3.2. Model evaluation

3.2.1. Performance criteria

To compare the abovementioned prediction models, two performance criteria are considered: mean squared error (MSE) of the model on testing dataset and correlation between the actual observation for the target variable ($Y_t$) and the predicted value by the model ($F_t$). MSE which is given by the Eq. (2) does not have a rule-of-thumb threshold cut-off value for acceptable models. It is a relative criterion to select the best model, namely the smaller the value the better the model has performed [43].

$$
MSE = \frac{1}{n} \sum_{t=1}^{n} (Y_t - F_t)^2.
$$

On the other hand, correlation ($r_{F_t,Y_t}$) which is given by Eq. (3) can be considered as both an absolute measure and a relative measure to determine satisfactory models. For human-related studies, it is recommended that the correlation should be at least 0.3 in behavioral sciences [14] and specifically in usability studies [68]. It would be naive to express that (unlike the MSE) the higher the correlation the better the performance for the compared models.

$$
r_{F_t,Y_t} = \frac{\sum_{t=1}^{n} (F_t - \bar{F_t})(Y_t - \bar{Y_t})}{(n-1)(S_{F_t} * S_{Y_t})}
$$

3.2.2. k-Fold cross-validation

In order to minimize the bias associated with the random sampling of the training and holdout data samples in comparing the predictive accuracy of two or more methods, researchers tend to use k-fold cross-validation [38]. In k-fold cross-validation, also called rotation estimation, the complete dataset ($D$) is randomly split into $k$ mutually exclusive subsets (the folds: $D_1, D_2, ..., D_k$) of approximately equal size. The classification model is trained and tested $k$ times. Each time ($t \in \{1, 2, ..., k\}$), it is trained on all but one fold ($D_t$) and tested on
the remaining single fold \((D_1)\). The cross-validation estimate of the overall performance criteria is calculated as simply the average of the \(k\) individual performance measures as follows,

\[
CV = \frac{1}{k} \sum_{i=1}^{k} PM_i
\]  

(4)

where \(CV\) stands for the cross-validation, \(k\) is the number of folds used, and \(PM\) is the performance measure for each fold [54].

3.2.3. Information fusion-based sensitivity analysis

In prediction modeling, there is not a universally accepted “best model” that works for any problem. The best model depends on the scenario being analyzed and the data set being used; and can only be obtained through trial-and-error experimentation [65]. Just as there is not a single best model, there is also not a single best implementation of different model types. Researchers are developing new ways to improve the accuracy and efficiency of prediction models. Therefore, it would be desirable to combine the results developed by multiple models [4]. Use of multiple models should make the forecasts more accurate and more efficient.

Information fusion is the process of intelligently combining the information created and provided by two or more information sources (i.e. models). While there is an on-going debate about the sophistication level of the fusion methods to be employed, there is a general consensus that fusion (combining forecasts and/or predictions) produces more useful information [2]. Combining forecasts can improve accuracy, completeness, and robustness of information, while reducing uncertainty and bias associated with individual models [11]. This multi-model fusion algorithm can be mathematically illustrated as follows [19]:

Given the expected response variable \((y)\) and the decision variables \((x_1, x_2, ..., x_n)\) the formulation for any prediction model can be written as Eq. (5)

\[
y = f(x_1, x_2, ..., x_n).
\]  

(5)

Prediction model \(f\) can take many forms. For instance, a linear regression model can be written as Eq. (6)

\[
f(x_1, x_2, ..., x_n) = \beta + \sum_{i=1}^{n} a_i x_i
\]  

(6)

where \(\beta\) is the intercept and \(a_i\)'s are the coefficients for \(x_i\)'s. For a Neural Network model, for a single neuron, it may be written as Eq. (7)

\[
f(x_1, x_2, ..., x_n) = \phi \left( w_0 + \sum_{j=1}^{n} w_j x_j \right)
\]  

(7)

where \(\phi\) is the transfer function and \(w_j\)'s are the weights for \(x_j\)'s. Given that we use \(m\) number of prediction models, the fusion model can be written as

\[
y_{\text{fused}} = \psi(y_{\text{individual}}) = \psi(f_1(x), f_2(x), ..., f_m(x)).
\]  

(8)

If \(\psi\) is a linear function, which is the case in this study, then we can write Eq. (9) as

\[
y_{\text{fused}} = \sum_{i=1}^{m} \omega_i f_i(x) = \omega_1 f_1(x) + \omega_2 f_2(x) + ... + \omega_m f_m(x)
\]  

(9)

where \(\sum_{i=1}^{m} \omega_i = 1\).

The values for \(\omega\)'s are derived from the up-to-now prediction accuracy measure of the individual predictors. That is, the higher the accuracy of a predictor on independent test cases gets, the larger the weight that is assigned to that predictor type [17].

On the other hand, after determining which prediction models pass the threshold values based on the performance criteria as explained in Section 3.2.1, it is required to determine the rank order for the importance of the independent variables. In artificial neural networks, sensitivity analysis is a method for extracting the cause and effect relationship between the inputs and outputs of a trained ANN model [16,18]. In the process of performing sensitivity analysis, after the model is trained; the ANN learning is disabled so that the network weights are not affected. The fundamental idea is that the sensitivity analysis measures the predictor variables based on the change in modeling performance that occurs if a predictor variable is not included in the model. Hence, the measure of sensitivity of a specific predictor variable is the ratio of the error of the neural network model without the predictor variable to the error of the model that includes this predictor variable [60,61]. The more sensitive the network is to a particular variable, the greater the performance decrease would be in the absence of that variable, and therefore the greater the ratio of importance. The same method is followed in support vector machines to rank the variables in terms of their importance as well according to the sensitivity measure defined as in Eq. (10) [66].

\[
s_i = \frac{V_i}{V(F_i)} = \frac{V(E(F_i,X_i))}{V(F_i)}
\]  

(10)

Where \(V(F_i)\) is the unconditional output variance. In the numerator, the expectation operator \(E\) calls for an integral over \(X_i\); that is, over all input variables but \(X_i\) then the variance operator \(V\) implies a further integral over \(X_i\). Variable importance is then computed as the normalized sensitivity. Saltelli et al. [67] show that Eq. (10) is the proper measure of sensitivity to rank the predictors in order of importance for any combination of interaction and non-orthogonality among predictors. As for the decision trees, variable importance measures were used to judge the relative importance of each predictor variable. Variable importance ranking uses surrogate splitting to produce a scale which is a relative importance measure for each predictor variable included in the analysis.

Considering Eqs. (9) and (10) simultaneously, sensitivity measure of the variable \(n\) with information fused by \(m\) prediction models can then be given by Eq. (11)

\[
s_{n,fused} = \sum_{i=1}^{m} \omega_i s_{in} = \omega_1 s_{1n} + \omega_2 s_{2n} + ... + \omega_m s_{mn}
\]  

(11)

where \(\omega_i\)'s refer to the normalized R-square value of each prediction model with \(m\) models in total and \(s_{in}\) is the sensitivity measure of the \(n\)th variable in the \(i\)th model.

4. Case study

4.1. Planning and preparing the experiment

In this study, the usability of an eLearning biology course was examined. A cell biology course was selected as the eLearning course tool to be evaluated with the consideration that a qualitative course would be easier to comprehended and followed by the help of an eLearning system rather than a quantitative one.

In creating this online cell biology course, an open area VLE (Virtual Learning Environment) “moodle” was used as the eLearning tool. Moodle® was developed and written by Martin Dougiamas, who was interested in creating a “social constructionist framework” of education within a computerized system. Installation of Moodle® required the source files to be downloaded from its Website, and then to be decompressed onto the local hard disk. Once they were successfully saved, the
required files were transferred to the web server and then the settings were changed in the configuration files to match our settings at Progress through Training. This installation was aided by several automated pages, which speeded up the process. Apache, PHP, and MySQL/PostgreSQL platforms were used in it [50]. To store any type of data such as user information, courses, tests, test scores and timing information MYSQL database software was used along with the programs mentioned above. The opening page of the created cell biology eLearning system appears in Fig. 2.

4.2. Data collection and data preparation for analysis

UseLearn checklist questions were translated into Turkish in order to make them more understandable for the test participants. Therefore, a subsequent preliminary test was performed with 5 students to determine if any translation problems occurred and if any of the questions were confusing to them due to ambiguity in translation. Depending on their reactions and feedback in this pretest, some questions were modified and reworded in favor of clarity. After these modifications, the actual test was applied to collect the data for usability evaluation of the eLearning system in cell biology course.

The test participants consisted of two major parts: 52% were high school students in the 11th grade and 48% were university freshman students majoring in biology. 64% of all participants were male and 36% of them were female. In total 105 students were examined for this study. Proper validation of a usability evaluation study requires the data be gathered from representative users in practical real-life settings [51]. Accurate estimation of usability may necessitate a large sample of users to be surveyed. However, the omnipresent relevance of the data (i.e. even the raw data from a relatively small sample of well-assigned representative users) can be highly informative in identifying the required changes in design [51].

Completing the online biology course and then answering the questions of the checklist took approximately 60–70 min per student. This was a relatively time-consuming study but that was a natural result of the requirement that the participants had to follow a 30-minute online biology lecture, have an online quiz related to this content, and reply to the UseLearn checklist questions. All tests were carried out in the computer laboratories of a university and a high school by allocating one computer to each participant. The number of the people working around and the noise level were nearly the same as in a classroom environment. The participants received checklist documents containing the aim of the survey, how they would proceed, and some descriptive information such as their names, if they are university or high school student, and their gender.

Preliminary analyses showed that transforming the 5-point Likert-type data points into the [0–1] interval gave much better results in the predictive modeling phase. This transformation was performed using the normalization formula presented as in Eq. (12).

\[ \text{New}X = \frac{X - \text{min}X}{\text{max}X - \text{min}X}. \]  
(12)

5. Results and discussion

The average scores of UseLearn checklist items evaluated by the test participants for the aforementioned cell biology eLearning system are summarized in Fig. 3 in ascending order. Note that the existing literature as mentioned in Section 1 claims that the best way to improve the overall usability is to start with the lowest average scored checklist item and continue sequentially. Considering Fig. 3, the conventional usability evaluation strategy would be to start improving the usability problems that are attributed to CM3, CM4, and CM1, respectively. The sequence of these usability problems would change if our proposed methodology is adopted, which considers not only the average value for the checklist items but also the worth of doing each improvement on the overall usability through the severity index.

In this study, to estimate the performance of the prediction models, a 10-fold cross-validation approach was used. Empirical studies showed that 10 seems to be an optimal number of folds (that optimizes the time
it takes to complete the test while minimizing the bias and variance associated with the validation process) [38]. In 10-fold cross-validation the entire dataset is divided into 10 mutually exclusive subsets (or folds). Each fold is used once to test the performance of the prediction model that is generated from the combined data of the remaining nine folds, leading to 10 independent performance estimates. The prediction models are evaluated based on their MSE and correlation values and the average results for 10-fold cross-validation are summarized in Table 2 where NN, SVM, MLR and, DT refer to neural networks, support vector machines, multiple linear regression, and decision trees, respectively.

Note that the correlations for all the prediction models are well beyond the rule-of-thumb cut-off value of 0.3 [14,68]. The most favorable prediction model that best explains the relationships between the output variable (overall usability) and the input variables in this case study is the multi-layer perceptron (MLP) neural network. The MLP is known to be a powerful and robust function approximator for prediction and classification problems. It is arguably the most commonly used and well-studied NN architecture [26]. In our experimental runs it was also observed that MLP performs better than other machine learning methods. In fact, Hornik et al. [26] empirically showed that given the right size and the structure, MLP is capable of learning arbitrarily complex nonlinear functions to arbitrary accuracy levels. The MLP is essentially the collection of nonlinear neurons (a.k.a. perceptrons) organized and connected to each other in a feed-forward multi-layer structure.

![Fig. 3. The average of the UseLearn checklist evaluation scores.](image)

![Fig. 4. MLP architecture as the best prediction model.](image)

<table>
<thead>
<tr>
<th>Predictive models</th>
<th>Performance measures</th>
<th>Correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>NN</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dynamic</td>
<td>0.072</td>
<td>0.770</td>
</tr>
<tr>
<td>MLP</td>
<td>0.068</td>
<td>0.786</td>
</tr>
<tr>
<td>Prune</td>
<td>0.075</td>
<td>0.780</td>
</tr>
<tr>
<td>RBF</td>
<td>0.070</td>
<td>0.668</td>
</tr>
<tr>
<td><strong>SVM</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Linear</td>
<td>0.122</td>
<td>0.514</td>
</tr>
<tr>
<td>Polynomial</td>
<td>0.101</td>
<td>0.752</td>
</tr>
<tr>
<td>RBF</td>
<td>0.085</td>
<td>0.757</td>
</tr>
<tr>
<td><strong>MLR</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Backward</td>
<td>0.100</td>
<td>0.615</td>
</tr>
<tr>
<td>Forward</td>
<td>0.076</td>
<td>0.615</td>
</tr>
<tr>
<td>Stepwise</td>
<td>0.066</td>
<td>0.633</td>
</tr>
<tr>
<td><strong>DT</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CART</td>
<td>0.092</td>
<td>0.771</td>
</tr>
<tr>
<td>CHAID</td>
<td>0.090</td>
<td>0.741</td>
</tr>
</tbody>
</table>

Table 2: 10-fold cross-validated model results.
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[57], in this case study we propose to deal with 43% of the causes (16 of the all 37 checklist items) which corresponds to almost 70% of the all usability-related problems as shown in Fig. 5. This means the usability expert would start improving the usability problems that are attributed to FLEX2, MEMO4... up to COM1 due to the results received by the Pareto chart in Fig. 5.

Usually usability experts do not have enough time to deal with all of the problematic usability dimensions to improve the overall eLearning system usability. Therefore, they would like to know which measure(s) is/are the most critical one(s) in improving the usability. However, the general tendency in the literature as summarized in Section 1 shows that most of the usability evaluation methods adopt a straightforward approach by considering only the most problematic measures with the smallest mean values (as ranked in Fig. 3). This conventional approach lacks one critical point of view: Is it really worth confronting that/those measure(s)? In other words, although the measure has the smallest mean value based on a survey-based evaluation; would it make a big effect on the overall usability index after improving the corresponding checklist item accordingly? Therefore, our methodology proposes to take into account both Fig. 3 mean values for each checklist item and also sensitivity scores of these measures on the overall usability. This simultaneous consideration would help determine which
worthy measures to focus on for further improvement sequentially as shown in Fig. 5. It basically requires that checklist items with the smallest mean values be chosen provided that a unit change in them would make a significant change on the usability. The focus here would be our combined measure, namely the severity index, which considers both perspectives: the smallest checklist item along with the biggest impact. If only Fig. 3 results are taken into account as in the conventional usability evaluation approaches, the top 5 problematic measures would be CM3, CM4, CM1, CM2, and EP3.

Fig. 5 provides a modified importance sequence of checklist items by considering their impact on the overall usability as well. Note that the sequence of the top 5 most important measures is different than the previously selected ones through Fig. 3. This modification indicates that in order to improve the usability of the eLearning system on hand the most critical and problematic items to focus on are FLEX2, MEMO4, VIS3, VIS2, and AES2, respectively due to their higher contribution to usability improvement. To exemplify the usability problems that were detected by the proposed method we present the FLEX2 item which refers to the UseLearn checklist question “Can users personalize their online learning environment by adding resources, content, learning objects to their own course page?” Before the analysis was conducted, the eLearning system did not provide such flexibility for the students. As for the next usability problem, it is defined by MEMO4 which refers to the UseLearn checklist question “Is there sufficient visibility so the user does not have to look for things and try to remember them?”

In the initial design of the eLearning system, it did not have a dictionary to provide short descriptions of the terminology used in the biology course. After this detection, we added such a dictionary for the ease of future end-users/students. This change is illustrated in Fig. 6. Note that “dictionary” means “sozluk” in Turkish language.

6. Conclusions and further research direction

A machine learning-based approach for usability evaluation of eLearning systems was proposed and implemented by the help of an online cell biology course using the eLearning system, Moodle®. The analysis of experimental results showed that the proposed methodology supports the identification of usability problems and definition of relevant improvement strategies.

The main advantage of the proposed method is the selection of the most important checklist items considering their contribution to the overall usability based on a newly created metric (i.e. the severity index) and thus optimally utilizing the time and effort for usability improvement. Therefore, it can be claimed that this is the foremost quantitative method among the usability evaluation methods because the results of the case study showed that this algorithm successfully reveals the significant usability problems in order to improve the eLearning usability. This is achieved by merely focusing on some, not all, of the usability problems in a sequential sense. The study also presents uniqueness in that it is the foremost one which would help the usability experts decide where to stop while improving the usability problems of a system through pseudo-Pareto analysis. The limited resources of the eLearning usability experts (e.g. time and money) can be allocated only for the severe checklist items which have crucial impacts on its usability. The case study results validate the proposed method and shows that it is flexible enough to be applied to other eLearning systems.

Further research efforts may incorporate the application of structural equation modeling (SEM) or partial least squares (PLS) techniques because they provide a clearer cause-and-effect relationship among the input variables and the output variable. Additionally, they can handle the effects of both the observed/measured and the corresponding latent (unobserved/unknown) variables on the usability in a step-by-step fashion; hence provide more granularity in the analysis. For example, a usability expert might be interested in first determining which of the checklist factors in Table 1 are more critical than the others as a high-level measure (error prevention, visibility, flexibility, etc.). Only then s/he might be willing to go further in-depth to determine the exact cause of the low usability (for example EP1, VIS2 and FLEX2). The concern related to the potential nonlinearity relationships among the output and input variables that lies in those methods (SEM and PLS) can also be overcome by deploying the nonlinear partial least squares (NLPLS) algorithm which is an extension of regular PLS with neural networks. This would make the algorithm as powerful as the machine learning methods that can capture the nonlinearity while simultaneously explaining the cause-and-effect relationships at a desired granularity as mentioned above.
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