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Abstract

The parameter estimation using the traditional kinetic modeling of complex reaction systems will give incorrect results if the reaction mechanism contains a loop. In this work, a thermodynamically consistent kinetic model of the anodic electrochemical hydrogen oxidation reaction mechanism of a solid oxide fuel cell (SOFC) is formulated. An iterative algorithm for estimating the reaction rate constants using the thermodynamically consistent model formulation is developed. The kinetic parameters estimated using the proposed method gives a better fit to the experimental data. Using the concept of ‘Degree of rate control’ it is found that the surface reactions may have a greater role in deciding the overall rate. The proposed iterative parameter estimation algorithm developed in this work can also be adapted to other complex chemical and biochemical reaction networks for which the reaction rate constants need to be estimated using the experimental data.
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1. Introduction

Reaction kinetics modeling is important in the analysis of chemical and biochemical reaction systems. These models can also be used in the design or modification of chemical reactors to optimize product yield, more efficiently separate products, and eliminate environmentally harmful by-products etc. These models are also used for determining the rate-determining step (RDS) in the complex reaction mechanism (Bessler, 2005; Bieberle & Gauckler, 2002). The parameters (such as reaction rate constants) of the reaction system are usually collected from literature. One drawback of this approach is that these kinetic parameters might contain errors that in turn might introduce some errors into the models. This will make the models thermodynamically inconsistent and hence result in incorrect conclusions. The adjustments in kinetic parameters are always necessary because the rate parameters estimated by various approaches will have their intrinsic uncertainties. These adjustments are carried out by systematic optimization of kinetic parameters against experimental data (Mhadeshwar et al., 2003).

The experimental data may come from electrochemical impedance spectroscopy (EIS) in the case of electrochemical reactions (Bessler, 2005; Bieberle & Gauckler, 2002) or temperature programmed desorption in the case of surface reactions (Mhadeshwar et al., 2003). Near-infrared spectroscopy, short-wavelength near-infrared spectroscopy and ultraviolet visible spectroscopy are also common spectroscopic techniques for monitoring chemical reactions using probes, flow cells and optical fibers (Bijlsma et al., 2000).
Several works in the literature deal with the thermodynamics of chemical and biochemical reaction networks far from equilibrium. The thermodynamics of stoichiometric biochemical networks in living systems far from equilibrium was reviewed in (Qian & Beard, 2005). Incorporating the thermodynamic consistency in micro-kinetic model development for surface reaction mechanisms were discussed in (Mhadeshwar et al., 2003). In (Bessler et al. 2007a; Bessler et al. 2007b; Mhadeshwar et al., 2003) the thermodynamic consistency of the reaction kinetics model was achieved by using the constraints relating the reaction enthalpies and the entropies to the activation energies and the pre-exponential constants respectively. However, for using such an approach, the thermodynamic data for various chemical species participating in the reaction and the reaction intermediates needs to be known, which are not widely available. In (Bessler et al. 2007b), the required thermodynamic data was collected from various sources. Because of this, they may have errors in them which may introduce some errors into the models. Further, the thermodynamic data may not be available for all the desired temperatures and pressures. Moreover, this approach is cumbersome if the aim is only to estimate the reaction rate coefficients using the experimental impedance data and not the pre-exponential constants or the activation energies.

While the kinetic simulations are still possible using thermodynamically inconsistent mechanisms, the results may not be valid (Bessler et al. 2007a). Especially, in chemical reaction networks containing cyclic reactions, incorrectly estimated kinetic parameters may lead to the violation of microscopic reversibility (also known as the principle of detailed balance). In the case of chemical reactions, microscopic reversibility means that at thermodynamic equilibrium, the forward rate of the reaction should be equal to the
reverse rate and hence the overall flux should be zero. If the estimated parameters make the model of a reaction system consisting of cyclic reactions thermodynamically inconsistent, then cyclic fluxes might occur at equilibrium (Ederer & Gilles, 2007a). In order to overcome these difficulties, thermodynamically feasible, kinetic model of reaction networks, which adopts the concepts of potentials and forces from irreversible thermodynamics, was proposed in (Ederer & Gilles, 2007a). However, this method requires the knowledge of standard chemical potentials of all the species participating in the reaction mechanism.

Taking the cue from (Ederer & Gilles, 2007a), the aim of this work is to formulate a thermodynamically consistent reaction kinetic model of the SOFC anodic Nickel/Yttria-stabilized zirconia (Ni/YSZ) electrochemical reaction mechanism and to develop an algorithm for estimating the parameters (reaction rate constants) by using the developed model. Further, the identification of the rate determining step (RDS) in the mechanism is attempted using the concept of the ‘Degree of rate control’ suggested in (Campbell, 1994).

2. **Shortcomings of the traditional reaction kinetics model formulation**

Traditionally, the kinetics of chemical and electrochemical reaction mechanisms are modeled by writing the mass balance for the chemical species involved in the reaction. The rate of formation or depletion of a particular species due to a specific reaction is obtained by multiplying the reaction rate with the stoichiometric coefficient of that species in that reaction. The reaction rates are given by rate laws such as the mass action law.
This kind of model formulation has a drawback that the constraints imposed by the thermodynamics are not integrated into the model structure. Using the traditional model formulation for parameter estimation might result in physically infeasible parameter values, which will render the system thermodynamically inconsistent. This is especially the case when the reaction pathway contains a loop. In such a case, non-consideration of the thermodynamic constraints may lead to incorrectly estimated parameters, which will give rise to non-zero flux at thermodynamic equilibrium, thereby violating microscopic reversibility (Onsager, 1931a, Onsager, 1931b). This is illustrated in this section by using an electrochemical hydrogen oxidation mechanism on a Ni/YSZ pattern anode of a SOFC given in (Bieberle & Gauckler, 2002).

The overall reaction of the hydrogen oxidation on a SOFC anode is given as

$$H_2^{\text{(gas)}} + O^{2-}_{\text{(electrolyte)}} \rightarrow H_2O^{\text{(gas)}} + 2e^{-}_{\text{(electrolyte)}}.$$  \hspace{1cm} (1)

Although information about the specific reaction steps of the Ni, H$_2$–H$_2$O|YSZ system is sparse in the literature (Bieberle & Gauckler, 2002), various reaction mechanisms suggesting a number of different reaction pathways have been proposed. A review of the different reaction mechanisms proposed in literature can be found in (Bieberle, 2000). The SOFC anode kinetics cannot be understood easily because of complicated, three-dimensionally interconnected microstructure of the anode as well as due to the manifold chemical and electrochemical reactions taking place under SOFC operating conditions. Therefore a simplified microstructure consisting of two-dimensional Ni-YSZ contacts, Ni pattern anode was considered for the kinetic studies in (Bieberle & Gauckler, 2002). Further, a simple electrochemical model that does not consider all the possible reaction steps at the SOFC anode was considered for
demonstrating the proposed state-space modeling approach. In addition, the following assumptions were made. The hydrogen oxidation reaction was assumed to take place on the Nickel surface only. Surface diffusion processes of species formed or consumed at the three-phase boundary were neglected. In particular, it is assumed that the oxygen atoms, which are produced through charge-transfer reaction at the three-phase boundary, are homogeneously distributed over the active Nickel area (*e.g.*, through fast diffusion processes). A single step charge transfer reaction was also assumed.

The same anodic reaction mechanism was considered in \(\text{(Bessler, 2005)}\) for demonstrating a new computational approach for SOFC impedance. The same mechanism is considered in this work also, so that the new formulation and the parameter estimation algorithm proposed in this work can be validated by means of comparison with the results from \(\text{(Bieberle \& Gauckler, 2002)}\) and \(\text{(Bessler, 2005)}\). The anodic reaction mechanism consists of a charge transfer reaction, three surface reactions and two adsorption/desorption reactions. Note that the same notations used in \(\text{(Bessler, 2005)}\) are also used in this work in order to represent the reaction steps, which are given as

\[
O_{\text{O(electrolyte)}}^* + \square_{\text{Ni}} \xrightleftharpoons[k_{1,1}^-]{k_{1,1}^-} O_{\text{Ni}} + V_{\text{O(electrolyte)}}^* + 2e_{\text{(electrode)}}^-, \tag{2}
\]

\[
O_{\text{Ni}} + H_{\text{Ni}} \xrightleftharpoons[k_{2,2}^-]{k_{2,2}^-} OH_{\text{Ni}} + \square_{\text{Ni}}, \tag{3}
\]

\[
O_{\text{Ni}} + H_2O_{\text{Ni}} \xrightleftharpoons[k_{3,3}^-]{k_{3,3}^-} 2OH_{\text{Ni}}, \tag{4}
\]

\[
OH_{\text{Ni}} + H_{\text{Ni}} \xrightleftharpoons[k_{4,4}^-]{k_{4,4}^-} H_2O_{\text{Ni}} + \square_{\text{Ni}}, \tag{5}
\]

\[
H_2O_{\text{(gas)}} + \square_{\text{Ni}} \xrightleftharpoons[k_{5,5}^-]{k_{5,5}^-} H_2O_{\text{Ni}}, \tag{6}
\]

and

\[
H_{\text{2(gas)}} + \square_{\text{Ni}} \xrightleftharpoons[k_{6,6}^-]{k_{6,6}^-} H_{\text{Ni}} + H_{\text{Ni}}, \tag{7}
\]
where the forward and reverse reaction rate coefficients are denoted as $k_{\pm i}$, the subscript ‘i’ denotes the reaction number, a free nickel surface site is represented by $[]_{\text{Ni}}$ and the oxygen ion concentration $O_{\text{O(oxide)}}^{\text{electrolyte}}$ and the concentration of oxygen vacancies $V_{\text{O(oxide)}}^{\text{electrolyte}}$ in the electrolyte are assumed constant and are included into the rate coefficients $k_{\pm i}$.

The surface reactions (Eqs. (3–5)) in the considered reaction pathway of the anodic hydrogen oxidation reaction mechanism forms a loop. This can be shown by adding $\text{OH}_{\text{Ni}}$ to both sides of Eq. (3); adding $[]_{\text{Ni}}$ to both sides of Eq. (4); and by adding $O_{\text{Ni}}$ to both sides of Eq. (5). With the above changes, it is seen from Fig. 1 that the surface reactions form a loop. Note that adding the same component on both sides of the reaction, which does not take part in that reaction, does not change the reaction rate or the equilibrium constant.

\[
\text{O}_{\text{Ni}} + \text{H}_{\text{Ni}} + \text{OH}_{\text{Ni}} \xrightleftharpoons[k_2]{k_3} 2\text{OH}_{\text{Ni}} + []_{\text{Ni}}
\]

\[
\text{O}_{\text{Ni}} + \text{H}_2\text{O}_{\text{Ni}} + []_{\text{Ni}}
\]

Fig. 1. The loop in the SOFC anodic reaction mechanism.

The second law and detailed balance demands that at thermodynamic equilibrium (Ederer & Gilles, 2007a), the fluxes of all the individual reactions are zero \textit{i.e.}, $J_{2,\text{eq}} = J_{3,\text{eq}} = J_{4,\text{eq}} = 0$, where the ‘eq’ in the subscript represents the equilibrium quantities. The equilibrium fluxes of the reactions can be given by the law of mass action as

\[
J_{2,\text{eq}} = k_{2}c_{\text{O,eq}}c_{\text{H,eq}} - k_{-2}c_{\text{OH,eq}}c_{\text{Ni,eq}}, \quad (8)
\]
Equating each of the fluxes individually to zero gives the following constraints on the reaction rate constants.

\[
\frac{k_{-2}}{k_{+2}} = \frac{c_{O,eq} c_{H,eq}}{c_{OH,eq} c_{Ni,eq}},
\]

(11)

\[
\frac{k_{+3}}{k_{-3}} = \frac{c_{OH,eq}^2}{c_{O,eq} c_{H,eq,eq}^2},
\]

(12)

and

\[
\frac{k_{+4}}{k_{-4}} = \frac{c_{H,eq,eq} c_{Ni,eq}}{c_{H,eq} c_{OH,eq}}.
\]

(13)

Multiplying both sides of the Eqs. (11–13), gives rise to the following condition for the reaction rate constants, which is called as the detailed balance relation or the Wegscheider condition (Avetisov et al., 2006; Colquhoun et al., 2004; Ederer & Gilles, 2007a; Onsager, 1931a; Onsager, 1931b; Yang et al., 2006).

\[
W_r = \frac{k_{-2} k_{+3} k_{+4}}{k_{+2} k_{-3} k_{-4}} = 1,
\]

(14)

where the ratio is denoted by ‘\(W_r\)’ for convenience. For all other parameter combinations the model describes a physically impossible system with a non-zero equilibrium flux and thus a permanent deviation of the concentrations from the equilibrium ratios (Ederer & Gilles, 2007a).

When the reaction rate constants estimated in (Bessler, 2005) were substituted into the Wegscheider condition, it was found that the value of the ratio ‘\(W_r\)’ is \(2.8017 \times 10^{-4}\) instead of 1. Therefore, the reaction rate constants reported in (Bessler, 2005) makes the system thermodynamically inconsistent. This should result in non-zero equilibrium
reaction fluxes for the surface reactions, which is found to be true from the simulations. As the cell is maintained at constant temperature and pressure conditions, application of zero over-voltage between the working and the reference electrodes will result in no reaction taking place and hence no current flow. Therefore, thermodynamic equilibrium in this case implies that the applied over-voltage is zero. Application of zero over-voltage to the dynamic model resulted in non-zero reaction fluxes for the surface reactions \( J_{2,eq} \), \( J_{3,eq} \) and \( J_{4,eq} \), while it gave zero fluxes \( J_{3,eq} \) and \( J_{4,eq} \) for the charge transfer and the adsorption/desorption reactions.

Further, the driving forces and fluxes in the dynamic system are not explicitly considered in the traditional reaction kinetics formulation. If the driving forces and fluxes are integrated into the structure of the model, then their sign equivalence will alone ensure that thermodynamics is not violated (Ederer & Gilles, 2007a). If the traditional formulation of the reaction kinetics is used for estimating the reaction rate constants it may lead to violation of the second law and the principle of detailed balance. It can be seen from Eqs. (8–10) that, if the reaction rate constants \( (k_{zi})'s \) are allowed to be individually varied (during the parameter estimation), the reaction fluxes \( (J_i)'s \) can either be positive or negative irrespective of the sign of the driving forces (Change in the Gibbs free energies \( (\Delta G)'s \)). It might so happen that the reaction fluxes become positive even if the driving forces are negative, which leads to violation of the second law of thermodynamics. In the case of cyclic reactions, the opposing signs of the driving force and the flux will lead to non-zero flux at thermodynamic equilibrium thus violating microscopic reversibility.
3. Traditional modeling of the anodic SOFC electrochemical reaction mechanism

The electrochemical information of fuel cell electrode surface reaction mechanisms are usually obtained from the experimental electrochemical impedance spectroscopy (EIS) results by means of fitting this data to equivalent circuits (Bessler, 2005; Bieberle & Gauckler, 2002; Macdonald, 1987). This method, although quite popular, suffers from the disadvantage that the correlation of the equivalent circuit elements with the physical and chemical parameters is not straightforward (Bieberle & Gauckler, 2002). In order to overcome these difficulties, a state space modeling approach for modeling the anodic reaction system in a SOFC was proposed by (Bieberle, 2000; Bieberle & Gauckler, 2002; Mitterdorfer, & Gauckler, 1998; Mitterdorfer, & Gauckler, 1999a; Mitterdorfer, & Gauckler, 1999b). Later, a computational approach for calculating the impedance from the time domain transient simulations that maintains the full non-linear response was proposed in (Bessler, 2005).

In this section, the traditional method followed for modeling of the electrochemical reaction kinetics, which was adopted in (Bessler, 2005) for modeling the anodic SOFC reaction system, is briefly described.

The differential equations of the system are formulated in terms of the fractions of surface coverages of the different surface species (O, H, OH and H$_2$O), which are defined as

$$\theta_j = \frac{c_j}{N_0},$$  \hspace{1cm} (15)

where $c_j$ is the number of nickel surface sites where the species ‘j’ is adsorbed and $N_0$ is the total number of nickel surface sites. The fraction of surface coverage of each species
must adopt values between 0 and 1. The total surface coverage, which is the sum of the
fractions of all surface coverages, must be smaller than one. The surface coverage
fraction of free sites on the nickel surface is therefore given as

\[ \theta_{\text{Ni}} = 1 - (\theta_{\text{H}} + \theta_{\text{OH}} + \theta_{\text{H}_2\text{O}}). \]  

(16)

The rates of the reactions \( J_i \)'s can be obtained by using the law of mass action.
From the reaction rates, the rate equations for all the surface species may be obtained as
(Bessler, 2005)

\[ \frac{d\theta_{\text{O}}}{dt} = J_1 - J_2 - J_3 = k_{i+1}\theta_{\text{Ni}} - k_{i-1}\theta_{\text{O}} - k_{i+2}\theta_{\text{H}} - k_{i+2}\theta_{\text{OH}} + k_{i-3}\theta_{\text{O}}\theta_{\text{H}_2\text{O}} + k_{i-3}\theta_{\text{OH}}^2. \]  

(17)

\[ \frac{d\theta_{\text{H}}}{dt} = -J_2 - J_4 + 2J_6 = -k_{i+2}\theta_{\text{H}} - k_{i-2}\theta_{\text{OH}}\theta_{\text{Ni}} - k_{i+4}\theta_{\text{H}}\theta_{\text{OH}} + 2k_{i+6}\theta_{\text{Ni}}^2 - 2k_{i-6}\theta_{\text{H}}^2. \]  

(18)

\[ \frac{d\theta_{\text{OH}}}{dt} = J_2 + 2J_3 - J_4 = k_{i+2}\theta_{\text{H}} - k_{i-2}\theta_{\text{OH}}\theta_{\text{Ni}} + 2k_{i+4}\theta_{\text{H}}\theta_{\text{OH}} - 2k_{i-3}\theta_{\text{H}}\theta_{\text{OH}} + k_{i+4}\theta_{\text{H}}\theta_{\text{OH}}\theta_{\text{Ni}}. \]  

(19)

\[ \frac{d\theta_{\text{H}_2\text{O}}}{dt} = -J_3 + J_4 + J_5 = -k_{i+3}\theta_{\text{OH}}\theta_{\text{H}_2\text{O}} + k_{i-3}\theta_{\text{OH}}^2 + k_{i+4}\theta_{\text{H}}\theta_{\text{OH}} - k_{i-4}\theta_{\text{H}_2\text{O}}\theta_{\text{Ni}} + k_{i+5}\theta_{\text{Ni}}^2 - k_{i-5}\theta_{\text{H}_2\text{O}}. \]  

(20)

The differential equations of the reaction system can be expressed in matrix notations
as

\[
\begin{bmatrix}
\frac{d\theta_{\text{O}}}{dt} \\
\frac{d\theta_{\text{H}}}{dt} \\
\frac{d\theta_{\text{OH}}}{dt} \\
\frac{d\theta_{\text{H}_2\text{O}}}{dt}
\end{bmatrix} = 
\begin{bmatrix}
1 & -1 & -1 & 0 & 0 & 0 \\
0 & -1 & 0 & -1 & 0 & 2 \\
0 & 1 & 2 & -1 & 0 & 0 \\
0 & 0 & -1 & 1 & 1 & 0
\end{bmatrix}
\begin{bmatrix}
J_1 \\
J_2 \\
J_3 \\
J_4 \\
J_5 \\
J_6
\end{bmatrix},
\]  

(21)
where the $4 \times 6$ matrix is called as the stoichiometric matrix denoted by $S$. The reaction rate coefficients for all the reactions except the charge transfer reaction are considered constants for the given cell temperature and pressures of the gas species (hydrogen and water vapour). The reaction rate coefficients for the charge transfer reaction are functions of temperature, activation energy and over-voltage. The terms which are dependent on the temperature and activation energy are grouped into a constant term, $k_{\text{ct}}^0$. The other over-voltage dependant parts are constant for a constant value of over-voltage, but are time dependent for time dependent variations in the over-voltage. The reaction rate coefficients for the single step charge transfer are given as (Bessler, 2005; Bockris & Reddy, 1973)

$$k_{+1} = k_{+1}^0 \exp \left( \beta \frac{zF}{RT} \eta \right)$$

(22)

and

$$k_{-1} = k_{-1}^0 \exp \left( -(1 - \beta) \frac{zF}{RT} \eta \right).$$

(23)

Harmonically varying over-voltage ($\eta$), which is applied to the cell during the experiment, is considered as input to the model in order to calculate the impedance.

$$\eta(t) = \eta_{\text{steady}} + \eta_{\text{var}} \sin(\omega t),$$

(24)

where $\eta_{\text{steady}}$ represents the steady state polarization over-voltage, which is taken as 0 V and $\eta_{\text{var}}$ is the amplitude of the periodically varying component.

The rate equations for the surface species (Eqs. (17–20)), along with the boundary condition in Eq. (16), form a differential algebraic equation system, which can be numerically integrated to obtain the time varying surface coverages of the surface
species. The resulting time varying Faradaic current \( i(t) \) is obtained from the net rate of the charge transfer and is given by (Bessler, 2005; Bockris & Reddy, 1973)

\[
i(t) = zF\Gamma Af_{\text{geo}} \left( k_{+1}(t)\theta_{\text{Ni}}(t) - k_{-1}(t)\theta_{\text{o}}(t) \right),
\]

where \( \Gamma \) (in mol cm\(^{-2}\)) is the area density of the surface sites on a microscopic scale, \( A \) (cm\(^2\)) is the total (macroscopic) surface area of the electrode, and \( f_{\text{geo}} \) is a dimensionless geometrical factor, which is the only electrode structural parameter defined as the ratio of active microscopic surface area and total macroscopic surface area \( A \). It is correlated with both the three-phase boundary length and active electrode width (Bessler, 2005).

The method used in laboratory frequency response analyzers for data evaluation was used for impedance calculation in (Bessler, 2005). The real and imaginary parts of the complex admittance \( Y = Y' + jY'' \) are given as (Bessler, 2005)

\[
Y' = \frac{i_{\text{var}}Af_{\text{geo}}}{\eta_{\text{var}}} \cos(\phi) = \frac{2Af_{\text{geo}}}{\eta_{\text{var}}} \int_{t=0}^{\tau} i(t)\sin(\omega t) \, dt
\]

and

\[
Y'' = \frac{i_{\text{var}}Af_{\text{geo}}}{\eta_{\text{var}}} \sin(\phi) = \frac{2Af_{\text{geo}}}{\eta_{\text{var}}} \int_{t=0}^{\tau} i(t)\cos(\omega t) \, dt.
\]

where \( \tau = 2\pi/\omega \) is the time period of the output oscillations. The impedance is obtained as the inverse of the admittance as

\[
Z = Y^{-1}.
\]

The model parameters were estimated by varying their values until a best agreement between the simulation results and the experimental data is obtained (which is referred to as ‘fitting’). The fitting was done using a Lavenberg-Marquardt non-linear least squares algorithm.
4. Thermodynamically consistent reaction kinetics model formulation

A problematic aspect with the traditional reaction kinetics models given in Eqs. (15–28) is that it does not explicitly consider the driving forces of the reactions. Model equations for electrical and mechanical systems explicitly contain voltages and forces, which are physical quantities driving electrical current and displacement changes, respectively; i.e., fluxes and conjugated forces point in the same direction. In the case that no external forces are imposed to the system this guarantees the existence of an equilibrium state where all forces and fluxes are zero. Thus the fulfillment of the second law and of detailed balance is ensured by the model structure and it is not necessary to observe special detailed balance equations for the parameters (Ederer & Gilles, 2007a).

The quantities usually considered as potentials and driving forces of chemical reaction systems (chemical potentials and Gibbs free energies respectively) are quite unsuited for kinetic modeling far from equilibrium (Ederer & Gilles, 2007a). This is because; the reaction resistance in this case is not a constant but a complex non-linear function of the concentrations (refer to Appendix I). Further, the values of the standard chemical potentials of all the species involved in the reaction mechanism are required for formulating the model using the above power variables, which are not widely available in literature. For this purpose, a new thermo-kinetic force was proposed in (Ederer & Gilles, 2007a), which conserves the sign dependence of the force on the concentrations. Taking the cue from this work, the thermo-kinetic formulation for a general surface reaction, in terms of surface coverage fractions, is given in Appendix II. The differential equations of the SOFC anodic hydrogen oxidation reaction mechanism are rewritten using this revised formulation as
\[
\frac{d\theta_{O}}{dt} = \frac{e_{t} \theta_{Ni}}{R_{1} \Theta_{Ni}} - \frac{e_{r} \theta_{O}}{R_{1} \Theta_{O}} + \frac{1}{R_{2}} \theta_{O} \theta_{H} + \frac{1}{R_{2}} \theta_{OH} \theta_{Ni} - \frac{1}{R_{3}} \theta_{O} \theta_{H,O} + \frac{1}{R_{3}} \theta_{OH}^{2} \theta_{Ni}.
\] (29)

\[
\frac{d\theta_{H}}{dt} = -\frac{1}{R_{2}} \theta_{O} \theta_{H} - \frac{1}{R_{2}} \theta_{O} \theta_{Ni} - \frac{1}{R_{4}} \theta_{O} \theta_{H,O} - \frac{2}{R_{6}} \theta_{H,O} \theta_{Ni} - \frac{2}{R_{6}} \theta_{H} \theta_{Ni} - \frac{2}{R_{6}} \theta_{H} \theta_{Ni} \theta_{H}^{2} \theta_{Ni}.
\] (30)

\[
\frac{d\theta_{OH}}{dt} = \frac{1}{R_{2}} \theta_{O} \theta_{H} - \frac{1}{R_{2}} \theta_{O} \theta_{Ni} + \frac{2}{R_{5}} \theta_{O} \theta_{H,O} - \frac{2}{R_{5}} \theta_{OH} \theta_{Ni} - \frac{2}{R_{5}} \theta_{OH} \theta_{Ni} + \frac{1}{R_{5}} \theta_{H,O} \theta_{Ni}.
\] (31)

\[
\frac{d\theta_{H,O}}{dt} = -\frac{1}{R_{3}} \theta_{O} \theta_{H,O} + \frac{1}{R_{3}} \theta_{O} \theta_{Ni}^{2} + \frac{1}{R_{4}} \theta_{O} \theta_{H,O} - \frac{1}{R_{4}} \theta_{H,O} \theta_{Ni} + \frac{1}{R_{5}} \theta_{Ni} - \frac{1}{R_{5}} \theta_{H,O} \theta_{Ni}.
\] (32)

The terms \(e_{t}\) and \(e_{r}\) in Eq. (29) represent the time varying over-voltage dependant exponential terms of the reaction rate coefficients of the charge transfer reaction (refer to Eqs. (22–23)) and they are given by

\[
e_{t} = \exp\left(\beta \frac{zF}{RT} \eta\right)
\] (33)

and

\[
e_{r} = \exp\left(-(1 - \beta) \frac{zF}{RT} \eta\right).
\] (34)

The time dependent input over-voltage is given by Eq. (24) and the output current is calculated using Eq. (25). The same procedure given in Section 3 is used for calculating the impedance from the time dependent input and output (refer to Eqs. (26–28)).

The values of the capacities (\(\Theta_{j}\)'s) for the different species are required for performing the simulations and for the parameter estimation using the new formulation. The capacities of the various species involved in the reaction system can be directly calculated (refer to Eqs. (47–48) in Appendix II) if their standard chemical potentials (\(\mu_{j,0}\)'s) are known. But such data are unavailable in the literature. However, it is shown in
Appendix II that any set of equilibrium concentrations of the system can be used as capacities.

The rate equations (Eqs. (29–32)) along with the boundary condition given in Eq. (16) form the new formulation of the SOFC anodic reaction kinetics. Since the rank of the stoichiometric matrix $S$ (refer to Eq. (21)) is 4, the four linearly independent algebraic equations (steady state forms of the Eqs. (17–20) with $\eta = 0$), can be used to solve for the equilibrium surface coverage fractions of the surface species (O, H, OH and H$_2$O), which can be used as capacities (refer to Eq. (56) in Appendix II). The equilibrium surface coverage fractions can be obtained by solving the equilibrium model (steady state forms of the Eqs. (17–20), after substituting Eq. (16) into those equations and putting $\eta = 0$), provided that the values of all the reaction rate constants ($k_\pm$’s) are known. The equilibrium surface coverage fraction of empty Ni sites ($\theta_{\text{Ni,eq}}$) follows from Eq. (16).

It can be seen that for a given set of values of the reaction rate constants ($k_\pm$’s) and the corresponding set of values of capacities ($\Theta_j$’s) calculated from the equilibrium model, the differential equations of the new formulation (Eqs. (29–32)) are the same as the equations resulting from the traditional formulation (Eqs. (17–20)). Therefore, for such a case, the simulation results will be the same for both the formulations.

This new formulation ensures that the constraint given in Eq. (54) in Appendix II is imposed on all the reactions in the system, thereby satisfying the Wegscheider condition if the reaction system contains cycles. Estimation of $R_i$’s in the new formulation instead of $k_\pm$’s in the traditional formulation also ensures that $\text{sign}(F_d)_i = \text{sign}(\Delta G)_i = \text{sign} J_i$ for all values of $R_i$. This is because of the fact that the values chosen for $R_i$ are all
positive, which requires that the sign of $J_i$ be equal to the sign of $(F_d)_i$ (refer to Eq. (52) in Appendix II). Therefore observance of the second law of thermodynamics and detailed balance are assured with this revised formulation. The thermodynamic consistency condition for the chemical reaction system far from equilibrium is given by the De Donder equation (Boudart, 2001; Campbell, 2001; Dumesic 1999; Fishtik et al., 2005; Fishtik & Datta, 2001; Holstein & Boudart, 1997), which defines the far from equilibrium relation between the forward and reverse reaction fluxes ($J_{+i}$ and $J_{-i}$ respectively). It is shown in Appendix II that the new formulation satisfies the De Donder relations.

The advantage of this new formulation is that the thermodynamic constraints are integrated into the model structure and hence avoids the detailed test of the parameters for thermodynamic consistency, which requires extensive thermodynamic data. Another advantage of the new formulation is that the optimization algorithm using the new formulation will not spend time in examining impossible parameter sets (due to the constraint embedded into the system), and hence the search space and time are reduced. Further, the number parameters in the system is reduced from 12 ($k_{zi}$’s) in the traditional formulation to 6 ($R_i$’s) in the new one.

5. Parameter estimation procedure using the new formulation

In this section, an iterative procedure for estimating the parameters (reaction rate constants) using the new model formulation is presented. This procedure exploits the relation between the reaction rate constants and the set of capacities (which are equal to the set of equilibrium surface fractions) of a reaction (refer to Eqs. (54) and (56) in Appendix II) and also uses the Wegscheider condition, which defines the condition for
thermodynamic consistency of the reaction network having a loop. It also uses the equilibrium model defined in Section 4.

As the exact values of the capacities are not known, it is not possible to estimate the reaction rate constants in a single iteration. Therefore, in this work, an iterative parameter estimation procedure is proposed for estimating the reaction rate constants using the new model formulation, which results in parameters that do not violate the thermodynamic consistency of the model.

If the exact values of the capacities are known (say from the measurement of equilibrium concentrations), we can expect to attain the exact values of the reaction rate constants (refer to Eqs. (47 and 48) in Appendix II), which satisfy the Wegscheider condition (and hence maintain the thermodynamic consistency of the system) without resorting to recursive calculations. This is because, the estimation of $R_i$’s using the new formulation imposes the constraint given in Eq. (54) in Appendix II on the reaction rate constants ($k_{±i}$’s) of the individual reactions of the system, thereby resulting in satisfaction of the Wegscheider condition and microscopic reversibility.

But, if the capacities are not known, the parameter estimation is done using the set of values of capacities obtained by solving the equilibrium model with the reaction rate constants from literature (which violate the Wegscheider condition). The $k_{±i}$’s corresponding to the estimated $R_i$’s are calculated using the capacity values in Eq. (54) in Appendix II. Though these $k_{±i}$’s satisfy Eq. (54), they need not necessarily satisfy the Wegscheider condition. This is because the capacities used are not the true equilibrium surface coverage fractions that define the equilibrium constants of the reactions. But we can expect the new reaction rate constants to give a better value of the ratio of ‘$W_r$’ (i.e.,
more closer to one). This is because, the integration of Eq. (54) into the new formulation introduces a constraint in the search space, which despite the approximate values of the capacities, guides the search in a favorable direction (i.e., towards the parameters that satisfy the Wegscheider conditions). This can be checked by applying the Wegscheider condition to the reaction rate constants (the new values must give better results).

Now that better values of the reaction rate constants are obtained, they can be used to calculate new set of capacities by solving the equilibrium model, which will be closer to the actual equilibrium surface coverage fractions. The resulting capacities are then used for again estimating the $R_i$’s and hence the $k_{\pm i}$’s. In this fashion, the calculations are performed iteratively until a parameter set is obtained which satisfies the Wegscheider condition exactly. Thus, this procedure effectively fits not only the reaction resistances but also the capacities to the experimental data, thereby resulting in parameter estimates, which do not cause the model to violate the laws of thermodynamics.

The recursive procedure developed for estimating the reaction rate constants subject to the thermodynamic constraints using the new model formulation is given in the form of a flow chart in Fig. 2.

For the specific SOFC anodic electrochemical reaction mechanism considered in this work, the values of reaction rate constants were presented in (Bieberle & Gauckler, 2002). Some of those parameter values were collected from various literatures, while others were calculated using physical relations. Starting from the values of parameters in (Bieberle & Gauckler, 2002), the parameters $k_{-2}$, $k_{-3}$ and $k_{-5}$ were estimated in (Bessler, 2005), as those parameter values seemed to be uncertain in the literature. The parameter
set (reaction rate constants) taken from the results of (Bessler, 2005) is given in Table 1. These parameters are taken as the starting values in this work.

| Table 1 Reaction rate constants from (Bessler, 2005) |
|-----------------|-----------------|
| $k_i$ (s$^{-1}$) | $k_i$ (s$^{-1}$) |
| $k_1^0$       | 2.0×10$^2$       | 5.6×10$^{10}$ |
| $k_2$         | 2.0×10$^{11}$    | 1.3×10$^4$    |
| $k_3$         | 1.0×10$^{12}$    | 5.8×10$^2$    |
| $k_4$         | 1.5              | 6.0×10$^5$    |
| $k_5$         | 8.0×10$^4$       | 1.0×10$^{11}$ |
| $k_6$         | 6.0×10$^7$       | 2.4×10$^8$    |

In order to identify which reaction rate constants cause the error in the Wegscheider condition, the reaction resistances for all the reactions are calculated using the relation given in Eq. (54) in Appendix II. For this purpose, the capacities are calculated by solving the equilibrium model with the parameters given in Table 1. It is found that the values of the reaction resistances calculated using the forward and reverse reaction rate constants do not match for the reactions given in Eqs. (4 and 5), which means that the constraint in Eq. (54) in Appendix II is not satisfied by the corresponding reaction rate constants. Therefore, the corresponding reaction rate constants ($k_{i3}$, $k_{-3}$, $k_{i4}$ and $k_{-4}$) are identified to be the ones that cause the error in the Wegscheider condition. The reaction resistances for those two reactions ($R_3$ and $R_4$) are chosen to be the ones to be estimated by the parameter estimation algorithm using the newly formulated model.

A code is written in Matlab for solving the equilibrium model i.e., the non-linear algebraic equations which are the steady state forms of the Eqs. (17–20) into which the Eq. (16) is substituted and $\eta = 0$. This is denoted by the predefined process ‘Equilibrium
state model’ in Fig. 2. This equilibrium model gives the equilibrium surface coverage fractions which are used as capacities.

Table 2. Other parameters used in the simulation (from (Bessler, 2005))

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T$</td>
<td>Absolute temperature</td>
<td>973</td>
<td>K</td>
</tr>
<tr>
<td>$f_{geo}$</td>
<td>Geometric factor</td>
<td>0.37</td>
<td>–</td>
</tr>
<tr>
<td>$\Gamma$</td>
<td>Nickel surface site density</td>
<td>$1.67 \times 10^{-9}$</td>
<td>mol cm$^{-2}$</td>
</tr>
<tr>
<td>$A$</td>
<td>Electrode surface area</td>
<td>1</td>
<td>cm$^{-2}$</td>
</tr>
<tr>
<td>$z$</td>
<td>Number of electrons participating in the reaction</td>
<td>2</td>
<td>–</td>
</tr>
<tr>
<td>$\eta_{\text{var}}$</td>
<td>Amplitude of input sinusoidal over-voltage</td>
<td>10</td>
<td>mV</td>
</tr>
<tr>
<td>$\eta_{\text{steady}}$</td>
<td>Steady state polarization over-voltage</td>
<td>0</td>
<td>mV</td>
</tr>
<tr>
<td>$F$</td>
<td>Faraday’s constant</td>
<td>96500</td>
<td>C mol$^{-1}$</td>
</tr>
<tr>
<td>$R$</td>
<td>Universal gas constant</td>
<td>8.3141</td>
<td>J mol$^{-1}$ K$^{-1}$</td>
</tr>
<tr>
<td>$\beta$</td>
<td>Symmetry factor</td>
<td>0.5</td>
<td>–</td>
</tr>
</tbody>
</table>

Another Matlab code is written, which solves the algebraic differential equation system of the new formulation in order to obtain the time varying current response. The impedance is then calculated for various frequencies using Eqs. (26–28). These impedance values along with the experimental impedance values are then used for estimating the unknown parameters ($R_3$ and $R_4$). The procedure for estimating the reaction resistances $R_3$ and $R_4$, which is represented by the predefined process ‘parameter estimation’ shown in Fig. 2, is given as follows.

1. The initial estimates of the reaction resistances, $R_3$ and $R_4$ are provided to the parameter estimation algorithm. Also the values of the $\Theta_j$’s obtained by solving the equilibrium model (using the parameters given in Table 1 for the first iteration) are provided as inputs to the algorithm. Other parameter values used are given in Table 2.

2. A value of the frequency of the sinusoidal varying over-voltage is chosen for which, the experimental impedance data is available. For that input frequency,
solve the differential equation system given in Eqs. (29–32) using the stiff ordinary differential equation solver ‘ode15s’ available in Matlab. The simulation is run for sufficiently long time so that the transients die out and the dynamic steady state is reached. The time varying surface coverage fractions for the different surface species involved in the system (\( \theta_{H_\theta}, \theta_{H_\theta}, \theta_{OH_\theta}, \theta_{H_2O} \) and \( \theta_{Ni} \)) are obtained from the simulations. The time varying output current is calculated using Eq. (25).

3. Using the time varying current data generated over one cycle, the impedance is calculated using the Eqs. (26–28). The numerical integration is performed using the Matlab function ‘trapz’, which uses the trapezoidal method.

4. Repeat the procedure described in steps 2 and 3 for all other values of the frequencies for which the experimental impedance data are available.

5. Find the values of the parameters (\( R_3 \) and \( R_4 \)) that minimize the complex least squares error between the experimental impedances and the impedances obtained from the simulations. The ‘fminsearch’ function available in Matlab is utilized for this purpose.

The predefined process ‘parameter estimation’ shown in Fig. 2 requires two sets of inputs (the equilibrium surface coverage fractions (\( \Theta_j \))’s and the reaction resistances (\( R_1, R_2, R_5 \) and \( R_6 \)), along with the initial guess values for the resistances, \( R_3 \) and \( R_4 \). Using these inputs, the parameter estimation algorithm estimates the values of \( R_3 \) and \( R_4 \), which minimize the least squares error between the experimental and the simulated impedances. Note that the output of the process is obtained only after receiving both the inputs. The predefined processes ‘Calc1’ and ‘Calc2’, shown in Fig. 2 also require two sets of inputs.
Both input sets are required to be fed to those processes before the calculations can be performed and the output obtained.

The predefined process named as ‘calc1’ in Fig. 2 calculates the values of the reaction resistances $R_1$, $R_2$, $R_5$ and $R_6$ from the corresponding reaction rate constants and capacities using relations given in Eq. (54) in Appendix II. The reaction resistances estimated by the parameter estimation algorithm ($R_3$ and $R_4$) are converted into the reaction rate constants using relations in Eq. (54) by the predefined process ‘calc2’.
Note that although only the reaction rate constants corresponding to the surface reactions ($k_{-2}, k_{-3}, k_{-4}, k_{+3}, k_{+4}$ and $k_{+4}$), which form a loop are required by the decision making step shown in Fig. 2, all the reaction rate constants are required to be input to the equilibrium model in the next step.

6 Degree of rate control

One of the applications of the reaction kinetics models is the determination of the (RDS) in a multi-step reaction mechanism. However, the definition of the RDS and how to determine which step it is in a complex mechanism are still subject to some controversy (Campbell, 1994; Campbell, 2001). Various suggestions have been given in the literature for determining the RDS (Boudart & Tamaru, 1991; Campbell, 1994; Campbell, 2001; Dumesic, 1999; Fishtik & Datta, 2001) in chemical reaction mechanisms. In (Bieberle & Gauckler, 2002) it was suggested that the charge transfer reaction might be the RDS for the SOFC anodic electrochemical reaction mechanism because the reaction rate constant for the electronation process was very small. In (Bessler, 2005), it was suggested that the adsorption/desorption reactions might be rate determining because the polarization resistance and the high frequency impedance are more sensitive to the changes in the corresponding reaction rate constants.

In this work, we adopt the method suggested in (Campbell, 1994) for determining the RDS. The usefulness of the method suggested in (Campbell, 1994) for identifying the RDS in models describing various types of multi step reaction mechanisms was discussed in (Baranski, 1999). The relation between the overall reaction rate and the velocity of the RDS was also clarified. The method suggested in (Campbell, 1994) for determining the
RDS is a type of sensitivity analysis in which both the forward and the reverse rate constants are increased by 1% (thus not changing its equilibrium constant) and calculating the resulting fractional increase in the overall rate. Then, the most rate-controlling step is the one whose increase leads to the greatest increase in overall rate, $J_0$. The degree of rate control for the step ‘i’ is defined in (Campbell, 1994) as

$$X_i = \left( \frac{k_i}{J_0} \right) \left( \frac{\delta J_0}{\delta k_i} \right)$$

(35)

If the change in $k_i$ is small enough so that the system remains linear, then the degree of rate control, $X_i$, should be a number between zero and one. The rate-controlling step is defined as a step with non-zero $X_i$. In the case of the SOFC anodic electrochemical reaction mechanism, the overall rate of the anodic reaction is the charge flow rate or current. Also, the reaction resistances ($R_i$’s), which are defined in this work for all the reactions, serve as convenient and physically meaningful variables for performing the sensitivity analysis (Ederer & Gilles, 2007a). A decrease in the value of $R_i$ by 1% for a reaction means that both the forward and the reverse reaction rate constants ($k_{zi}$’s) for the reaction are increased by 1% (refer to Eq. (54) in Appendix II), thereby maintaining the $k_{eq}$ constant. Therefore, the degree rate control is defined in this work in terms of the reaction resistance and current as

$$X_i = \left( \frac{R_i}{i} \right) \left( \frac{\delta i}{\delta R_i} \right).$$

(36)

Therefore, the new formulation provides a more intuitive and elegant way of performing the sensitivity analysis for determining the RDS. It is hoped that this definition of the degree of rate control will help in identifying the RDS in the anodic Ni, H$_2$–H$_2$O| YSZ reaction mechanism unambiguously.
7 Results and discussion

The calculations for estimating the values of the reaction rate constants are performed in a recursive manner as given in Fig. 2. The ‘\( Wr \)’ values close enough to one were obtained in two iterations. The reaction rate constants reported in (Bessler, 2005), which are given in Table 1 are taken as the initial estimates for the iterative procedure. These parameters are substituted into the equilibrium model to get the equilibrium values of the surface coverage fractions which will serve as the capacities required for the new formulation. The values of the equilibrium surface coverage fractions (capacities) of the surface species obtained are \( \Theta_o = 2.3384 \times 10^{-9} \), \( \Theta_H = 0.3273 \), \( \Theta_{OH} = 1.7967 \times 10^{-2} \), \( \Theta_{H_2O} = 5.2375 \times 10^{-7} \) and \( \Theta_{Ni} = 0.6547 \). These values along with the values of reaction resistances are supplied as inputs to the parameter estimation algorithm, which uses the new model formulation. The values of reaction resistances estimated by the parameter estimation algorithm are \( R_3 = 6.0195 \) s and \( R_4 = 6.6993 \) s. The corresponding values of the reaction rate constants are \( k_{+3} = 1.3564 \times 10^{14} \) s\(^{-1} \), \( k_{-3} = 5.1463 \times 10^{2} \) s\(^{-1} \), \( k_{+4} = 25.3803 \) s\(^{-1} \) and \( k_{-4} = 4.3533 \times 10^{5} \) s\(^{-1} \). Substituting these reaction rate constants into the Wegscheider condition gave a value of 1.001146 for ‘\( Wr \)’. The closeness of the ‘\( Wr \)’ to one, shows that the equilibrium surface coverage fractions used in the first iteration of the parameter estimation procedure are not much deviant from the actual values.

Although this looks satisfactory, an attempt was made to add more precision to the results. Therefore, a second iteration was performed. The values of the capacities obtained in the second iteration are \( \Theta_o = 2.3381 \times 10^{-9} \), \( \Theta_H = 0.3273 \), \( \Theta_{OH} = 1.7985 \times 10^{-2} \), \( \Theta_{H_2O} = 5.2374 \times 10^{-7} \) and \( \Theta_{Ni} = 0.6547 \). The values of reaction resistances estimated by the
parameter estimation algorithm in the second iteration are $R_2 = 5.4197$ s and $R_4 = 7.5517$ s. The corresponding values of the reaction rate constants are $k_{r,5} = 1.5068 \times 10^{14}$ s$^{-1}$, $k_{r,3} = 5.7041 \times 10^{2}$ s$^{-1}$, $k_{r,4} = 22.4927$ s$^{-1}$ and $k_{r,4} = 3.8620 \times 10^{5}$ s$^{-1}$. Substituting these reaction rate constants into the Wegscheider condition gave a value of 1.000006. The set of reaction rate constants resulting from this work is presented in Table 3. These values of the reaction rate constants are estimated within the framework of the thermodynamic consistency of the system and hence they are expected to give impedance values much closer to the experimental results.

Table 3. The reaction rate constants resulting from this work

<table>
<thead>
<tr>
<th>$k_{i+}$ (s$^{-1}$)</th>
<th>$k_{i-}$ (s$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_1^0$</td>
<td>2.0 $\times 10^{2}$</td>
</tr>
<tr>
<td>$k_2$</td>
<td>2.0 $\times 10^{11}$</td>
</tr>
<tr>
<td>$k_3$</td>
<td>*1.5068 $\times 10^{14}$</td>
</tr>
<tr>
<td>$k_4$</td>
<td>*22.4927</td>
</tr>
<tr>
<td>$k_5$</td>
<td>8.0 $\times 10^{4}$</td>
</tr>
<tr>
<td>$k_6$</td>
<td>6.0 $\times 10^{7}$</td>
</tr>
</tbody>
</table>

* Parameters obtained from the optimization.

The Bode magnitude and phase plots obtained from the simulation of this work and those obtained from experiments are compared in Fig. 3a and Fig. 3b. It can be seen from the Bode magnitude plot that the magnitudes obtained from the experiment and the simulation match at very low and very high frequencies. There is a mismatch only at the intermediate frequencies. A high frequency mismatch in the magnitude curve was reported in (Bieberle & Gauckler, 2002) whereas a low frequency mismatch was reported in (Bessler, 2005).
The peak in the Bode phase plot obtained from the simulations is off set to the left when compared to the experimental Bode phase plot as shown in Fig. 3b. The simulated Bode phase plot was a little offset to the right in the case of (Bieberle & Gauckler, 2002) and it was a little offset to the left in the case of (Bessler, 2005). The maximum phase is the same in all the plots obtained from simulations in (Bieberle & Gauckler, 2002), (Bessler, 2005) and this work. The maximum phase shift occurs at around 50 Hz, which the same result reported in (Bessler, 2005).
The Nyquist plots obtained using the parameters estimated in this work are compared with the experimental ones and also the ones obtained from the simulation in (Bieberle & Gauckler, 2002) and (Bessler, 2005) in Fig. 3c. The Nyquist plot obtained from the simulations in this work lies between the simulated Nyquist plots given in (Bieberle & Gauckler, 2002) and (Bessler, 2005) as shown in the Fig. 3c. The relaxation frequency obtained from the experimental Nyquist plot is 1 Hz. The relaxation frequency obtained from this work is 3 Hz, which is same as that reported in (Bessler, 2005). A very high relaxation frequency of 58 Hz was reported in (Bieberle & Gauckler, 2002). The least squares error between the simulated and the experimental impedance data is $8.1536 \times 10^6 \, \Omega^2$ and $3.2376 \times 10^6 \, \Omega^2$ in (Bieberle & Gauckler, 2002) and (Bessler, 2005) respectively. The least squares error calculated using the data from the simulations in this work is $2.9926 \times 10^6 \, \Omega^2$. The parameters estimations of this work might be better because they give the minimum least squares error between the experimental and the simulated impedances. However, still there is a large deviation between the experimental impedance curve and the one obtained from the simulations. This was attributed to the non-inclusion of a low frequency process (typically a diffusion process) in the model in (Bessler, 2005). This aspect must be further investigated through more experiments and simulations.

The steady state dynamic response of the system (surface coverage fractions of the surface species and the current) to the sinusoidal varying input over-voltage is shown in Fig. 4 for various input frequencies. The surface coverage fractions of O and OH vary 25% about their steady state values for 1 Hz and 100 Hz input frequencies. The surface coverage fractions of H and H$_2$O vary 4% about their steady state values for 1 Hz and
100 Hz input frequencies. At higher frequency (10000 Hz) this trend is maintained but the magnitude of the variation is smaller. The very little variation of H and H$_2$O about their steady states compared to the larger variation of O and H, observed in this work, was also reported in (Bessler, 2005).

Fig. 4. Steady state dynamic response of the system to sinusoidal varying input over-voltage at three different frequencies.

The concept of the degree of rate control as defined in Eq. (36) is used to identify the RDS. This analysis was done by omitting the time varying part of the input over-voltage and retaining only the constant part (refer to Eq. (24)). The values of the system output ($i.e.$, current) were used in the calculations after it was allowed to settle down to a steady state. The degree of rate control ($X_i$) for all the six reactions comprising the SOFC anodic reaction mechanism are shown in Fig. 5 as functions of the over-voltage. It can be seen from Fig. 5 that the degree of rate control for the reaction given in Eq. (4) (which is a
surface reaction) is the highest across the entire range of over-voltages. Therefore, this reaction seems to control the overall rate of the SOFC anodic reaction mechanism. This is followed by the surface reaction given in Eq. (5), for which the degree of rate control is high at lower over-voltages. The degree of rate control of the charge transfer reaction (Eq. (2)) increases at higher over-voltages (i.e., at higher current). The degree of rate control for the adsorption/desorption reactions (Eqs. (6) and (7)) remain close to zero over the entire range of the over-voltages. The above analysis suggests that the surface reactions may have a greater role in deciding the overall rate of the SOFC anodic Ni, H₂–H₂O| YSZ reaction mechanism. It is interesting to note that a surface reaction was predicted to be rate determining in the case of SOFC anodic reactions in (Yoon et al., 2007).

![Fig. 5. The degree of rate control of the six steps in the SOFC anodic reaction mechanism as a function of the over-voltage.](image)

8 Conclusions

The traditional kinetic modeling of chemical reaction mechanisms suffer from the drawback that the thermodynamics is not integrated into its structure. If the reaction
mechanism contains a loop, the estimated reaction rate constants using such a model will violate the Wegscheider condition and hence results in the violation of microscopic reversibility.

If the driving forces and fluxes are integrated into the structure of the model, then their sign equivalence will alone ensure that thermodynamics is not violated. However, the quantities usually considered as potentials and driving forces of chemical reaction systems (chemical potentials and Gibbs free energies respectively) are quite unsuited for kinetic modeling far from equilibrium. Therefore, in this work, the concept of thermo-kinetic force proposed in (Ederer & Gilles, 2007a), which has the same sign dependence on the concentrations as the Gibbs free energy, is used for modeling anodic Ni, H₂–H₂O|YSZ electrochemical reaction kinetics.

It is shown that the parameter estimation using the modeling method proposed in (Ederer & Gilles, 2007a) can be performed iteratively by means of exploiting the relation between the reaction rate constants and the set of capacities of a reaction and also the Wegscheider condition. This procedure effectively fits not only the reaction resistances but also the capacities to the experimental data and results in parameter estimates, which do not cause the model to violate the laws of thermodynamics. Further, the identification of the RDS in the mechanism is done using the concept of the ‘Degree of rate control’.

The forward and the reverse reaction rate constants for the surface reactions (Eqs. (4) and (5)) were found to be violating the condition in Eq. (54) in Appendix II. Therefore, the corresponding reaction resistances were estimated using the iterative parameter estimation procedure, of which, two iterations were performed. Using these parameters, the Bode and Nyquist plots for the impedances are obtained from the simulations. The
least squares error between the simulated and experimental impedances is found to be less than that of other models in literature. The dynamic response curves for the surface coverage fractions and current also show reasonable trends. Using the concept of the ‘Degree of rate control’, it is found that the surface reactions (especially the reaction in Eq. (4)) may have a greater role in deciding the overall rate of the SOFC anodic Ni, $\text{H}_2$–$\text{H}_2\text{O}$|YSZ reaction mechanism.

Thus the iterative parameter estimation procedure, which utilizes the revised formulation of the physicochemical model of the SOFC anodic Ni, $\text{H}_2$–$\text{H}_2\text{O}$|YSZ reaction mechanism results in reaction rate constant estimates that do not violate the thermodynamic consistency of the system. This parameter estimation procedure using the revised model formulation may also be adapted for other complex chemical and biochemical reaction networks for which the reaction rate constants need to be estimated using the experimental data.

These authors have developed bond graph models (Dauphin-Tanguy, 2000; Thoma & Ould Bouamama, 2000; Mukherjee et al., 2006) and model-based control strategies for SOFC systems (Vijay et al., 2008; Vijay et al., 2009a; Vijay et al., 2009b; Vijay et al., 2009c). Those models use simplified formulations of the overall anodic reaction dynamics. There is abundant literature on bond graph modeling of chemical reactions (Couenne et al., 2007; Couenne et al., 2008; Lamamra et al., 2006; Thoma & Ould Bouamama, 2000) and fuel cell systems (Saissset et al., 2006) where both pseudo and true bond graph formulations have been used. However, those models are easily computable because the micro-kinetics of the reaction is not considered. An integrated and accurate model of the total SOFC system would be extremely stiff due to the large differences
between the time scales of different separate dynamically interacting parts. That is why a multi-scale modeling approach is required (Franco et al., 2006; Franco et al., 2007). We will develop such a multi-scale bond graph model in our future work.

Moreover, bond graph models give an energetically consistent platform for parameter identification (Delgado & Garcia, 1993). One can perform partial system identification very easily from available time domain experimental data by using the concept of sensitivity bond graphs (Gawthrop, 2000; Gawthrop & Ronco, 2000). Our future work will also address these issues.
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In this appendix, it is shown that adopting the quantities usually considered as potentials and driving forces of a chemical reaction system (μ and ΔG) for modeling reaction systems far from equilibrium will result in computational difficulties. For the sake of the discussion, let us consider the reaction, \( A \xrightleftharpoons{\kappa} \kappa B \). Assuming ideal mixtures, the chemical potentials of the reactant and product species are given as

\[
\mu_A = \mu_{A,0} + RT \ln(c_A) \tag{37}
\]

and

\[
\mu_B = \mu_{B,0} + RT \ln(c_B), \tag{38}
\]

where the reference concentrations are assumed to be unity. The concentrations of ‘A’ and ‘B’ are obtained from Eq. (37) and Eq. (38) respectively as
\[ c_A = \exp \left( \frac{\mu_A - \mu_{A,0}}{RT} \right) \]  

(39)

and

\[ c_B = \exp \left( \frac{\mu_B - \mu_{B,0}}{RT} \right). \]  

(40)

The reaction flux for the reaction considered is given by

\[ J = k_+ c_A - k_- c_B. \]  

(41)

Substituting Eq. (39) and Eq. (40) into Eq. (41), we get,

\[ J = k_+ \exp \left( \frac{\mu_A - \mu_{A,0}}{RT} \right) - k_- \exp \left( \frac{\mu_B - \mu_{B,0}}{RT} \right). \]  

(42)

The reaction resistance is given by

\[ R = \frac{\Delta G}{J} = \left( \left| v_A \right| \mu_A - \left| v_B \right| \mu_B \right) \left( k_+ \exp \left( \frac{\mu_A - \mu_{A,0}}{RT} \right) - k_- \exp \left( \frac{\mu_B - \mu_{B,0}}{RT} \right) \right), \]  

(43)

which is highly non-linear and cannot be approximated by a constant value if the simulations of the system far from equilibrium are required. In contrast, the new formulation reaction resistance is constant and simulations of the system far from equilibrium conditions are not computationally taxing.

**Appendix II**

The thermodynamic kinetic modeling (Ederer & Gilles, 2007a) of a general surface reaction in terms of surface coverage fractions is given in this appendix. It is also shown that this formulation satisfies the De Donder relations.

The chemical potential of a component ‘j’ in an ideal mixture is given as

\[ \mu_j = \mu_{j,0}(T, p) + RT \ln \left( \frac{c_j}{c_x} \right), \]  

(44)
where \( c_j \) is the concentration of the component ‘\( j \)’ and \( c_z \) is the reference concentration, which is usually taken as unity and \( \mu_{j,0} \) is the standard chemical potential. The expression for the chemical potential can be written in terms of the dimensionless surface coverage fractions by multiplying and dividing the total number of surface sites \( (N_0) \) (refer to Eq. (15)) into the logarithmic term in Eq. (44) as

\[
\mu_j = \mu_{j,0}(T, p) + RT \ln \left( \frac{\theta_j}{\theta_z} \right).
\] (45)

The Eq. (45) can be rewritten as

\[
\mu_j = RT \ln \left( \exp \left( \frac{\mu_{j,0}(T, p)}{RT} \right) \right) + RT \ln \left( \frac{\theta_j}{\theta_z} \right),
\] (46)

which after rearrangement gives,

\[
\mu_j = RT \ln \left( \frac{\theta_j}{\theta_z \exp \left( -\frac{\mu_{j,0}(T, p)}{RT} \right)} \right).
\] (47)

Denoting \( \theta_z \exp \left( -\frac{\mu_{j,0}(T, p)}{RT} \right) = \Theta_j \) gives

\[
\mu_j = RT \ln \left( \frac{\theta_j}{\Theta_j} \right).
\] (48)

The ratio \( \theta_j/\Theta_j \) is designated as \( \xi_j \), which may be considered to be analogous to the potential in electrical systems. Therefore, the \( \Theta_j \)’s which relate the potential and the generalized charges \( (\theta_j)'s \) (see (Ederer & Gilles, 2007b) for analogy with electrical circuits) are called capacities.

It is desired to derive a new driving force for the chemical reaction from \( (\Delta G)_j \), which retains its sign dependence on the surface coverage fractions. The driving force for the reaction is given as
\[(\Delta G)_i = \sum_{j \in P} n_j \mu_j - \sum_{j \in R} n_j \mu_j. \tag{49}\]

Substituting the expression for the chemical potential as given in Eq. (48) into Eq. (49) gives

\[-(\Delta G)_i = RT \sum_{j \in R} n_j \ln \left( \frac{\theta_j}{\Theta_j} \right) - RT \sum_{j \in P} n_j \ln \left( \frac{\theta_j}{\Theta_j} \right). \tag{50}\]

Dividing both the sides of Eq. (50) by ‘RT’ and taking exponential on both sides gives the driving force \( (F_d)_i \) for the reaction as

\[(F_d)_i = \exp \left\{ \frac{-(\Delta G)_i}{RT} \right\} = \prod_{j \in R} \left( \frac{\theta_j}{\Theta_j} \right)^{n_j} - \prod_{j \in P} \left( \frac{\theta_j}{\Theta_j} \right)^{n_j}. \tag{51}\]

As the performed operations do not alter the sign of the force, the sign dependence of the new driving force \( (F_d)_i \) (refer to Eq. (51)) on the surface coverage fractions is the same as the sign dependence of \( (\Delta G)_i \) (refer to Eq. (49), where \( \mu_j \) is given by Eq. (45)) on the surface coverage fractions. Now, a reaction resistance is defined such that the reaction flux is given by,

\[J_i = R_i^{-1} (F_d)_i. \tag{52}\]

The reaction flux defined by the traditional modeling formalism, is given as

\[J_i = k_i \prod_{j \in R} \theta_j^{n_j} - k_{-i} \prod_{j \in P} \theta_j^{n_j}. \tag{53}\]

The reaction flux in Eq. (52) will be equal to the reaction flux given by the mass action law in Eq. (53) only if the reaction resistance \( R_i \) is defined as

\[R_i = k_i^{-1} \prod_{j \in R} \Theta_j^{n_j} = k_{-i}^{-1} \prod_{j \in P} \Theta_j^{n_j}. \tag{54}\]
Thus, the driving force for the reaction is redefined such that it retains the sign dependence on the surface coverage fractions. As a result, a constant reaction resistance ($R_j$) is also obtained.

Any set of equilibrium surface coverage fractions ($\theta_j$’s) can be used as the capacities ($\Theta_j$’s) as shown in the following. At thermodynamic equilibrium, the Gibbs free energy for any reaction must be zero. Therefore,

$$\left(\Delta G\right)_i = \sum_{j \in P} |v_j|\mu_j - \sum_{j \in R} |v_j|\mu_j = 0.$$  \tag{55}

Substituting Eq. (48) into Eq. (55) and with some algebraic manipulations we get,

$$\ln \left( \prod_{j \in P} \theta_{j,eq}^{v_j} \right) = \ln \left( \prod_{j \in R} \Theta_j^{v_j} \right) = \ln \left( K_{eq} \right),$$ \tag{56}

where $K_{eq}$ is the equilibrium constant of the reaction. The condition expressed by Eq. (56) is applicable to all the reactions in the SOFC anodic reaction mechanism. From Eq. (56), it is evident that any set of equilibrium surface coverage fractions ($\theta_j$’s) of the system can be used as capacities.

The thermodynamic consistency of this formulation is maintained even for simulations far from equilibrium. This is because; it satisfies the De Donder equation as shown in the following. The ratio of the forward and reverse reaction fluxes is given as

$$\frac{J_{+i}}{J_{-i}} = \frac{k_i \prod_{j \in R} \Theta_j^{v_j}}{k_i \prod_{j \in P} \Theta_j^{v_j}}.$$ \tag{57}

If $c_\Sigma$ is unity in Eq. (44), then Eq. (45) becomes,
\[ \mu_j = \mu_{j,0} + RT \ln \theta_j, \]  

which on rearrangement gives,

\[ \theta_j = \exp \left( \frac{\mu_j - \mu_{j,0}}{RT} \right). \]

Substitution of Eq. (59) into Eq. (57) gives,

\[
\frac{J_{+i}}{J_{-i}} = \frac{k_{+i} \prod_{j \in R} \exp \left( \frac{\mu_j - \mu_{j,0}}{RT} \right)}{k_{-i} \prod_{j \in P} \exp \left( \frac{\mu_j - \mu_{j,0}}{RT} \right)} = \frac{k_{+i} \exp \left( \frac{\sum_{j \in R} \mu_j V_j}{RT} \right) \exp \left( \frac{-\sum_{j \in R} \mu_{j,0} V_j}{RT} \right)}{k_{-i} \exp \left( \frac{\sum_{j \in P} \mu_j V_j}{RT} \right) \exp \left( \frac{-\sum_{j \in P} \mu_{j,0} V_j}{RT} \right)},
\]

which can be rearranged to get

\[
\frac{J_{+i}}{J_{-i}} = k_{+i}^{-1} \exp \left( \frac{\sum_{j \in R} \mu_j V_j - \sum_{j \in P} \mu_j V_j}{RT} \right) = \exp \left( \frac{\sum_{j \in R} \mu_{j,0} V_j - \sum_{j \in P} \mu_{j,0} V_j}{RT} \right),
\]

which further gives

\[
\frac{J_{+i}}{J_{-i}} = k_{+i}^{-1} \exp \left( -\frac{(\Delta G)}{RT} \right) \exp \left( \frac{(\Delta G^0)}{RT} \right),
\]

where \((\Delta G^0)_i\) is the Gibbs free energy of the reaction at standard state.

From Eq. (56), the equilibrium ratio of the reaction rate constants is given by

\[
\frac{k_{+i}}{k_{-i}} = \prod_{j \in R} \theta_{j,eq} \bigg|_{j}^{1} \prod_{j \in P} \theta_{j,eq} \bigg|_{j}^{0},
\]

By substituting Eq. (45) into Eq. (55), it can be deduced that
\[
\exp \left( -\frac{\Delta G^\circ}{RT} \right) = \prod_{j \in P} \theta_{j,eq} \frac{\nu}{\nu} = \prod_{j \in R} \theta_{j,eq} \frac{\nu}{\nu} = \frac{k_{+i}}{k_{-i}}. \tag{64}
\]

Substitution of Eq. (64) into Eq. (62) gives

\[
\frac{J_{+i}}{J_{-i}} = \exp \left( -\frac{\Delta G}{RT} \right) = \exp \left( -\frac{dG/d\xi}{RT} \right), \tag{65}
\]

which is the De Donder equation, where \( \xi \) is the reaction advancement coordinate. Therefore, the satisfaction of the condition in Eq. (54), which is ensured through the introduction of the reaction resistance in the new formulation (refer to Eqs. (54) and (56)), also results in the satisfaction of the De Donder equation and hence ensures thermodynamic consistency of the reaction system for simulations far from equilibrium.