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Abstract: Eye-movement tracking is a potential source of real-time adaptation in a learning environment. In order to have a more comprehensive and accurate picture of a user's interactions with a learning environment, we need to know which interface features he/she visually inspected, what strategies they used and what cognitive efforts they made to complete tasks. Such knowledge allows intelligent systems to be proactive, rather than reactive, to users' actions. Tutorial dialogues are one of the strategies used by Intelligent Tutoring Systems (ITSs) and has been empirically shown to significantly improve learning. EER-Tutor is a constraint-based ITS used to teach conceptual database design. This paper presents the preliminary results of a project that investigates how students interact with the tutorial dialogues in EER-Tutor using both eye-gaze data and student-system interaction logs. Our findings indicate that advanced students are selective of the interface areas they visually focus on whereas novices waste time by paying attention to interface areas that are inappropriate for the task at hand. Novices are also unaware that they require help with the tutorial dialogues.
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1. Introduction

Tutorial dialogues are used in ITSs to simulate one-on-one dialogues between a student and a human tutor that would occur in a classroom environment. The use of tutorial dialogues has been empirically evaluated and shown to significantly improve learning (Olney, Graesser, & Person, 2010; Weerasinghe, Mitrovic, Thomson, Mogin, & Martin, 2011).

This paper outlines work in progress that investigates how students interact with tutorial dialogues using both eye-gaze data and student-system interaction logs. From observation, students interact differently with tutorial dialogues in an ITS. One of the obvious factors behind this is the amount of prior knowledge. We believe that we can detect sub-optimal student behaviour from eye-tracking and/or ITS logs in order to allow an ITS to intervene when needed and better guide students’ learning. For example, we can investigate if the dialogue contents are being visually attended. In order to have a more complete picture of a user’s interactions with a learning environment, we need to know which interface features he/she visually inspected, the strategies used and what cognitive efforts he/she made to complete tasks (Bednarik, 2005). Such knowledge allows intelligent systems to be proactive, rather than reactive, to users’ actions (Gertner & VanLehn, 2000). Some of this information can be obtained by analysing existing student-system interaction logs but Bednarik (2005) highlighted the potential for using eye-movement tracking as a source of real-time adaptation.

Tutorial dialogues have been used in a number of ITSs in order to encourage students to self-explain. Self-explanation is a constructive activity during which a person tries to make sense of new information by explaining it to his or herself (Chi, 2000). This results in the revision of his/her knowledge structure for future application. Despite the effectiveness of ITSs, some studies indicate that students only gain shallow knowledge that they then have difficulty applying to new and different problems (Aleven, Koedinger, & Cross, 1999). One of the ways to overcome this shallow learning problem is to encourage self-explanation in order to promote deep learning (Chi, Bassok, Lewis, Reimann, & Glaser, 1989). Why2-Atlas (Vanlehn et al., 2002) and Auto Tutor (Graesser et al., 2003) teach mainly through tutorial dialogues. In contrast, systems like Geometry Explanation Tutor (Aleven, Ogan, Popescu, Torrey, & Koedinger, 2004) and KERMIT-SE (Weerasinge & Mitrovic, 2005) support problem solving, and tutorial dialogues are provided as additional support. The Geometry Explanation Tutor using both eye-gaze data and student-system interaction logs.
Tutor allows students to give natural language explanations about their problem-solving steps. KERMIT-SE asks students to justify problem-solving decisions that led to an incorrect solution.

The project will give us a better understanding of how different students interact with tutorial dialogues in an ITS. We will get an indication about whether eye-tracking gives us a more complete picture of students’ interactions and whether the cost of eye-tracking can be justified. For example, we may be able to use time-based evidence to determine if a student is not paying much attention to the tutorial dialogue by looking at the time between the dialogue appearing and the student responding. This does not reveal situations in which the student is taking time to respond but is visually attending to irrelevant areas of the interface however. A comparison of the accuracy of classifying students’ behaviour based on these different measures would be useful. Because we have already implemented adaptive tutorial dialogues in EER-Tutor (Weerasinghe et al., 2011), we will use this constraint-based ITS. EER-Tutor teaches database design using Enhanced Entity-Relationship (EER) data modelling (Elmasri & Navathe, 2007).

We present EER-Tutor in the following section, and discuss related work on using eye-tracking data in Section 3. Section 4 presents the experiment we performed, followed by a discussion of results in Section 5. Finally, we present conclusions and future research plans in Section 6.

2. EER-Tutor

EER-Tutor (Zakharov, Mitrovic, & Ohlsson, 2005) is a constraint-based ITS which provides a learning environment for students to practise and learn database design using the EER data model. The interface of EER-Tutor (Figure 1) shows the problem statement at the top, the toolbox containing the components of the EER model, the drawing area on the left, and the feedback area on the right (please note that the screenshot in Figure 1 shows the version of EER-Tutor used in the study, not the standard interface). Students create EER diagrams satisfying a given set of requirements which are checked for constraint violations on submission. EER-Tutor records detailed session information, including each student’s attempt at each problem and its outcome.

Tutorial dialogues have been implemented for EER-Tutor (Weerasinghe, Mitrovic, & Martin, 2008; Weerasinghe et al., 2011). The model for supporting adaptive dialogues is out of the scope of the current paper, and we refer the interested reader to (Weerasinghe, Mitrovic, & Martin, 2009) for details. Here we present only a short explanation of the tutorial dialogues.

When a student makes one or more mistakes, he/she is presented with a tutorial dialogue selected adaptively. The problem statement, toolbar and drawing area are disabled but visible for the duration of the dialogue and the error is highlighted in red in the diagram. Each dialogue consists of several prompts, and provides multiple possible answers to the student. Therefore the student answers prompts by selecting an option he/she believes is correct, or asks for additional help by selecting the “I need more help” option. The prompt types analysed are as follows:

- **Conceptual (CO):** discusses the domain concept with which the student is having difficulty independently of the problem context. This is shown in Figure 1: the student has modelled ‘Address’ as a derived attribute instead of a simple attribute so the prompt is asking about the basics of derived attributes. An incorrect answer to a conceptual prompt results in an additional, simpler conceptual prompt being given.

- **Reflective (RE):** aims to help students understand why their action is incorrect in the context of the current problem, and therefore the prompt text refers to the elements of the problem. For the error in Figure 1, this is: “Can you tell me why modelling Address as a derived attribute is incorrect?”

- **Corrective action (CA):** gives the student the opportunity to understand how to correct the error for this specific problem. For the error in Figure 1, the CA prompt is asking the student to specify the best way to model the ‘Address’ attribute and giving the different attribute types as options. Not all dialogues have this prompt type.

- **Conceptual reinforcement (CR):** allows the student to review the domain concept learned. For the error in Figure 1, the CR prompt asks the student to choose the correct definition of a derived attribute from the given options. Again, this is a problem-independent prompt.

In addition to multi-level dialogues, students are given single-level hints when they make basic syntax errors such as leaving diagram elements unconnected. When we use prompts and dialogues from now on we only refer to multi-level dialogues unless otherwise specified.
3. Related Eye-tracking Research

Eye-tracking is concerned with determining the point of gaze of a person’s eyes. The human eye makes a series of rapid eye movements (saccades) then fixates on some point in a visual scene (a fixation) (Goldberg & Helfman, 2010). In order to help with eye-tracking analysis, Areas of Interest (AOIs) can be set up that specify important regions in the user interface. AOIs help by defining which fixations should be tallied and to define scanning sequences and transitions for example (Goldberg & Helfman, 2010). Eye-tracking is used in interface usability studies, advertising as well as developmental psychology. In regards to ITSs, eye-tracking has been used in a variety of research, ranging from error prediction and determining if students read system feedback (Gluck, Anderson, & Douglass, 2000) to its use as a form of input (Wang, Chignell, & Ishizuka, 2006) and to the analysis of how students interpret open learning models (Mathews, Mitrovic, Lin, Holland, & Churcher, 2012).

3.1 Eye-tracking for User Modelling

The use of eye-tracking to increase student model bandwidth for educational purposes was first discussed in (Gluck et al., 2000). Students used the EPAL Algebra Tutor, an adaptation of the Worksheet tool in Algebra Tutor (Koedinger & Anderson, 1998). Gluck, Anderson et al. (2000) found that students ignore bug messages and that some students also ignore algebraic expressions so the tutor can draw their attention to these areas.

Conati and Merten carried out online assessment of students’ self-explanation using eye-tracking data and interface actions (Conati & Merten, 2007). Students used the Adaptive Coach for Exploration (ACE), an exploration-based learning environment that allows students to explore mathematical functions (Bunt, Conati, Huggett, & Muldner, 2001). An empirical evaluation of a probabilistic user model including self-explanation found that gaze-tracking data improved model performance compared to using only time data as a predictor of self-explanation.

In other work, Kardan and Conati (2012) used only users’ visual attention patterns to assess their ability to learn with an interactive simulation. The simulation used shows how an algorithm for solving constraint satisfaction problems in the domain of Artificial Intelligence works. The authors also found that the changes in users’ attention patterns when moving to solving a more difficult problem can be used to classify the students based on performance. For example, high achievers increase the number of fixations on an AOI that should be used more in the harder problem.

Eivazi and Bednarik (2011) proposed the use of real-time tracking of users’ visual attention patterns to model users’ high-level cognitive states and performance. The rationale is that an intelligent system can monitor users and use eye movement data to guide learning. Eye movement features were calculated for each interval corresponding to an utterance coded to a cognitive trait such as planning.
while solving an 8-tile puzzle. A Support Vector Machine-based classification was used to predict problem-solving cognition states such as planning as well as a user’s performance. Performance was accurately predicted: the high-performance group had a lower number of fixations but longer fixation durations than the low-performance group for example.

Tsai et al. (2012) used eye-tracking to study students’ visual attention when predicting debris slide hazards in an image-based, multiple-choice science problem. Students attended more to the chosen option than the rejected ones and spent more time inspecting features relevant to the answer chosen than features that are irrelevant to it. Regarding successful problem solvers, the study found that they shift gaze from irrelevant to relevant features. This is in contrast to unsuccessful problem solvers who shift their gaze from relevant to irrelevant features and the problem statement.

3.2 Eye-tracking and Expertise

Differences between novice and expert pilots were also found using eye-tracking data gathered during simulated Visual Flight Rules flight landings (Kasarskis, Stehwien, Hickox, Aretz, & Chris Wickens, 2001). Experts had more frequent fixations on relevant areas but for shorter durations. The scan patterns of experts are also stronger and more defined, which means that they better maintain airspeed and good landing performance because the patterns are consistent and efficient.

Law et al. (2004) also used of eye gaze patterns to differentiate between novices and experts. Novice and expert surgeons performed a task on a computer-based laparoscopic surgery simulator. Expert surgeons were quicker and made fewer errors overall as expected. Novices had to fixate on the tool’s position and had varied behaviours whereas experts could manipulate the tool while maintaining eye gaze on the target.

Jarodzka et al. (2010) similarly investigated the differences in strategies used by novices and experts and therefore the areas they fixate on. When asked to describe the locomotion patterns of swimming fish from a video, experts attended to task-relevant features more than novices and remained focussed on these areas. In addition, experts focused on different features because they employed knowledge-based shortcuts unknown to novices.

4. The Study

During the week prior to our study, the participants had used EER-Tutor in a regular lab session and completed a pre-test. This test was made up of 6 questions and included these types of questions: problem solving (drawing an EER diagram for the given scenario), multiple-choice, short answer and justification. The maximum mark on the pre-test was 27.

27 Computer Science students (9 females), aged from 18 to 50 years old (mean 23.8 years, standard deviation 7.3 years) participated in the study. All participants had normal or corrected-to-normal vision. The participants were enrolled in a second-year database course at the University of Canterbury and volunteered to take part in the study. Each participant was given a NZ$20 voucher on completion of the study and took part in the study individually.

The EER-Tutor version used in the study excluded interface features unneeded for the study (scrolling for example). The dialogue prompts and options vary in length so we always displayed the options in the same position to ease the definition of areas of interest. In addition, the tutorial dialogues were not adaptive. That is, all students received the same order of prompts within a dialogue about the same error (constraint violation). This means that the dialogue length is only affected by the correctness of the students’ answers.

We used the Tobii TX300 Eye Tracker, which allows unobtrusive eye-tracking as it is an integrated eye-tracker. Subjects are able to move during the tracking session while accuracy and precision are maintained at a sampling rate of 300 Hz (Tobii Technology AB, 2010).

The participants initially read an information sheet and signed a consent form. They then provided their age and vision status. A calibration phase with the eye-tracker was then carried out. This involves the participant following a marker on a 9-point grid with their eyes. The participants were instructed to complete or at least attempt all of the problems and to submit their solutions regularly.
During the session, the students could work on three problems and were free to move between problems. The students build up the diagrams incrementally and are free to choose the order in which they model elements and the elements’ positions in the solution area. Each diagram is therefore different, which differs from the majority of the related work above. Two problems were of moderate difficulty, and the last one was the most difficult. We selected problems that describe real-world situations the participants were familiar with (a health club, student accommodation services and the Olympic games), but the problems are not too easy so that students make mistakes when working on them and get tutorial dialogues corresponding to the mistakes made. Each student was given 50 minutes to solve the problems. Participants were reminded to regularly submit their solutions during the session. The mean session length was 49.1 minutes (standard deviation 3.0 minutes).

5. Data Analyses

One participant was excluded because no eye-tracking data was collected. We classified the participants as Novice or Advanced using a median split on pre-test scores (median score is 13.50). This resulted in 13 novices (Mean=10.50, SD=2.30) and 13 advanced students (Mean=16.50, SD=1.94). Using a median split means calculating the median pre-test score for the participants and using this as the threshold for defining groups: a novice is a student with a pre-test score of 13.50 or less and an advanced student has a pre-test score greater than 13.50. Because of the small sample size, we used non-parametric statistical analysis methods. A Mann-Whitney U-Test shows that there is a significant difference in the distributions of pre-test scores between the two groups (U=0, p <0.001).

Table 1: Summary statistics of Novice and Advanced students

<table>
<thead>
<tr>
<th>Statistical Measure</th>
<th>Novice</th>
<th>Advanced</th>
<th>U (Sig.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean number of completed problems (SD)</td>
<td>1.08 (1.12)</td>
<td>2.15 (0.69)</td>
<td>39.50 (0.019**)</td>
</tr>
<tr>
<td>Mean number of submissions per completed problem (SD)</td>
<td>10.29 (5.06)</td>
<td>11.31 (5.17)</td>
<td>39.50 (NS)</td>
</tr>
<tr>
<td>Mean time per completed problem in seconds (SD)</td>
<td>948.05 (582.66)</td>
<td>1000.13 (636.32)</td>
<td>37.00 (NS)</td>
</tr>
<tr>
<td>Mean time per attempted problem in seconds (SD)</td>
<td>1212.73 (238.44)</td>
<td>1042.69 (223.48)</td>
<td>127.00 (0.029**)</td>
</tr>
<tr>
<td>Mean number of submissions (SD)</td>
<td>19.15 (8.32)</td>
<td>19.46 (8.26)</td>
<td>77.00 (NS)</td>
</tr>
<tr>
<td>Mean number of single-level dialogues seen (SD)</td>
<td>0.91 (0.83)</td>
<td>0.74 (0.49)</td>
<td>84.50 (NS)</td>
</tr>
<tr>
<td>Mean number of dialogues seen (SD)</td>
<td>15.77 (6.70)</td>
<td>15.08 (8.09)</td>
<td>86.50 (NS)</td>
</tr>
<tr>
<td>Mean number of prompts seen (SD)</td>
<td>53.92 (22.30)</td>
<td>44.92 (26.26)</td>
<td>106.00 (NS)</td>
</tr>
<tr>
<td>Mean dialogue length (SD)</td>
<td>3.43 (0.21)</td>
<td>2.99 (0.45)</td>
<td>158.00 (&lt;0.001**)</td>
</tr>
<tr>
<td>Mean time per prompt in seconds (SD)</td>
<td>17.03 (7.94)</td>
<td>15.78 (6.78)</td>
<td>93.00 (NS)</td>
</tr>
<tr>
<td>Mean number of unique relevant constraints (SD)</td>
<td>113.77 (8.88)</td>
<td>117.69 (3.28)</td>
<td>70.50 (NS)</td>
</tr>
<tr>
<td>Mean number of violated constraints (SD)</td>
<td>128.08 (44.51)</td>
<td>105.23 (83.90)</td>
<td>124.50 (0.039**)</td>
</tr>
</tbody>
</table>

5.1 Analyzing the EER-Tutor Logs

There were 502 submissions (i.e. solution attempts) in total and 1285 prompts seen. Table 1 shows a summary of the statistics for the Novice and Advanced student groups. The distribution of each statistic across groups was tested using the Independent-Samples Mann-Whitney U test with α=0.05. This test is used for all Novice-Advanced comparisons in this paper.
As expected, the distributions of the mean number of completed problems are significantly different. *Advanced* students solved more problems on average but the distributions of the mean number of submissions and time spent per completed problem are not significantly different. When we also consider attempted problems that were not completed, we see that there is a significant difference in the distributions of the mean time spent per problem. In fact all of the *Novices* attempted the problems in order of difficulty and only 6 attempted the most difficult problem (compared to 12 *Advanced* students).

Because the number of submissions, dialogues (both single- and multi-level) and prompts seen are not significantly different, we analysed finer-grained measures. The distributions of the dialogue length are significantly different. We expected this result as *Novices* may not always answer prompts correctly because they have misconceptions or missing domain knowledge (reflected by dialogue length). Interestingly the distributions of the time per prompt are not significantly different.

The distributions of the number of unique relevant constraints are not significantly different because all students were solving the same problem set. The distributions of the mean number of violated constraints are significantly different as expected however.

A comparison between the number of prompts of each type seen by *Novice* and *Advanced* students did not reveal any unexpected results. Regarding the correctness of the choices made for each prompt, it was expected that *Advanced* students would make fewer incorrect choices because they began with more prior domain knowledge. The distributions are marginally different as seen in Table 2. Although the distributions are not significantly different, it is interesting that *Advanced* students make more correct choices on average as expected. We had expected there to be some difference in the percentage of help choices made by the two groups however, suggesting that *Novices* may be unaware that they require assistance in answering the prompts.

Because we are interested in students’ interactions with the tutorial dialogues, it is useful to look at the time spent and prompt answer correctness for each prompt type. We had expected to find some differences in the distributions of mean prompt reflection times for the different prompt types but this was not the case. While a conceptual prompt may not require the student to read the problem statement or spend time reflecting on their solution, this is expected behaviour when interacting with a reflective prompt for example. The distributions of correct and incorrect answers for reflective prompts are marginally and significantly different respectively (see Table 2). These findings are not surprising but it is interesting that this is the only prompt type with differences between the two groups.

### 5.2 Analyzing the Eye-Tracking Data

For the data during which prompts were visible, we output the following metrics from Tobii Studio:

- **Fixation duration (seconds)**: duration of each individual fixation in an AOI.
- **Fixation count**: number of times the participant fixates on an AOI.
- **Visit count**: number of visits to an AOI.

<table>
<thead>
<tr>
<th>Mean percentage of correct choices (SD)</th>
<th>Novice</th>
<th>Advanced</th>
<th>U (Sig.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>78.13 (13.46)</td>
<td>85.36 (9.34)</td>
<td>59.00 (NS)</td>
<td></td>
</tr>
<tr>
<td>Mean percentage of help choices (SD)</td>
<td>2.63 (2.93)</td>
<td>1.95 (3.19)</td>
<td>104.00 (NS)</td>
</tr>
<tr>
<td>Mean percentage of incorrect choices (SD)</td>
<td>17.62 (10.75)</td>
<td>10.88 (8.26)</td>
<td>117.5 (0.10*)</td>
</tr>
<tr>
<td>Mean percentage of unanswered prompts (SD)</td>
<td>1.62 (1.55)</td>
<td>1.81 (2.31)</td>
<td>84.00 (NS)</td>
</tr>
<tr>
<td>Mean percentage of correct choices for reflective prompts (SD)</td>
<td>73.11 (16.01)</td>
<td>84.71 (12.59)</td>
<td>49.00 (0.072*)</td>
</tr>
<tr>
<td>Mean percentage of incorrect choices for reflective prompts (SD)</td>
<td>21.60 (14.10)</td>
<td>9.08 (8.84)</td>
<td>133.00 (0.012**)</td>
</tr>
</tbody>
</table>

Table 2: A comparison of the percentage of choices made by *Novice* and *Advanced* students.
Table 3 shows the above metrics for Novice and Advanced students for the whole EER-Tutor interface (visit count is excluded as there is only one AOI). The distributions of the mean fixation duration are not significantly different, with a shorter mean fixation duration for Advanced students. More informative results should be possible when we break down the EER-Tutor interface into key areas especially because the distributions of the mean fixation count are significantly different. Advanced students are making fewer fixations and so it would be useful to see the differences between where Novices and Advanced students look.

The AOIs defined for the EER-Tutor interface are shown in Figure 2. The problem and feedback are where the problem text and dialogues are displayed respectively. Users build their diagram on the canvas, and the toolbar has been included because it would be interesting to see if it is being used despite it being disabled during dialogues. The length of the prompt text and options varies so extra space has been included to ensure they are displayed in the same position in order to make it possible to analyse finer-grained metrics for the feedback AOI (for example transitions between the three options).

Another reason to use AOIs is to make the eye-gaze patterns clearer by defining regions with specific functions. For example Figure 3 shows two gaze patterns of the same Advanced student: the first pattern is for all corrective action prompts and the second for conceptual prompts. It is clear that the student is re-reading the problem statement for the corrective action prompts but not the conceptual prompts. This is not surprising because conceptual prompts discuss problem-independent domain knowledge while the corrective action prompt refers to the error in the solution of a specific problem.

We have not completed any complex gaze-pattern analysis to date so Table 4 shows the analysis of the above eye-gaze metrics but breaks down the results by both the prompt type and AOI. Only marginally and significantly different results are included.

The distributions of the mean fixation durations for the canvas AOI are different for both conceptual and conceptual reinforcement prompts. For conceptual reinforcement prompts there is also a significant difference in the distributions of the mean fixation durations for the problem AOI. This is interesting because these prompt types are problem-independent and so there is no need to look at the canvas or problem statement to answer the prompts. The reason for both groups looking at the canvas may be the fact that the error is highlighted in red on the diagram so is eye-catching. The difference may be that Advanced students do not look at their solutions for as long because they do not need it to answer the prompt. This is supported by the Advanced students’ lower visit counts to the canvas AOI but further investigation is needed.

The distributions of the mean fixation counts are significantly different for the canvas and feedback AOIs of conceptual prompts. The canvas and problem AOIs’ distributions are also significantly different for conceptual reinforcement prompts. Again there is no reason to look at the canvas other than to look at the highlighted error as discussed above. While Advanced students have a lower mean fixation count on the feedback area, it may be that they are able to select the correct option more quickly than Novices. More details of the students’ behaviour would be revealed by breaking down the feedback AOI into prompt text and individual option AOIs.

![Image of AOIs](image_url)
The distributions of the mean visit counts are marginally different for the feedback AOI for corrective action, conceptual reinforcement and conceptual prompts. This can be a result of Advanced students making fewer transitions between the AOIs because they recognise the relevant AOIs for each prompt type and focus on those (in this case the feedback area) whereas Novices are unaware of the relevance of the different areas and therefore more frequently switched between AOIs. In fact when looking at the same conceptual prompt, for the same problem for an Advanced and a Novice student shows that the overall pattern may appear similar initially (see Figure 4). After considering the order of the fixations however, it becomes clear that the Advanced student looks at the canvas only once before returning and focussing on the feedback AOI for the rest of the time the prompt is displayed. This is in contrast to the Novice, who switches between the feedback and canvas more frequently and even looks at the problem statement briefly. Further investigation of the transitions is required however as this is a quick observation of behaviour of these two specific students.

Table 4: Summary eye-gaze metrics comparing Novice and Advanced students: prompt types and AOIs

<table>
<thead>
<tr>
<th>Prompt</th>
<th>AOI</th>
<th>Novice</th>
<th>Advanced</th>
<th>U (Sig.)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Mean fixation duration (SD)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CO</td>
<td>Canvas</td>
<td>0.24 (0.02)</td>
<td>0.20 (0.03)</td>
<td>134.50 (0.001**)</td>
</tr>
<tr>
<td>CR</td>
<td>Canvas</td>
<td>0.22 (0.06)</td>
<td>0.17 (0.08)</td>
<td>112.50 (0.06*)</td>
</tr>
<tr>
<td>CR</td>
<td>Problem</td>
<td>0.30 (0.09)</td>
<td>0.19 (0.05)</td>
<td>32.00 (0.026**)</td>
</tr>
<tr>
<td><strong>Mean fixation count (SD)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CO</td>
<td>Canvas</td>
<td>70.93 (38.99)</td>
<td>24.32 (13.07)</td>
<td>141.00 (0.001**)</td>
</tr>
<tr>
<td>CO</td>
<td>Feedback</td>
<td>214.70 (103.18)</td>
<td>117.44 (87.39)</td>
<td>121.00 (0.019**)</td>
</tr>
<tr>
<td>CR</td>
<td>Canvas</td>
<td>21.46 (19.73)</td>
<td>8.64 (11.54)</td>
<td>122.00 (0.016**)</td>
</tr>
<tr>
<td>CR</td>
<td>Problem</td>
<td>8.92 (6.09)</td>
<td>3.08 (1.96)</td>
<td>29.00 (0.093*)</td>
</tr>
<tr>
<td><strong>Mean visit count (SD)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CO</td>
<td>Canvas</td>
<td>17.45 (9.06)</td>
<td>7.49 (5.18)</td>
<td>138.00 (0.001**)</td>
</tr>
<tr>
<td>CO</td>
<td>Feedback</td>
<td>30.32 (21.01)</td>
<td>17.18 (17.65)</td>
<td>113.50 (0.052*)</td>
</tr>
<tr>
<td>CA</td>
<td>Feedback</td>
<td>5.96 (3.12)</td>
<td>4.08 (1.70)</td>
<td>86.50 (0.08*)</td>
</tr>
<tr>
<td>CR</td>
<td>Canvas</td>
<td>5.73 (4.07)</td>
<td>3.91 (4.23)</td>
<td>110.50 (0.077*)</td>
</tr>
<tr>
<td>CR</td>
<td>Feedback</td>
<td>18.61 (16.95)</td>
<td>11.45 (7.94)</td>
<td>90.00 (0.052*)</td>
</tr>
</tbody>
</table>
6. Conclusion and Future Work

It is evident that there are some differences between Novice and Advanced students in terms of their behaviour as indicated by the collected EER-Tutor and eye-tracking data. From the EER-Tutor logs we see that there is no significant difference in the distributions of the percentage of help choices made by the two groups. Novices therefore may need the ITS to intervene and explain the error being discussed in more detail. The distributions of the time-based evidence ‘mean time spent per prompt’ are not statistically significant however, suggesting a knowledge gap because we are using only EER-Tutor logs. Another data source such as eye-gaze data can be combined with the EER-Tutor log data so that we better understand students. The eye-gaze data reveal that there may be differences between the groups in terms of Advanced students being more selective about the areas they focus on and therefore making fewer visits to irrelevant AOIs. While this needs to be investigated further, it demonstrates that it should be possible for an ITS to eventually detect sub-optimal behaviours that produce these effects from both sources in real-time and react appropriately. An example of sub-optimal behaviour is a student who does not refer to his/her solution at all when interacting with the tutorial dialogues.

We intend to further analyse the collected data, in particular by investigating the transitions between the different AOIs of the EER-Tutor interface (the students’ gaze patterns) and using machine learning to discover commonly occurring learning behaviours. One of the next steps is to build classifiers that are able to automatically place students into the appropriate group. Classifiers built using only EER-Tutor data, only eye-gaze data and both data sources will be compared. The performance of these classifiers will help us determine whether the cost of eye-tracking is justified: features calculated from EER-Tutor may provide reasonably accurate student classification that is relatively inexpensive to collect. In addition, this work needs to be incorporated into EER-Tutor to provide adaptive interventions and guidance, which themselves are directions for future research.
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