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Abstract. The application of a Method of Lines to a hyperbolic PDE with source terms gives rise to a system of ODEs containing terms that may have very different stiffness properties. In this case, Implicit-Explicit Runge-Kutta (IMEX-RK) schemes are particularly useful as high order time integrators because they allow an explicit handling of the convective terms, which can be discretized using the highly developed shock capturing technology, together with an implicit treatment of the source terms, necessary for stability reasons.

Motivated by the structure of the source term in a model problem introduced by LeVeque and Yee in [J. Comput. Phys. 86 (1990)], in this paper we study the preservation of certain invariant regions as a weak stability constraint. For the class of source terms considered in this paper, the unit interval is an invariant region for the model balance law. In the first part of the paper, we consider first order time discretizations, which are the basic building blocks of higher order IMEX-RK schemes, and study the conditions that guarantee that [0, 1] is also an invariant region for the numerical scheme. In the second part of the paper, we study the conditions that ensure the preservation of this property for higher order IMEX schemes.

1. Introduction

Many physical problems are governed by hyperbolic conservation laws with non-vanishing source terms. If the source terms model chemical reactions between different species and the reactions happen on time scales much faster than the fluid dynamic time scales, the solutions can develop thin reaction zones where the chemical-kinetics activity is concentrated. The time scales driving the reaction terms are typically several orders of magnitude faster than the scale on which the solution is evolving, and on which one would like to compute, so that such problems are said to have stiff source terms, in analogy with the classical case of stiff ordinary differential equations (ODEs).

In explicit methods, taking a time step appropriate for the slower scale of interest can result in violent numerical instabilities, caused by the fast scales. Stability, meaning the absence of violent oscillatory behavior, is often achieved by using implicit techniques in the numerical treatment of the source term. A variety of excellent implicit methods have been developed for solving stiff systems of ODEs, and in many cases these methods are used within a fractional splitting approach in
order to obtain stable results for numerical simulations involving PDEs with stiff source terms.

Non-split methods, however, have some advantages and are sometimes preferred. Nevertheless, when a time-dependent PDE involves terms that need a differentiated numerical treatment, it is natural to employ different discrete strategies for each one of them. One example of this kind of situation is provided by PDEs of convection-diffusion type. Here, linear multistep Implicit Explicit (IMEX) methods were proposed and analyzed as far back as the late 1970s [21, 4]. Instances of these methods have been successfully applied to the incompressible Navier-Stokes equations [17] and in environmental modeling studies [32]. A comparative study for PDEs of convection-diffusion type was carried out in [1], and a corresponding study for reaction-diffusion problems arising in morphology is reported in [27].

In the context of hyperbolic conservation laws with stiff source terms, IMEX-Runge-Kutta (IMEX-RK) schemes appear as a natural extension of the Runge-Kutta time discretizations widely used as high order time integrators for homogeneous conservation laws. IMEX Runge-Kutta schemes have been successfully applied by Pareschi and Russo in [26] to relaxation schemes for hyperbolic conservation laws. The success of these techniques relies on the ability to treat the convective part in an explicit fashion, while still maintaining an implicit handling of the source terms, which gives a distinct advantage when designing a general purpose high order, high resolution, numerical scheme.

In general, when a PDE is solved numerically, it is natural to expect, or require that the numerical solution has as many qualitative properties of the analytical solution as possible. Stability requirements stem from the desire to have numerical schemes that preserve, at the discrete level, certain properties of the analytic solution of the problem to be solved.

For homogeneous conservation laws, Strong Stability Preserving (SSP) high order time discretizations provide an appropriate framework for nonlinear stability, and are widely used in practice. The basic assumption is the strong stability (in any norm, seminorm or convex functional) of the spatial discretization coupled with the Explicit Euler (EE) method for the time discretization, under a known step-size restriction \( \Delta t \leq \tau_{EE} \). High order SSP-RK time discretizations preserve the strong stability properties of the EE scheme, while achieving higher order accuracy in time, perhaps under a modified step-size restriction of the form

\[
\Delta t \leq C \tau_{EE}.
\]

Nowadays, the theory of SSP-RK schemes is well developed (see e.g. [8,10,11,17]), and the connections between SSP theory and contractivity theory [5,11,19] has lead to important advances in the field. In particular, it is now known that for an explicit RK scheme, the largest step-size restriction for strong stability preservation is of the form (1.1), with \( C \) being the radius of absolute monotonicity of the RK method (see [6,10,11]).

In [29], the first paper where high order SSP-RK time discretizations for homogeneous conservation laws were proposed, the relevant seminorm was the Total Variation (TV) semi-norm. Since the true solution of a scalar, homogeneous, conservation law has the TVD (Total Variation Diminishing) property, imposing this requirement on the numerical scheme is appropriate. Indeed, Forward Euler time discretizations of a scalar, homogeneous, conservation law are TVD, under a
convenient CFL restriction, provided that the discrete divergence operator is appropriately chosen. In addition, the convergence of TVD schemes for homogeneous conservation laws follows from Helly’s theorem (see e.g. \cite{23}), hence, TVD requirements provide adequate stability constraints in the homogeneous case.

For a scalar balance law, the properties of the solution strongly depend on certain properties of the source term. For example, when the source term is a non-increasing function, the TV of the exact solution of the scalar balance law is also a non-increasing function, as in the homogeneous case. In this case, it is shown in \cite{3} that some semi-implicit and fully implicit schemes do inherit this property, in a rather natural way, thanks to the non-increasing character of the source term.

In general, however, the source term might not be decreasing and these results are not applicable. The basic model problem in \cite{24} provides an example of this situation. The source term has multiple zeros in the domain of interest, hence it is not a decreasing function, so that the arguments in \cite{3} cannot be applied. The TV of the solution (or the $L_\infty$ norm) of a hyperbolic PDE such as that of the LeVeque and Yee (LV&Y) model problem \cite{24} is not guaranteed to decrease in time, hence no strong stability constraints can be expected to hold in first order time discretizations.

It is worth mentioning that clearly visible numerical oscillations can be observed in the numerical results obtained in \cite{24}, either with a semi-implicit generalization of MacCormack’s scheme, including limiters, or with space-time splitting schemes, also including limiters. Motivated by these results, in this paper we consider instead other properties that can be imposed on the numerical scheme in order to guarantee the absence of spurious oscillatory behavior. In this paper we argue that the preservation of certain invariant regions, the interval $[0, 1]$ for the LV&Y model problem, may be turned into a weak stability concept that can easily be analyzed for explicit, implicit and semi-implicit first order schemes, as well as for Diagonally Implicit-Explicit Runge-Kutta (D-IMEX) schemes.

The analysis in this paper is strongly connected to the SSP theory for the homogeneous case. The work of Shu and Osher in the development of TVD Runge-Kutta schemes \cite{29}, and later on the development of SSP schemes (see \cite{5, 7}), has put in evidence the importance of re-interpreting a Runge-Kutta scheme as a convex combination of Euler steps. In a similar way, we seek to obtain general conditions that guarantee the preservation of our invariance property, i.e., the preservation of $[0, 1]$ as an invariant region for the numerical scheme, provided that this interval is an invariant region for certain Euler-type time discretizations of each of the operators involved. For Runge-Kutta methods, this way of proceeding is closely related to the one followed in the context of numerical positivity \cite{14, 15}.

The paper is organized as follows: In section 2 we recall various theoretical results concerning the entropy solution of balance laws and review the model problem by LeVeque and Yee in \cite{24} and its generalization in \cite{23}, which serve to establish a general class of source terms that have the unit interval as an invariant region. In section 3 we introduce the basic terminology concerning the Method of Lines (MOL) and we demonstrate that, for the class of source terms cosidered, the interval $[0, 1]$ is also an invariant region for the MOL system, when monotone fluxes are used in the discrete divergence operator. The necessary notation to deal with high order IMEX methods is introduced in section 4 as well as some considerations on stability issues. The invariance of the interval $[0, 1]$ for some first order schemes
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is studied in section 5. The main result in the paper, which concerns the preservation of the numerical invariance of $[0,1]$ for certain high order IMEX schemes is developed in section 6. A key point is the ability to construct an appropriate splitting for the coefficient matrix of the implicit scheme. Section 7 is devoted to this important issue. Results in sections 6 and 7 are stated for general hyperbolic problems with source terms, and in section 8 we show how they can be applied to the LV&Y model problem when two concrete IMEX Runge-Kutta methods are used. Some numerical experiments done in section 8.2 confirm the agreement between the predicted and observed step-size restrictions. The paper ends with some conclusions and forthcoming work.

2. LeVeque and Yee model problem

The Cauchy problem for a scalar conservation law with a source term depending only on the solution can be stated as follows:

$$u_t + f(u)_x = s(u), \quad u(x,0) = u_0(x), \quad x \in \mathbb{R}, \ t > 0.$$  

The properties of the source term have a direct impact on certain important properties of the true solution. The following result (see e.g. [3, 20]) summarizes the properties of the solution most relevant to the analysis in this paper.

**Theorem 2.1.** Consider the problem (2.1) with initial condition $u(x,0) = u_0(x) \in L^\infty(\mathbb{R}) \cap L^1(\mathbb{R})$ and let $\gamma$ be such that

$$\sup_u s'(u) \leq \gamma.$$  

Then (2.1) possesses a unique entropy solution $u(x,t)$ satisfying

i) $\|u(x,t)\|_{L^\infty(\mathbb{R})} \leq e^{\gamma t}(\|u_0(x)\|_{L^\infty(\mathbb{R})} + |s(0)|t).$

ii) For any $v_0 \in L^\infty(\mathbb{R})$ and corresponding entropy solution $v(x,t)$, we have

$$\|u(x,t) - v(x,t)\|_{L^1(\mathbb{R})} \leq e^{\gamma t}\|u_0(x) - v_0(x)\|_{L^1(\mathbb{R})}.$$  

iii) If $u_0(x) \leq v_0(x)$, then the corresponding entropy solutions satisfy

$$u(x,t) \leq v(x,t).$$  

In [3, 28], the authors study the behavior of certain first order schemes applied to the model balance law (2.1) when

$$s(0) = 0, \sup_u s'(u) \leq 0.$$  

For this class of source terms, (i) above implies monotonicity in the $L^\infty$ norm of the solution, and (ii) implies that the solution has the TVD property, just as in the homogeneous case. In [3], first order monotone (or second order TVD) discretizations for the convective derivative are combined with a centered, pointwise discretization of the source term. It is seen in [3] that the semi-implicit, or fully implicit, numerical schemes constructed in this way inherit the monotonicity (and TVD) properties of the true solution (through a CFL-type restriction in the semi-implicit case).

If the source term is not a decreasing function, these results can no longer be expected to hold, as the proofs strongly rely on the fact that $s'(u) < 0$ in the domain of interest. Examples of such source terms are provided by the scalar model proposed in [24] (see also [9]), and later generalized in [23] as follows:

$$u_t + f(u)_x = s(u), \quad s(u) = -\mu u(u-1)(u-\beta), \quad 0 < \beta < 1, \mu > 0.$$
The source term in (2.5) has multiple equilibrium points, hence it does not fit in the general framework established in [3]. In general, we cannot expect monotonicity for the $L^\infty$ norm, or the TV semi-norm, of solutions to (2.5), and these properties cannot be expected to hold either in the numerical solutions obtained with the first or second order schemes considered in [3].

In fact, for a balance law such as (2.5), only the monotonicity property (iii) in Theorem 2.1 remains, with respect to the corresponding results for the homogeneous case, or for source terms satisfying (2.4). It is not difficult to analyze the restrictions on the time step that are necessary in order to ensure that the numerical schemes constructed in [3] are monotone, hence they satisfy that if $U^n \leq V^n$, then $U^{n+1} \leq V^{n+1}$ (see section 5). However, it is well known that monotone schemes are necessarily first order accurate (see e.g. [23, 30]), hence we cannot expect this property to hold for higher order IMEX schemes.

The model problem (2.5) with $f(u) = u$ and $\beta = 0.5$ was used in [24] to illustrate a current well-known deficiency of most numerical schemes for hyperbolic conservation laws with stiff source terms: the occurrence of numerical fronts that propagate at non-physical speeds. The parameter $\mu$ controls the stiffness of the model. For $\mu > 0$, the ODE $u' = -\mu u (u - 1)(u - \beta)$ has stable equilibria at $u = 0$ and $u = 1$, and an unstable equilibrium at $u = \beta$. In [24] [23], Riemann IVPs with $u_L, u_R \in \{0, 1\}$ (the two stable points of the ODE $u' = s(u)$) are used to illustrate the pathologies that can occur in the numerical approximation of this model problem. When $u_L = 1, u_R = 0$, the solution is a discontinuous profile joining the left and right states, that moves with the speed determined by the homogeneous conservation law, i.e., $0.5$ for $f(u) = u^2/2$, as in [23], and $1$ for $f(u) = u$, as in [24]. The case $u_L = 0$ and $u_R = 1$ is examined in [23], section 17.15. In this case, Burgers equation with no source term gives a rarefaction wave that spreads out the initial discontinuity, while the source term opposes this smearing and tends to drive the intermediate values back towards 0 or 1. These competing effects balance out and result in a smooth solution that rapidly approaches a traveling wave of the form

$$u(x, t) = w(\mu(\beta t - x))$$

that moves at speed $\beta$ (see [23] for details). Increasing $\mu$ leads to traveling wave profiles that resemble discontinuous fronts, and whose numerical simulation suffers from the same pathological behavior as in the shock case.

It is worth noticing that property (iii) in Theorem 2.1 readily implies that the unit interval $[0, 1]$ is an invariant region for the model (2.5). Since $s(0) = 0 = s(1)$, it follows that $u(x, t) \equiv 0$ and $u(x, t) \equiv 1$ are solutions of the PDE, then application of part (iii) in Theorem 2.1 gives that

$$0 \leq u(x, 0) \leq 1 \quad \Rightarrow \quad 0 \leq u(x, t) \leq 1, \quad \forall t > 0.$$  

Thus, it seems reasonable to require similar inequalities to hold for the numerical solution, i.e.,

$$0 \leq U^n_i \leq 1, \quad i = 1 \ldots N, \quad n \geq 1,$$

since the numerical oscillations observed in the test problems considered in [24] [23], always correspond to a violation of (2.8).

Notice that (2.7) simply states that $[0, 1]$ is an invariant domain for the balance law (2.5) while (2.8) states that $[0, 1]$ is an invariant domain for the numerical
scheme (see e.g. [24]). We remark that this ‘weak monotonicity’ is not ensured by the use of classical flux-limiters in the discretization of the convective derivative, as demonstrated by the results in [24] (see Figures 1-2 in [24]).

In this paper, we concentrate on the conditions to be imposed on a numerical scheme in order to ensure that invariant regions, between two equilibrium points of the source term in the model problem (2.1), remain invariant also for the numerical solution obtained from the numerical scheme. In practice, this desirable property leads to non-oscillatory solutions, hence we consider it a weak form of stability.

The emphasis here is not on the specific form of the source term. Our assumptions on the source term will only be that \( s(u) \in C^2([0,1]) \) and

\[
(2.9) \quad s(0) = 0 = s(1), \quad -m \leq s'(u) \leq M, \quad u \in [0,1], \quad m \geq 0, M \geq 0, \tag{2.9}
\]

so that \( s'(u) \) might change sign in the domain of interest. The equilibrium points are kept as \( u = 0 \) and \( u = 1 \) for simplicity in the exposition, hence \( I = [0,1] \) is the invariant region to be preserved by the numerical scheme. The source terms considered in [24] and [23] belong to this class.

**Lemma 2.2.** For \( s(u) = -\mu u(u-1)(u-\beta) \), we have (2.9) with

\[
(2.10) \quad m = \mu \max(\beta, 1-\beta), \quad M = \mu (1-\beta + \beta^2)/3. \tag{2.10}
\]

The proof is trivial. Notice also that \( m > 0 \) and \( M > 0 \) for all values \( \beta \in (0,1) \).

3. METHOD OF LINES (MOL) DISCRETIZATIONS

Given a convection-reaction problem of the form (2.1), a standard application of the Method of Lines (MOL) reduces the PDE to an initial value problem for a system of ODEs of the form,

\[
(3.1) \quad \frac{\partial U}{\partial t} = D(U(t)) + S(U(t)), \quad U(0) = U_0. \tag{3.1}
\]

In this paper, we shall consider that the initial vector \( U_0 = (u(x_1,0),\ldots,u(x_N,0))^T \), with \( \{x_i\}_{i=1}^N \) being the spatial computational mesh. Hence, the solution at time \( t \) is \( U(t) = (U_1(t),U_2(t),\ldots,U_N(t))^T \), where \( U_i(t) \approx u(x_i,t) \). The term \( D(U) \) in (3.1) represents the discretization of the convective derivative term, \(-f(u)_x\). It is well known that when shock computations are involved, conservative formulations,

\[
(3.2) \quad D_i(U) = -\frac{F_{i+1/2} - F_{i-1/2}}{\Delta x} \tag{3.2}
\]

must be considered. Here \( F_{i+1/2} = F(U_{i-q+1},\ldots,U_{i+q}) \) is a numerical flux function consistent with the convective flux \( f(u) \), i.e., \( F(U,\ldots,U) = f(U) \), and \( F \) is Lipschitz continuous with respect to its arguments. The term \( S(U) \) in (3.1) represents the discrete approximation of the source term, \( s(u) \). In this paper, we always consider

\[
(3.3) \quad S_i(U) = s(U_i) \tag{3.3}
\]

although some results obtained in the paper might be valid for some other discretizations, for example, those of the form

\[
(3.4) \quad S_i(U) = g(U_{i-1},U_i,U_{i+1}) \tag{3.4}
\]

where the function \( g(u,v,w) \) satisfies at least that \( g(u,u,u) = s(u) \) (see e.g. [9]).
3.1. Monotonicity in MOL Discretizations. The aim of this section is to show that the choice of monotone discretization operators in the divergence operator, as in [3], ensures that \([0, 1]\) is an invariant domain for the ODE system obtained from the MOL discretization of the model problem (2.1), when \(s(0) = 0 = s(1)\), i.e.,

\[
0 \leq U_i(t) \leq 1, \quad i = 1, \ldots, N, \quad t \geq t_0,
\]

We include the basic definitions and, as in [3], restrict ourselves to the case of three-point monotone schemes, for the sake of simplicity.

A monotone three-point divergence operator has the form

\[
D_i(U) = -\frac{F(U_i, U_{i+1}) - F(U_{i-1}, U_i)}{\Delta x},
\]

where the numerical flux \(F(U, V)\) is a non-decreasing function of its first argument \(U\) and a non-increasing function of its second argument \(V\). We will denote this property by \(F(↑, ↓)\) and refer to such numerical flux functions as monotone. Well known monotone fluxes (under an appropriate CFL condition) include the Lax-Friedrichs, the Godunov and the Engquist-Osher fluxes.

The proof of property (3.5) for the MOL system with monotone flux functions follows neatly from the theory of monotone dynamical systems. Here, we only give a brief description of the necessary concepts. For full details on the underlying theory we refer the reader to [13, 16].

Let us consider the initial value problem

\[
U'(t) = G(U, t), \quad U(t_0) = U_0,
\]

where \(G : D \times J \to \mathbb{R}^N\) is a locally Lipschitz vector-valued function, \(D \subset \mathbb{R}^N\) an open set, and \(J \subset \mathbb{R}\) a non-trivial open interval. The theory of monotone dynamical systems studies when, given initial values \(U_0\) and \(V_0\) such that \(U_0 \leq V_0\), the solutions \(U(t)\) and \(V(t)\) satisfy \(U(t) \leq V(t)\), i.e.,

\[
U_0 \leq V_0 \implies U(t) \leq V(t), \quad \forall t \in J.
\]

In the above expressions, and in the rest of the paper, the vector inequalities should be understood componentwise. If the ODE system (3.7) satisfies property (3.8), then it is called monotone. A sufficient and necessary condition for monotonicity is the Kamke-Müller condition: for all \((U, t), (V, t) \in D \times J\),

\[
U \leq V \quad \text{and} \quad U_i = V_i \quad \text{for some} \quad i \implies G_i(U, t) \leq G_i(V, t).
\]

We shall use the Kamke-Müller characterization to prove the monotonicity of the MOL system when the numerical fluxes are monotone.

**Theorem 3.1.** The MOL system (3.1)-(3.6) is monotone provided that the numerical divergence (3.6) is computed with a monotone numerical flux function, and the discrete approximation of the source term satisfies

\[
S_i(U) \leq S_i(V) \quad \text{whenever} \quad U \leq V \quad \text{with} \quad U_i = V_i.
\]

**Proof.** We prove that the function

\[
G_i(U) = \frac{F(U_{i-1}, U_i) - F(U_i, U_{i+1})}{\Delta x} + S_i(U)
\]
satisfies the Kamke-Müller condition. To this aim, we consider vectors 
\( U = (U_j)_{j=1}^N, \) 
\( V = (V_j)_{j=1}^N, \) such that \( U \leq V \) and \( U_i = V_i. \) Then,

\[
G_i(U) = \frac{F(U_{i-1}, U_i) - F(U_i, U_{i+1})}{\Delta x} + S_i(U) = \frac{F(U_{i-1}, V_i) - F(V_i, U_{i+1})}{\Delta x} + S_i(U) \\
\leq \frac{F(V_{i-1}, V_i) - F(V_i, V_{i+1})}{\Delta x} + S_i(V) = G_i(V).
\]

The desired result follows easily from the previous theorem.

**Corollary 3.2.** Under the assumptions of Theorem 3.1, if \( S(0) = S(1) = 0, \) then the solution of the system of ODEs given by (3.1)-(3.6) satisfies the following property:

\[
0 \leq U_i(0) \leq 1, \quad i = 1, \ldots, N \quad \Rightarrow \quad 0 \leq U_i(t) \leq 1, \quad i = 1, \ldots, N.
\]

**Proof.** The consistency of the numerical flux function, together with the fact that \( S(0) = S(1) = 0 \) imply that for \( U_i(0) = 0, \forall i \) we have \( U_i(t) = 0, \forall i, \forall t, \) and also \( U_i(0) = 1, \forall i \) leads to \( U_i(t) = 1, \forall i, \forall t. \) The result follows immediately from the monotonicity of the system of ODEs, granted in Theorem 3.1.

Notice that, provided \( D(U) \) is monotone, \([0,1]\) is an invariant region for the MOL system whenever the discretization of the source term satisfies the consistency condition \( S(0) = S(1) = 0, \) which holds trivially for (3.3). In a similar way, discretizations of the source terms of the form (3.4) fulfill condition (3.9) if the function \( g(u,v,w) \) is a nondecreasing function of its first, and third arguments.

4. **Time stepping procedures**

The semi-discrete MOL approach (3.1) decouples the issues of spatial and temporal accuracy and allows for different numerical treatments to be applied to the convective derivative and the source term. It is widely accepted that stiff source terms should be handled in an implicit fashion, in order to avoid stability problems related with the fast scales. On the other hand, there are a number of robust, and rather specialized, numerical flux functions that can be used if discontinuous, or nearly discontinuous, solutions need to be computed. These numerical flux functions are often non-linear and quite complex, hence their use is simpler in an explicit framework. These observations lead, in a rather natural way, to consider IMEX Runge-Kutta schemes for the time integration of the MOL system (3.1).

4.1. **Diagonally Implicit Explicit Runge-Kutta schemes.** Implicit Explicit Runge-Kutta (IMEX-RK) schemes fall within the wider class of additive RK methods (ARK), which are often employed for solving ODEs like (3.1) when each one of the terms on the right-hand side requires a specific numerical treatment. When simplicity and efficiency in solving the algebraic equations corresponding to the implicit terms of the IMEX-RK process is of importance, Diagonally Implicit Explicit Runge-Kutta (D-IMEX) schemes are often considered, since, in this case, the non-linear system that results from the implicit handling of the source term can be solved stage to stage.
The general form of an s-stage D-IMEX scheme system \((3.1)\) is as follows (see e.g., [26])
\[
U^{(i)} = U^n + \Delta t \sum_{j=1}^{i-1} a_{ij} D(U^{(j)}) + \Delta t \sum_{j=1}^{i} \tilde{a}_{ij} S(U^{(j)}), \quad 1 \leq i \leq s, \\
U^{n+1} = U^n + \Delta t \sum_{i=1}^{s} b_i D(U^{(i)}) + \Delta t \sum_{i=1}^{s} \tilde{b}_i S(U^{(i)}),
\]
where \(U^{(i)}\) represent the internal stages of the method.

In the specialized literature concerning ARK schemes, it is customary to use a compact matrix notation to represent the method. Here, following [12], we denote \(A = (a_{ij})\), \(\tilde{A} = (\tilde{a}_{ij})\), \(b = (b_i)\) and \(\tilde{b} = (\tilde{b}_i)\), and define the matrices
\[
\mathbb{A} = \begin{pmatrix} A & 0 \\ \tilde{b} & 0 \end{pmatrix}, \quad \tilde{\mathbb{A}} = \begin{pmatrix} \tilde{A} & 0 \\ b & 0 \end{pmatrix}.
\]

With this notation, the matrix \(\mathbb{A}\) contains all the information associated to the explicit scheme, while the matrix \(\tilde{\mathbb{A}}\), is directly related to the implicit one. Observe that for a D-IMEX scheme \((4.1)\), \(A\) must be a strictly lower triangular matrix, while \(\tilde{\mathbb{A}}\) is only required to be lower triangular.

With the notation above, \((4.1)\) can be expressed in compact form as
\[
\mathcal{U} = e \otimes U^n + \Delta t (\mathbb{A} \otimes I) \mathcal{D}(\mathcal{U}) + \Delta t (\tilde{\mathbb{A}} \otimes I) \mathcal{S}(\mathcal{U}),
\]
where the symbol \(\otimes\) denotes the Kronecker product, \(e = (1, \ldots, 1)^T \in \mathbb{R}^{s+1}\) and \(\mathcal{U} = (U^{(1)})^T, \ldots, U^{(s)})^T, (U^{(n+1)})^T \in \mathbb{R}^{(s+1)N}\); see [5] and [12] for specific details.
Here, \(\mathcal{D}(\mathcal{U}) = (D(U^{(1)})^T, \ldots, D(U^{(s)})^T, 0^T)^T \in \mathbb{R}^{(s+1)N}\), with analogous notation for \(\mathcal{S}(\mathcal{U})\). In the rest of the paper, we only consider centered discretizations of the source term, \(S_t(U) = s(U_t)\).

4.2. Stability issues concerning high order Runge-Kutta methods. As mentioned in the introduction, Strong Stability Preserving (SSP) high order time discretizations provide an appropriate framework for stability when dealing with homogeneous conservation laws. Given an explicit RK scheme with coefficient matrix \(\mathbb{A}\), it is now well known that the largest step-size restriction for strong stability preservation is of the form
\[
\Delta t \leq \mathcal{R}(\mathbb{A}) \tau_{EE},
\]
where \(\mathcal{R}(\mathbb{A})\) is the radius of absolute monotonicity of the RK method (see [6, 10, 11]). This important quantity is defined in [19] Equation (4.1)] as the largest value \(r_1\) such that matrix \(I + r_1 \mathbb{A}\) is regular and inequalities
\[
(I + r_1 \mathbb{A})^{-1} e \geq 0, \quad (I + r_1 \mathbb{A})^{-1} \mathbb{A} \geq 0
\]
hold. Furthermore, any \(r_1 \leq \mathcal{R}(\mathbb{A})\) would satisfy (4.3) [19, Lemma 4.4]. The connections between SSP theory and the theory of contractivity have lead to the development of optimal and efficient SSP schemes [7].

We note that (4.3) implies that for a given RK scheme, non-trivial step-size restrictions are obtained only if \(\mathcal{R}(\mathbb{A}) > 0\). It is worth mentioning that, in particular, \(\mathcal{R}(\mathbb{A}) > 0\) implies the sign condition \(\mathbb{A} \succeq 0\) [19, Theorem 4.2].

For ARK methods \((\mathbb{A}, \tilde{\mathbb{A}})\), the concept of region of absolute monotonicity \(\mathcal{R}(\mathbb{A}, \tilde{\mathbb{A}})\) extends the concept of radius of absolute monotonicity, in the sense that if EE
discretizations of each additive term in the ODE system are strongly stable, strong
stability is preserved for the ARK method, under step-size restrictions that depend
on the ones for the EE discretizations and the region of absolute stability of the
ARK scheme (see [12] for details).

It is shown in [12] that non-trivial regions of absolute monotonicity are required
for an ARK method to be SSP, however, it is interesting to notice that the two
preferred IMEX schemes proposed by Pareschi and Russo in [26] have \( R(\hat{A}, \hat{A}) = \{0\} \) (see [12] and section [8], so that no time step restrictions can be imposed for
strong stability preservation. These IMEX schemes are not SSP, according to the
results in [12], however, the numerical solutions shown in [26] are perfectly well
behaved, with no spurious oscillatory behavior. Hence, we may conclude that using
IMEX schemes with non-empty regions of absolute stability might result in stability
constraints that are too stringent in practice.

In this paper, we adapt the tools used in the context of SSP-RK and SSP-ARK
schemes, to establish sufficient conditions for the preservation of a convex property
that, in practice, guarantees the absence of numerical oscillations. In our case,
property \( \mathcal{P} \) is the numerical invariance of the unit interval, \([0, 1]\).

We point out that the preservation of this property for RK methods (non-
additive), can be obtained from the results in [14, 15] on numerical positivity of
RK schemes. In this paper, we propose a non-standard extension of this result
to the class of D-IMEX schemes. As in the SSP theory, assuming that \( \mathcal{P} \) holds,
under appropriate step-size restrictions, for first order time integrators applied to
each additive term in (3.1), we shall prove that \( \mathcal{P} \) can be ensured for the IMEX
scheme, perhaps under a different time-step restriction. Our extension is specifically
adapted to the class of source terms that satisfies (2.9).

The preservation of convex properties, such as our property \( \mathcal{P} \), in an IMEX
scheme will rely on the ability to write the internal stages in (6.2) as a convex com-
bination of Euler steps. We analyze next the properties of first order time stepping
methods, which are the basic building blocks of higher order IMEX schemes.

5. First order time-stepping processes

The simplest possible IMEX scheme, is given by the first-order Semi-Implicit
(SI) method

\[
U^{n+1} = U^n + \Delta t D(U^n) + \Delta t S(U^{n+1})
\]

In [8], Chalabi studies the behavior of the numerical solutions obtained when applying
(5.1) to a balance law (2.1) for which \( s'(u) < 0 \). For such source terms, Theorem
2.1 ensures that the \( L_\infty \) norm and the TVD semi-norm of the true solution do not
increase with time. It is proven in [8] that if the convective derivative is discretized
by a monotone, three-point, discrete divergence operator (3.6), the scheme (5.1) is
well defined (\( U^{n+1} \) can always be computed), and the Strong Stability properties
of the true solution also hold for the numerical solution, i.e., the \( L_\infty \) norm and
the TVD semi-norm of the numerical solution do not increase with the number of
steps, under an appropriate CFL restriction which depends only on the discrete
divergence operator. We remark that these properties allow for a standard conver-
genence proof to the entropy solution of the balance law based on Helly’s Theorem,
just as in the homogeneous case (see [8] for details).
As mentioned earlier, these results no longer hold for more general source terms, since the proofs rely heavily on the fact that $s'(u) < 0$ in the domain of interest.

In this section we assume that the source term satisfies (2.9), and study what restrictions on the time-step are necessary to ensure that $[0, 1]$ is an invariant region for the first order IMEX scheme (5.1). The results that we obtain can be considered as extensions of the results in [3].

In addition, we also analyze the Explicit Euler (EE) scheme,

\begin{equation}
U^{n+1} = U^n + \Delta t D(U^n) + \Delta t S(U^n),
\end{equation}

which was also considered in [28]. Even though it is usual to resort to an implicit treatment of the source terms for stability reasons, explicit techniques might be of interest for mildly stiff problems. Moreover, they are also building blocks of higher order IMEX schemes. Hence, we shall also study the properties of the first order EE scheme (5.2) for the time discretization of (3.1).

In general, we do not assume monotonicity for the discrete divergence operator, as in [3]. However, if the convective derivative is treated in an explicit fashion, consistency with the homogeneous case \(U^{n+1} = U^n + \Delta t D(U^n)\), demands that the first-order Forward Euler time stepping also preserves the interval $[0, 1]$. Hence, we shall always assume that there exists $\tau_D > 0$ such that

\begin{equation}
0 \leq U^n \leq e \quad \Longrightarrow \quad 0 \leq U^n + \tau D(U^n) \leq e, \quad \forall \tau \leq \tau_D.
\end{equation}

We remark that numerical fluxes leading to TVD schemes in the homogeneous case will also lead to (5.3), under an appropriate CFL restriction on the time-step.

### 5.1. The Semi-Implicit (SI) scheme

The general result concerning the numerical invariance of $[0, 1]$ for the SI numerical scheme is stated below.

**Proposition 5.1.** Consider the semi-implicit scheme (5.1) applied to the balance law (2.1) with a source term satisfying (2.9), and assume that there exists $\tau_D$ such that (5.3) is fulfilled. Then, $[0, 1]$ is an invariant region for (5.1), provided that the time-step is restricted so that

\begin{equation}
0 \leq \Delta t \leq \min \left\{ \frac{1}{M}, \tau_D \right\}.
\end{equation}

**Proof.** Let us assume that $0 \leq U_i^n \leq 1$, for $i = 1, \ldots, N$. Notice that each equation in system (5.1) can be written as $U_{i}^{n+1} = \bar{U}_i + S(U_i)$, where $\bar{U} = U^n + \Delta t D(U^n)$ satisfies $0 \leq \bar{U} \leq e$ when $\Delta t \leq \tau_D$, thanks to (5.3).

For a given number $\delta$, $0 \leq \delta \leq 1$, consider the function $g(u) = u - \Delta t s(u) - \delta$. Notice that $g(0) = -\delta \leq 0$ and $g(1) = 1 - \delta \geq 0$, hence $g(u)$ has at least one root in $[0, 1]$. Notice that $g'(u) = 1 - \Delta t s'(u) \geq 1 - M \Delta t \forall u \in [0, 1]$, by (2.9). Hence, if $0 \leq \Delta t \leq 1/M$, we have that $g'(u) > 0 \forall u \in [0, 1]$, so that $g(u)$ has at most one root in $[0, 1]$. Hence $U_i^{n+1}$ is uniquely determined for each $i$, and it belongs to $[0, 1]$, provided that $\Delta t$ satisfies (5.4) \(\square\)

**Remark 5.2.** The condition $\Delta t \leq 1/M$ guarantees solvability of the non-linear equations to be solved for the internal stages.

For a source term satisfying (2.9), we cannot expect to enforce the strong stability properties considered in [3], i.e., we cannot expect the $L_\infty$ norm or the TVD seminorm of the solution to diminish with time. In fact, only the monotonicity property remains, with respect to the results in Theorem 2.1. We can also prove that
if the discrete divergence operator is monotone, the numerical solution obtained
with the SI scheme is monotone, under an appropriate CFL restriction. This result
generalizes Proposition 2.2 in [3] to the class of source terms in (2.5).

**Proposition 5.3.** The semi-implicit scheme (5.1) applied to the balance law (2.1),
with a source term satisfying (2.9) is monotone if \( D(U) \) is monotone and \( \Delta t \)
satisfies (5.4).

**Proof.** Let \( U^n \leq V^n \). Since \( D(U) \) is a monotone operator, \( \tilde{V}^n - \tilde{U}^n = (V^n + \Delta t D(V^n)) - (U^n + \Delta t D(U^n)) \geq 0 \). We recall that for \( \Delta t \) satisfying (5.4), we can
guarantee that \( U^{n+1} \) and \( V^{n+1} \) can be computed and satisfy \( 0 \leq U^{n+1}, V^{n+1} \leq e. \)
We can then write

\[
V^{n+1} - U^{n+1} = \tilde{V}^n - \tilde{U}^n + \Delta t \left( S(V^{n+1}) - S(U^{n+1}) \right),
\]

hence, for each internal stage we have

\[
(1 - \Delta t s'(\xi_i))(V^{n+1}_i - U^{n+1}_i) = \tilde{V}^n_i - \tilde{U}^n_i,
\]

for some \( \xi_i \) which also belongs to \([0, 1]\) which readily implies \( U^{n+1} \leq V^{n+1}. \) \( \square \)

5.2. **The explicit Euler (EE) method.** The stability properties of the EE scheme
(5.2) will also depend on the ability to establish a stability property for the forward
Euler time discretization of the ODE \( u' = s(u) \). For the EE scheme, in addition to
(5.3), we require that there exists \( \tau_s > 0 \) such that

\[
(5.5) \quad 0 \leq U^n \leq e \quad \Rightarrow \quad 0 \leq U^n + \tau S(U^n) \leq e, \quad \forall \tau \leq \tau_s^*.
\]

Then, we can establish the following result.

**Proposition 5.4.** Let \( U^n \) denote the numerical approximation obtained for the
ODE system (3.1) with the explicit Euler discretization

\[
U^{n+1} = U^n + \tau D(U^n) + \tau S(U^n).
\]

Assume that (5.3) and (5.5) hold for the convective derivative and source term
discretizations. Then, we can ensure that

\[
(5.7) \quad 0 \leq U^0 \leq e \quad \Rightarrow \quad 0 \leq U^n \leq e, \quad \forall n \geq 0,
\]

under the step-size restriction

\[
(5.8) \quad 0 \leq \tau \leq \frac{\tau_s^*}{\tau_D + \tau_s^*} \tau_D.
\]

**Proof.** Let \( \alpha, \beta \in \mathbb{R} \) be such that \( 0 < \alpha, \beta < 1 \) and \( \alpha + \beta = 1 \). We can write

\[
U^{n+1} = U^n + \tau D(U^n) + \tau S(U^n) = \alpha \left( U^n + \frac{\tau}{\alpha} D(U^n) \right) + \beta \left( U^n + \frac{\tau}{\beta} s(U^n) \right).
\]

Given any \( 0 < \alpha < 1 \), (5.3) and (5.5) imply that the two terms in the convex
combination above remain in \([0, 1]\) provided that

\[
0 \leq \frac{\tau}{\alpha} \leq \tau_D, \quad 0 < \frac{\tau}{1 - \alpha} \leq \tau_s^*.
\]
Hence, for any given $\alpha$ in $(0, 1)$, the components of $U^{n+1}$ remain in $[0, 1]$ provided that $\tau \leq \min \left\{ \alpha \tau_D, (1 - \alpha) \tau_s^+ \right\}$. For

\[
\alpha = \frac{\tau_s}{\tau_D + \tau_s^+}
\]

we have $\alpha \tau_D = (1 - \alpha) \tau_s^+$, which proves the result. \hfill \Box

Remark 5.5. When no source term is present we can consider $\tau_s \to \infty$ so that $\alpha$ in (5.9) can be taken as 1 and the step-size restriction (5.8) is that of the scheme for the homogeneous conservation law, i.e., $0 \leq \tau \leq \tau_D$. Similarly, when the convective term is not present, the step-size restriction (5.8) becomes $0 \leq \tau \leq \tau_s^+.$

Property (5.5) depends on the specific form of the source term, and has to be checked in each case. For the class of source terms satisfying (2.9), the following result can easily be shown

Lemma 5.6. If $s(u)$ satisfies (2.9), then

\[
0 \leq u + \tau s(u) \leq 1, \quad \text{for} \quad 0 \leq \tau \leq \frac{1}{M}, \tag{5.10}
\]

\[
0 \leq u - \tau s(u) \leq 1, \quad \text{for} \quad 0 \leq \tau \leq \frac{1}{m}. \tag{5.11}
\]

Observe that (5.10) is an explicit Euler step in forward time for $u' = s(u)$, so that for the class of source terms satisfying (2.9) we always have $\tau_s^+ \geq \frac{1}{M}$. In addition, (5.11) is an explicit Euler step in backward time, so that we also have a similar $\tau_s^+ \geq \frac{1}{m}$ for backward Euler steps. This interesting property of the class of source terms considered will be relevant later on, in our study of IMEX schemes.

6. Higher order D-IMEX schemes

Following the ideas in the SSP theory, the preservation of a convex property, $\mathcal{P}$, by an IMEX scheme will rely on the ability to write the internal stages in (6.2) as a convex combination of Euler steps. The following technical lemma shows that, under rather mild assumptions, the numerical solution and each internal stage in an additive scheme can be written as a linear combination of Euler steps for the convective and source terms. The proof is straightforward and shall be omitted.

Lemma 6.1. Consider an additive RK scheme (4.2) with coefficient matrices $(\hat{A}, \tilde{A})$ and a splitting of the matrix $\hat{A}$ as $\hat{A} = \hat{A}_+ - \hat{A}_-$. Let $r_1, r_2, r_3 \in \mathbb{R}$, be non-zero numbers such that the matrix

\[
\mathcal{B} := r_1 \hat{A} + r_2 \hat{A}_+ + r_3 \hat{A}_-
\]

satisfies that $(I + \mathcal{B})$ is invertible. Then scheme (4.2) can be rewritten as

\[
\mathcal{U} = (I + \mathcal{B})^{-1} \mathcal{U} + r_1 ((I + \mathcal{B})^{-1} \hat{A} \otimes I) \left( \mathcal{U} + \frac{\Delta t}{r_1} D(U) \right)
\]

\[
+ r_2 ((I + \mathcal{B})^{-1} \hat{A}_+ \otimes I) \left( \mathcal{U} + \frac{\Delta t}{r_2} S(U) \right)
\]

\[
+ r_3 ((I + \mathcal{B})^{-1} \hat{A}_- \otimes I) \left( \mathcal{U} - \frac{\Delta t}{r_3} S(U) \right).
\]
Lemma [6.1] is valid for general splittings \( \hat{A} = \hat{A}_+ - \hat{A}_- \) and real triplets \((r_1, r_2, r_3) \in \mathbb{R}^3\), provided that the matrix \((I + B)\) is invertible. If this is the case, expanding the relation \((I + B)^{-1}(I + B) e = e\) we get the following relation:

\[
(I + B)^{-1} e + r_1 (I + B)^{-1} \hat{A}_+ e + r_2 (I + B)^{-1} \hat{A}_- e + r_3 (I + B)^{-1} \hat{A}_- e = e.
\]

Hence, in order to have a convex combination in (6.2) we require also that the following assumption holds true:

**ASSUMPTION SP.** For an additive RK scheme \((A, \hat{A})\), and a given splitting \( \hat{A} = \hat{A}_+ - \hat{A}_- \), we can find \( r_1, r_2, r_3 \geq 0 \) such that matrix \( I + B \) is regular and

\[
(I + B)^{-1} e \geq 0, \quad (I + B)^{-1} \hat{A}_+ \geq 0, \quad (I + B)^{-1} \hat{A}_- \geq 0.
\]

**Remark 6.2.** For \( \hat{A} = 0 \) (that is, if \( s(u) = 0 \) or we use a non-additive RK scheme), (6.2) reduces to (4.4). Hence, assumption SP is satisfied for all \( r_1 \leq \mathcal{R}(A) \), provided that \( \mathcal{R}(\hat{A}) > 0 \). In other words, the explicit scheme must be SSP. This condition is satisfied by the IMEX schemes considered by Pareschi and Russo in [24].

It is worth noticing the similarities between inequalities (6.4) and those arising in the context of monotone additive RK methods. In particular, given an ARK method \((A, \hat{A})\) and a partition \( \hat{A} = \hat{A}_+ - \hat{A}_- \), with a proof similar to the one in [12], Proposition 3.4, we obtain that if there exist values \( r_1, r_2, r_3 > 0 \) such that inequalities (6.4) hold, we must have the following sign properties:

\[
A \geq 0, \quad \hat{A}_+ \geq 0, \quad \hat{A}_- \geq 0.
\]

For ease of reference, we establish the following notation:

\[
(I + B)^{-1} e = (\alpha_i), \quad (I + B)^{-1} \hat{A} = (\beta_{ij}),
\]

\[
(I + B)^{-1} \hat{A}_+ = (\tilde{\beta}_{ij}^{+}), \quad (I + B)^{-1} \hat{A}_- = (\tilde{\beta}_{ij}^{-}).
\]

The structure of these matrices for D-IMEX schemes and splittings with \( \hat{A}_- \) strictly lower triangular is summarized below.

**Lemma 6.3.** Let \((A, \hat{A})\) be the coefficient matrix of a D-IMEX scheme, and assume that \( \hat{A} = \hat{A}_+ - \hat{A}_- \) with \( \hat{A}_- \) strictly lower triangular. Then

1. The matrix \((I + B)\) is lower triangular and \((I + B)_{ii} = 1 + r_2 \hat{a}_{ii}\). Hence, \( \hat{a}_{ii} \geq 0 \) for all \( i \), and \( r_2 \geq 0 \) readily ensure that \((I + B)\) is invertible.
2. The matrices \((I + B)^{-1} \hat{A}_+ \) and \((I + B)^{-1} \hat{A}_- \) are strictly lower triangular; \((I + B)^{-1} \hat{A}_+ \) is a lower triangular matrix, whose diagonal elements are given by \( \hat{\beta}_{ii}^{+} = \hat{a}_{ii} / (1 + r_2 \hat{a}_{ii}) \).
3. If assumption SP holds true, then \( 0 \leq (I + B)^{-1} e \leq 1 \).

**Proof:** Parts (1) and (2) are trivial. For part (3), note that, under these restrictions, and with the notation established in (6.5), the componentwise version of system (6.3) can be written as

\[
\alpha_i + r_1 \sum_{j=1}^{i-1} \beta_{ij} + r_2 \sum_{j=1}^{i} \tilde{\beta}_{ij}^{+} + r_3 \sum_{j=1}^{i-1} \tilde{\beta}_{ij}^{-} = 1, \quad i = 1, \ldots, s + 1.
\]

The positivity assumption (6.4) implies that all terms in the sum are positive, hence they are all in \([0, 1]\). In particular, we readily get that \( 0 \leq \alpha_i \leq 1 \).
Given an IMEX scheme \((\hat{A}, \hat{A}_\circ)\), and a splitting \(\hat{A} = \hat{A}_+ - \hat{A}_-\) with \(\hat{A}_-\) a strictly lower triangular matrix, Lemma 6.3 ensures that (6.2) provides an expression of the IMEX scheme written as a convex combination of explicit (forward) Euler steps for \(D(U)\), and explicit (forward), explicit (backward) and implicit Euler steps for \(S(U)\), provided that assumption SP holds. The possibility of having explicit Euler steps in forward and backward time for the source term will allow us to obtain the preservation of the convex property \(P\) for the class of source terms satisfying (2.9), when \(R(\hat{A}) = 0\).

A second key ingredient of our proof of our main result is the ability to solve the implicit steps involved in the IMEX process. For D-IMEX schemes (4.1), there is only one implicit Euler step involving the source term for each internal stage. Hence, we shall assume that the source term \(s(u)\) satisfies the following assumption:

**ASSUMPTION IES.** If \(0 \leq u^n \leq 1\), then \(u^{n+1}\) can be computed from

\[ u^{n+1} = u^n + \tau s(u^{n+1}) \]

for all \(0 < \tau \leq \tau_{IE}\), and satisfies \(0 \leq u^{n+1} \leq 1\).

We notice that the class of source terms considered in [3] fulfills this assumption for \(\tau_{IE} = +\infty\). For a source term satisfying (2.9) we have shown that \(\tau_{IE} \geq \min\{1/M, \tau_D\}\) (see Proposition 5.1).

The main result in this section establishes a set of sufficient conditions for numerical invariance of the interval \([0, 1]\) in D-IMEX schemes. Since all numerical evidence points out that when numerical oscillations do occur, the values on the numerical wave profile do not lie in \([0, 1]\), non-oscillatory results are expected when these conditions are satisfied.

**Theorem 6.4.** Consider a D-IMEX method of the form (4.2), with coefficient matrices \((\hat{A}, \hat{A}_\circ)\), for the ODE (3.1). Assume that:

i) There exist constants \(\tau_D > 0\), \(\tau_+ > 0\) and \(\tau_- > 0\) so that

\[
\begin{align*}
0 &\leq U^n \leq e, \quad \tau \leq \tau_D \quad \implies \quad 0 \leq U^n + \tau D(U^n) \leq e, \\
0 &\leq U^n \leq e, \quad \tau \leq \tau_+ \quad \implies \quad 0 \leq U^n + \tau S(U^n) \leq e, \\
0 &\leq U^n \leq e, \quad \tau \leq \tau_- \quad \implies \quad 0 \leq U^n - \tau S(U^n) \leq e.
\end{align*}
\]

ii) The source term \(s(u)\) satisfies the assumption IES above.

iii) \(\hat{A}_\circ \geq 0\), and we have constructed a partition \(\hat{A} = \hat{A}_+ - \hat{A}_-\), with \(\hat{A}_-\) strictly lower triangular, such that \(\hat{A}_+ \geq 0\), \(\hat{A}_- \geq 0\) for which the assumption SP is satisfied, i.e., there exists \(r_1, r_2, r_3 \geq 0\) such that inequalities (6.1) hold.

Then

\[ 0 \leq U^n \leq e \quad \implies \quad 0 \leq U^{n+1} \leq e, \]

under the step-size restriction

\[
\Delta t \leq \min\{r_1 \tau_D, r_2 \tau_+, r_3 \tau_- + \gamma \tau_{IE}\},
\]

where \(\gamma = 1/\max\{\hat{a}_{ii}, 1 \leq i \leq s\}\).

**Proof.** Notice that, under the hypothesis on the splitting \(\hat{A} = \hat{A}_+ - \hat{A}_-\), the matrix \((I + \hat{A})\) is invertible for any \(r_2 \geq 0\). Given \(r_1, r_2, r_3 \in \mathbb{R}^+\), we use Lemma 6.1 to
rewrite (4.2) as (6.2). The hypothesis on $\mathbb{A}$, $\mathbb{A}$, and $\mathbb{A}_\pm$, imply that each component $U^{(i)}$, $i = 1, \ldots, s$, of (6.2) has the form

$$U^{(i)} = \alpha_i U^n + r_1 \sum_{j=1}^{i-1} \beta_{ij} \left( U^{(j)} + \frac{\Delta t}{r_1} D(U^{(j)}) \right) + r_2 \sum_{j=1}^{i-1} \tilde{\beta}_{ij}^+ \left( U^{(j)} + \frac{\Delta t}{r_2} S(U^{(j)}) \right) + r_3 \sum_{j=1}^{i-1} \tilde{\beta}_{ij}^- \left( U^{(j)} - \frac{\Delta t}{r_3} S(U^{(j)}) \right),$$

which we can rewrite as

$$(1 - r_2 \tilde{\beta}_{ii}^+) U^{(i)} = \hat{U}^{(i)} + \Delta t \tilde{\beta}_{ii}^+ S(U^{(i)}),$$

with $\hat{U}^{(i)}$ defined as

$$\hat{U}^{(i)} = \alpha_i U^n + r_1 \sum_{j=1}^{i-1} \beta_{ij} \left( U^{(j)} + \frac{\Delta t}{r_1} D(U^{(j)}) \right) + r_2 \sum_{j=1}^{i-1} \tilde{\beta}_{ij}^+ \left( U^{(j)} + \frac{\Delta t}{r_2} S(U^{(j)}) \right) + r_3 \sum_{j=1}^{i-1} \tilde{\beta}_{ij}^- \left( U^{(j)} - \frac{\Delta t}{r_3} S(U^{(j)}) \right).$$

We shall prove the result by an induction process over the internal stages. The following observations will be used in this process.

Notice that we can rewrite (6.10) as follows:

$$\alpha_i + r_1 \sum_{j=1}^{i-1} \beta_{ij} + r_2 \sum_{j=1}^{i-1} \tilde{\beta}_{ij}^+ + r_3 \sum_{j=1}^{i-1} \tilde{\beta}_{ij}^- = 1 - r_2 \tilde{\beta}_{ii}^+, \quad i = 1, \ldots, s.$$

Using part (2) in Lemma 6.3 it is simple to deduce that $1 - r_2 \tilde{\beta}_{ii}^+ = (1 + r_2 \tilde{a}_{ii})^{-1}$, thus $0 < 1 - r_2 \tilde{\beta}_{ii}^+ < 1$. In addition, $\tilde{a}_{ii} = \tilde{\beta}_{ii}^+ / (1 - r_2 \tilde{\beta}_{ii}^+)$. Hence we can write (6.11) as

$$U^{(i)} = \hat{U}^{(i)} + \Delta t \tilde{a}_{ii} S(U^{(i)}), \quad i = 1, \ldots, s,$$

where

$$\hat{U}^{(i)} = \frac{1}{1 - r_2 \tilde{\beta}_{ii}^+} \hat{U}^{(i)}.$$

We are now ready to start the induction process over the internal stages. For the first stage we have

$$U^{(1)} = \hat{U}^{(1)} + \Delta t \tilde{a}_{11} S(U^{(1)}),$$

with

$$\hat{U}^{(1)} = \frac{\alpha_1}{1 - r_2 \tilde{\beta}_{11}^+} U^n = U^n$$

thanks to (6.13) for $i = 1$. Notice that, as $\tilde{a}_{11} \geq 0$, (6.16) represents an implicit Euler step in forward time for the ODE $u' = s(u)$. Our assumption on $U^n$ together with assumption IES on the source term imply that $0 \leq U^{(1)} \leq e$ for all $0 \leq \Delta t \tilde{a}_{11} \leq \tau_{IE}$. 
Suppose now that $0 \leq U^{(j)} \leq e$, $j = 1, \ldots, i - 1$. Using (6.17), for $j = 1, \ldots, i - 1$ we have

\begin{equation}
0 \leq U^{(j)} + \frac{\Delta t}{r_1} D(U^{(j)}) \leq e, \quad \text{for } \frac{\Delta t}{r_1} \leq \tau_D,
\end{equation}

(6.18) \quad 0 \leq U^{(j)} + \frac{\Delta t}{r_2} s(U^{(j)}) \leq e, \quad \text{for } \frac{\Delta t}{r_2} \leq \tau_s^s,

(6.19) \quad 0 \leq U^{(j)} - \frac{\Delta t}{r_3} s(U^{(j)}) \leq e, \quad \text{for } \frac{\Delta t}{r_3} \leq \tau_s^s.

If the triplet $(r_1, r_2, r_3)$ is such that the positivity assumption SP is satisfied, then from (6.12) and (6.13), we get that

\begin{equation}
U^{n+1} = \alpha_{s+1} U^n + \sum_{j=1}^{s} \beta_{s+1,j} \left( U^{(j)} + \frac{\Delta t}{r_1} D(U^{(j)}) \right)
+ r_2 \sum_{j=1}^{s} \beta_{s+1,j} \left( U^{(j)} + \frac{\Delta t}{r_2} S(U^{(j)}) \right) + r_3 \sum_{j=1}^{s} \beta_{s+1,j} \left( U^{(j)} - \frac{\Delta t}{r_3} S(U^{(j)}) \right),
\end{equation}

that, together with (6.3) for $i = s + 1,$

$\alpha_{s+1} + r_1 \sum_{j=s}^{s} \beta_{s+1,j} + r_2 \sum_{j=1}^{s} \beta_{s+1,j} + r_3 \sum_{j=1}^{s} \beta_{s+1,j} = 1,$

gives that $0 \leq U^{n+1} \leq e$ under step-size restriction (6.10).

**Remark 6.5.** This way of proceeding also serves to establish sufficient conditions for numerical invariance of the interval $[0, 1]$ when higher order Runge-Kutta methods are used for the time discretization of the ODE system (3.1). For this, we follow, e.g., [12] and rewrite a RK scheme with matrix coefficient $\hat{A}$ as a convex combination of Euler steps, as follows:

\begin{equation}
\mathcal{U} = (I + r \hat{A})^{-1} e \otimes U^n + r \left((I + r \hat{A})^{-1} \hat{A} \otimes I\right) \mathcal{U} + \frac{\Delta t}{r} D(\mathcal{U}) + \frac{\Delta t}{r} S(\mathcal{U}),
\end{equation}

Provided that $r < R(\hat{A})$, with $R(\hat{A})$ the radius of absolute monotonicity of the RK scheme (see (6.4)), the ideas used in the proof of Theorem 6.4 lead to a direct proof of the numerical invariance of the interval $[0, 1]$ under the step-size restriction

(6.20) \quad \Delta t \leq \frac{\tau_a^s}{\tau_a^s + \tau_D} \min\{r \tau_D, r \tau_s^s, r \tau_s^s\},

which generalizes the result obtained for the explicit Euler method [11, 12]. We notice, however, that this result can also be obtained with the material in [14, 15]. Observe
that restriction (6.20) is also valid for implicit RK methods, provided that the non-linear systems associated to the implicit scheme can be solved. However, we do not consider here fully implicit schemes because of the practical difficulties in solving non-linear systems when non-trivial discretizations of the convective derivative term are used.

**Remark 6.6.** We recall that the class of source terms satisfying (2.9) satisfies the Assumption IES, with \( \tau_{IE} \geq \min \{ 1/M, \tau_D \} \) and also (6.8)-(6.9) with \( \tau^+ \geq 1/m \), \( \tau^- \geq 1/M \).

**Remark 6.7.** It should be noticed that Theorem 6.4, our main result, relies on the fact that \([0,1]\) is an invariant region for the explicit Euler method, applied to the ODE \( u' = s(u) \), in forward and backward time. This way of proceeding is closely related to what is done by Shu and Osher in [29] in the context of RK-TVD time-discretization methods, when negative coefficients are required to write an explicit RK scheme \( A \) as linear combination of explicit Euler steps; in this case an auxiliary discrete divergence operator, which is assumed to be strongly stable for explicit Euler steps in backward time, is considered.

The step-size restriction \( \Delta t \leq \gamma \tau_{IE} \) in (6.10) simply ensures the solvability of the non-linear equations involved in the D-IMEX process, and it is otherwise unrelated to the set of restrictions,

\[
\Delta t \leq \min \{ r_1 \tau_D, r_2 \tau_+^+, r_3 \tau_-^- \}.
\]

For practical purposes, the number of variable parameters in the determination of the step-size restriction (6.21) can be reduced by imposing that \( r_1 \tau_D = r_2 \tau_+^+ = r_3 \tau_-^- \).

Then, (6.21) becomes

\[
\frac{\Delta t}{\tau_D} \leq r_1,
\]

where \( r_1 \) needs to be determined for each given splitting. Under these premises, given a D-IMEX scheme \((\mathbb{A}, \mathbb{A})\) and a matrix splitting \( \mathbb{A} = \mathbb{A}_+ - \mathbb{A}_- \), we can ensure the preservation of the numerical invariance of the interval \([0,1]\) for \((\mathbb{A}, \mathbb{A})\) if we can find \( r_1 > 0 \) so that the inequalities in (6.4) hold for the triplet \( r_1 (1, \tau_D/\tau_+^+, \tau_D/\tau_-^-) \).

Now the question of the choice on an appropriate splitting remains to be addressed. The next section is devoted to this issue.

### 7. Coefficient matrix splittings

If we bypass, for the time being, the time-step restriction for solvability, it is clear that any practical application of Theorem 6.4 requires a splitting, \( \mathbb{A} = \mathbb{A}_+ - \mathbb{A}_- \), for which appropriate positive numbers \( r_1, r_2, r_3 \) can be found so that the inequalities in (6.4) are satisfied.

Notice that if we consider the trivial splitting \( \mathbb{A}_+ = \mathbb{A}_-, \mathbb{A}_- = 0 \), then for any \( r_1 > 0 \), \( r_2 > 0 \) (6.4) is equivalent to requiring that \((r_1, r_2) \in \mathcal{R}(\mathbb{A}, \mathbb{A})\), where \( \mathcal{R}(\mathbb{A}, \mathbb{A}) \) is the region of absolute monotonicity of the method (see [12] for details). Therefore, Theorem 6.4 would then lead to non-trivial step-size restrictions only when \( \mathcal{R}(\mathbb{A}, \mathbb{A}) \) is non-trivial. As shown in [12], if \( \mathcal{R}(\mathbb{A}, \mathbb{A}) \) is non-trivial, the ARK scheme is SSP and Theorem 6.4 does not represent any improvement over the results obtained in [12].
If \( \tilde{A} \) contains negative elements below the diagonal (this would immediately imply that \( R(\tilde{A}) \) is trivial, see [12 Proposition 3.4]), we could consider the next simplest splitting, 
\[
\tilde{A} += (\max(\tilde{a}_{ij}, 0)), \quad \tilde{A} -= (\min(\tilde{a}_{ij}, 0)).
\]
However, there is no guarantee that this simple splitting will allow us to find \( r_1 > 0 \) such that \( (r_1, r_2, r_3) = (1, \tau_d/\tau_+^a, \tau_d/\tau_-^a) \) satisfies the assumption SP.

A splitting \( \tilde{A} = \tilde{A} + - \tilde{A} - \) which might be appropriate for our purposes can be constructed by using a technique developed in [11], which allows us to obtain an optimal Shu-Osher representation of a RK scheme given by a coefficient matrix \( A \), from the point of view of the stability restrictions for Strong Stability ([11], [113]).

### 7.1. Splittings based on Shu-Osher representations.
In [11] Proposition 2.7], it is seen that if \( r = R(\tilde{A}) > 0 \), the matrices \( \Lambda = r \tilde{A} (I + r \tilde{A})^{-1} \) and \( \Gamma = (I - \Lambda) \tilde{A} \) provide the optimal Shu-Osher representation of a RK scheme with matrix coefficient \( A \). We refer the reader, e.g., to [11] for specific details on standard (Butcher) RK representations and Shu-Osher representations, and simply note here that these matrices satisfy the following positivity conditions: \( \Lambda \geq 0 \), \( \Gamma \geq 0 \), and \( \Lambda - r \Gamma \geq 0 \), \( (I - \Lambda) e \geq 0 \). We also point out that the link between the standard Butcher representation of a RK scheme, given by the matrix \( A \), and a Shu-Osher representation, given by matrices \( (\Lambda, \Gamma) \) relies on the fact that \( \tilde{A} = (I - \Lambda)^{-1} \Gamma \).

We show next how to use a Shu-Osher representation of \( \tilde{A} \), the explicit part of the IMEX scheme, in order to obtain a matrix splitting for \( \tilde{A} \). First we multiply \([12]\) by \( (I - \Lambda) \) to get

\[
U = \alpha \otimes U^n + (\Lambda \otimes I) U + \Delta t (\Gamma \otimes I) D(U) + \Delta t \left( (I - \Lambda) \tilde{A} \otimes I \right) S(U),
\]

with \( \alpha = (I - \Lambda) e \). Defining \( \bar{\Gamma} := (I - \Lambda) \tilde{A} \), this matrix has the same non-negative diagonal entries as \( \tilde{A} \). If there are negative off-diagonal entries, we split \( \bar{\Gamma} = \bar{\Gamma}_+ - \bar{\Gamma}_- \) with \( \bar{\Gamma}_+, \bar{\Gamma}_- \geq 0 \). Accordingly, we split matrix \( \tilde{A} \) as \( \tilde{A} = \tilde{A}_+ - \tilde{A}_- \), where the matrices \( \tilde{A}_+ = (I - \Lambda)^{-1} \tilde{\Gamma}_+ \), \( \tilde{A}_- = (I - \Lambda)^{-1} \tilde{\Gamma}_- \) satisfy the desired properties. In particular, since \( (I - \Lambda)^{-1} \geq 0 \) (see [11] Lemma 3.8), we also have \( \tilde{A}_+ \geq 0 \), \( \tilde{A}_- \geq 0 \).

In principle, any Shu-Osher representation of \( A \) can be used. For obvious reasons, one is led to utilize the optimal one, and we shall do so in section 8. However, there is no guarantee that any of these choices will provide the largest \( r_1 > 0 \) such that \( r_1(1, \tau_d/\tau_+^a, \tau_d/\tau_-^a) \) satisfies the assumption SP. This issue is considered in the next subsection.

### 7.2. Optimal splittings.
Taking into account that \( \tau_d \) is related to the spatial mesh size \( \Delta x \) (through the usual CFL restriction for the operator \( D(U) \) in the homogeneous case), the step-size restriction \( (6.22) \) for numerical invariance of the interval \([0, 1]\) takes the form of a CFL-like restriction. Since \( r_1 > 0 \) determines the condition on the mesh parameters to ensure numerical invariance of the interval \([0, 1]\), we can try to enlarge the step-size restriction \( (6.22) \) by optimizing the choice of the matrix splitting.

Several strategies can be attempted in order to design matrix splittings that lead to optimal values of \( r_1 \). In this section we show how to obtain optimal splittings by numerical search. The input data are the matrices \( \tilde{A} \) and \( \tilde{A} \) and given values of \( \tau_d \), \( \tau_+^a \) and \( \tau_-^a \). In order to obtain splittings \( \tilde{A}_+, \tilde{A}_- \) such that \( r_1 \) is as large as possible,
we set \( y = \tau_D/\tau_s^*, \ z = \tau_D/\tau_s^* \) and solve the following optimization problem:

\[
\max_{\tilde{A}_+, \tilde{A}_-} r_1
\]

subject to

\[
\begin{align*}
(I + r_1 A + r_1 y \tilde{A}_+ + r_1 z \tilde{A}_-) & \delta \geq 0, \\
(I + r_1 A + r_1 y \tilde{A}_+ + r_1 z \tilde{A}_-) & \tilde{A}_+ \geq 0, \\
(I + r_1 A + r_1 y \tilde{A}_+ + r_1 z \tilde{A}_-) & \tilde{A}_- \geq 0, \\
\tilde{A}_+, \tilde{A}_- & \geq 0, \ \tilde{A} = \tilde{A}_+ - \tilde{A}_-.
\end{align*}
\]

In order to avoid inverses, we proceed as in [18], and reformulate the above problem as

\[
\max_{K, \tilde{K}, \tilde{A}_+, \tilde{A}_-, \delta} r_1
\]

subject to

\[
\begin{align*}
(I + r_1 A + r_1 y \tilde{A}_+ + r_1 z \tilde{A}_-) & \delta = e, \\
(I + r_1 A + r_1 y \tilde{A}_+ + r_1 z \tilde{A}_-) & K = \tilde{A}, \\
(I + r_1 A + r_1 y \tilde{A}_+ + r_1 z \tilde{A}_-) & \tilde{K}_\pm = \tilde{A}_\pm, \\
K, \tilde{K}_\pm, \tilde{A}_+, \tilde{A}_-, \delta & \geq 0, \ \tilde{A} = \tilde{A}_+ - \tilde{A}_-.
\end{align*}
\]

We can also include restrictions to obtain matrices \( \tilde{A}_+ \) and \( \tilde{A}_- \) with the correct shape, namely, triangular and lower triangular, respectively. This problem can be solved, e.g., with the Matlab Optimization Toolbox.

8. Examples of Application: LV and Y model problem

For illustration purposes, in this section we shall consider two D-IMEX schemes considered by Pareschi and Russo in [26], namely, the SSP\( k(3,3,2) \), specified by the Butcher tableaus

\[
\begin{array}{cc|ccc|cc}
0 & 0 & 0 & 0 & 1 & 1 & 0 \\
\frac{1}{2} & 0 & 0 & 0 & \frac{1}{4} & 0 & 0 \\
1 & \frac{1}{2} & \frac{1}{2} & 0 & 1 & \frac{3}{4} & 0 \\
\hline
A & \frac{1}{3} & \frac{1}{3} & \frac{1}{3} & \frac{1}{3} & \frac{1}{3} & \frac{1}{3}
\end{array}
\]

\[(8.1)\]

and the SSP\( k(3,2,2) \), with coefficient matrices

\[
\begin{array}{cc|ccc|cc}
0 & 0 & 0 & 0 & 1 & 1 & 0 \\
0 & 0 & 0 & 0 & -\frac{1}{2} & \frac{1}{2} & 0 \\
1 & 0 & 1 & 0 & 1 & \frac{1}{2} & \frac{1}{2} \\
\hline
A & 0 & \frac{1}{2} & \frac{1}{2} & \tilde{A} & 0 & \frac{1}{2} & \frac{1}{2}
\end{array}
\]

\[(8.2)\]

In the notation SSP\( k(s, \sigma, p) \), \( s \) is the number of stages of the implicit scheme, \( \sigma \) the number of stages in the explicit scheme, \( k \) is the order of the explicit scheme and \( p \) is the order of the IMEX scheme. As noted in [26], the explicit part of both methods is SSP.

Our aim here is to show how to obtain the different splittings considered in the previous section, and the associated time-step restrictions, obtained from applying
Theorem 6.4 that guarantee the preservation of \([0, 1]\) as an invariant region for these IMEX schemes.

In order to fix the parameters to be used, we shall consider the model problem (2.5) with the source term considered in \([24]\), i.e.,

\[
\begin{align*}
  u_t + f(u)_x &= -\mu u (u - 1) (u - 0.5), \\
  u(x, 0) &= \begin{cases}
    u_L & x < x_d, \\
    u_R & x > x_d.
  \end{cases}
\end{align*}
\]

(8.3) \hspace{2cm} (8.4)

We shall assume that \(f(u) = u\), as in \([24]\), or \(f(u) = u^2 / 2\) as in \([23, \text{section } 17.15]\).

For the source term in (8.3), a straight application of Lemma 2.2 ensures that (2.9) hold with \(m = \mu / 2\) and \(M = \mu / 4\), thus we have

\[
\begin{align*}
  \tau_{IE} &\geq \frac{4}{\mu}, \\
  \tau^+_s &\geq \frac{2}{\mu}, \\
  \tau^-_s &\geq \frac{4}{\mu}.
\end{align*}
\]

(8.5) \hspace{2cm} (8.6)

In addition, we can consider \(\tau_D = \Delta x / \max_u |f'(u)|\), which ensures (2.7) for any TVD discretization of the convective derivative. Hence, for Riemann IVPs so that \(u_L, u_R \in \{0, 1\}\), as in \([24]\) and \([23, \text{section } 17.15]\), \(\tau_D = \Delta x\).

We recall that given a D-IMEX scheme \((\hat{A}, \hat{A})\) and a matrix splitting \(\hat{A} = \hat{A}_+ - \hat{A}_-\), we can ensure the preservation of the numerical invariance of the interval \([0, 1]\) provided that we can find \(r_1 > 0\) so that the inequalities in (6.4) hold for the triplet \(r_1(1, \tau_D / \tau^+_s, \tau_D / \tau^-_s)\).

Larger values of \(r_1\), hence larger step-size restrictions, will result from considering the largest possible values for the parameters \(\tau_D, \tau^+_s, \tau^-_s, \tau_{IE}\). For this particular source term, a larger value for \(\tau^-_s\) can actually be used. The following result is proven in \([25]\).

**Lemma 8.1.** Let \(s(u) = -\mu u (u - 1) (u - 0.5)\) with \(\mu > 0\). If \(0 \leq u \leq 1\), then we have that

\[
\begin{align*}
  0 \leq u + \tau s(u) &\leq 1, \quad \text{for } 0 \leq \tau \leq \frac{2}{\mu}, \\
  0 \leq u - \tau s(u) &\leq 1, \quad \text{for } 0 \leq \tau \leq \frac{16}{\mu}.
\end{align*}
\]

(8.5) \hspace{2cm} (8.6)

We can, hence, consider \(\tau_D = \Delta x\), \(\tau^+_s = 2 / \mu\), \(\tau^-_s = 16 / \mu\). Thus, given a splitting \(\hat{A} = \hat{A}_+ - \hat{A}_-\), if we can find \(r_1 = r_1(\mu \Delta x) > 0\) so that the triplet \(r_1(1, \mu \Delta x / 2, \mu \Delta x / 16)\) satisfies inequalities (6.4), Theorem 6.4 guarantees numerical invariance of the interval \([0, 1]\) under the step-size restriction

\[
\Delta t \leq \min \left\{ r_1, \frac{4 \gamma}{\mu \Delta x}, \gamma \right\},
\]

(8.7)

where \(\gamma = 3\) for the SSP2(3,3,2) scheme and \(\gamma = 2\) for the SSP2(3,2,2) scheme.

The step-size restriction above can be compared to (6.20), the corresponding restriction for an explicit non-additive RK scheme with coefficient matrix \(\hat{A}\), which becomes

\[
\Delta t \leq \frac{2}{2 + \mu \Delta x} R(\hat{A}).
\]

(8.8)
SSP2(3,3,2) scheme. For this scheme, both the explicit and the implicit methods are SSP with $\mathcal{R}(\hat{A}) = 2$ and $\mathcal{R}(\tilde{A}) = 12/5$; however, the region of absolute monotonicity of the additive RK scheme, $\mathcal{R}(\hat{A}, \tilde{A})$, is trivial; [12, Example 1] and hence the splitting $\hat{A}_+ = \hat{A}$, $\hat{A}_- = 0$ does not allow us to find $r_1 > 0$ with the desired properties.

An appropriate splitting can be constructed, based on the optimal Shu-Osher representation, as specified in section 7.1. For this, we take $r = \mathcal{R}(\hat{A})$ and construct the matrices

\[
\Lambda = \begin{pmatrix}
0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 2/3 & 0
\end{pmatrix},
\Gamma = \begin{pmatrix}
0 & 0 & 0 \\
1/2 & 0 & 0 \\
0 & 2/3 & 0 \\
0 & 0 & 1/3 & 0
\end{pmatrix},
\alpha = \begin{pmatrix}
1 \\
0 \\
0 \\
1/3
\end{pmatrix}.
\]

(8.9)

\[
\tilde{\Gamma} = (I - \Lambda) \tilde{A} = \begin{pmatrix}
1/4 & 0 & 0 & 0 \\
-1/4 & 1/4 & 0 & 0 \\
1/4 & 1/4 & 3/4 & 0 \\
1/9 & 1/9 & 1/9 & 0
\end{pmatrix}.
\]

(8.10)

Since the element (2,1) is negative, we consider the sign splitting $\tilde{\Gamma} = \tilde{\Gamma}_+ - \tilde{\Gamma}_-$. Then, the matrices $\tilde{A}_+ = (I - \Lambda)^{-1}\tilde{\Gamma}_+$, $\tilde{A}_- = (I - \Lambda)^{-1}\tilde{\Gamma}_-$, have the desired structure,

\[
\tilde{A}_+ = \begin{pmatrix}
1/4 & 0 & 0 & 0 \\
1/4 & 1/4 & 0 & 0 \\
7/12 & 1/3 & 0 & 0 \\
1/2 & 1/3 & 1/3 & 0
\end{pmatrix},
\tilde{A}_- = \begin{pmatrix}
0 & 0 & 0 & 0 \\
1/4 & 0 & 0 & 0 \\
1/4 & 0 & 0 & 0 \\
1/6 & 0 & 0 & 0
\end{pmatrix}.
\]

(8.11)

The next step is to check if it is possible to find $r_1 > 0$ such that inequalities (6.4) are satisfied for the triplet $r_1(1, \mu \Delta x/2, \mu \Delta x/16)$; furthermore, for each $\mu \Delta x$ we are interested in the largest value of $r_1$ fulfilling (6.4), denoted on the following by $r_1(\mu \Delta x)$. To achieve this aim, we have used a formal computer language, such as Mathematica. The function $r_1(\mu \Delta x)$ for $\mu \Delta x \in [0, 2]$ corresponding to this splitting is shown in Figure 1-left, with a dashed line. For reference, we mark the point $(1, 1)$ with the symbol *.

SSP2(3,2,2) scheme. For this IMEX method, the explicit scheme is SSP with $\mathcal{R}(\hat{A}) = 1$. The matrix $\hat{A}$ contains a negative element, hence the implicit method cannot be SSP.

We notice that the simple sign splitting in $\hat{A}$ cannot be considered, since it is not possible to find $r_1 > 0$ such that $(I + \hat{B})^{-1}\hat{A}_- \geq 0$ holds for the triplet $r_1(1, \mu \Delta x/2, \mu \Delta x/16)$. 
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As before, we can easily compute a splitting based on optimal Shu-Osher representation. In this case,

\[
\tilde{\Gamma} = \begin{pmatrix}
\frac{1}{2} & 0 & 0 & 0 \\
-\frac{1}{2} & \frac{1}{2} & 0 & 0 \\
\frac{1}{2} & 0 & \frac{1}{2} & 0 \\
0 & \frac{1}{4} & \frac{1}{4} & 0 \\
\end{pmatrix}.
\]

With the sign splitting of \(\tilde{\Gamma}\) we obtain

\[
\tilde{A}_+ = \begin{pmatrix}
\frac{1}{2} & 0 & 0 & 0 \\
0 & \frac{1}{2} & 0 & 0 \\
\frac{1}{2} & \frac{1}{2} & \frac{1}{2} & 0 \\
0 & \frac{1}{4} & \frac{1}{4} & 0 \\
\end{pmatrix}, \quad \tilde{A}_- = \begin{pmatrix}
0 & 0 & 0 & 0 \\
\frac{1}{2} & 0 & 0 & 0 \\
\frac{1}{2} & 0 & 0 & 0 \\
\frac{1}{4} & 0 & 0 & 0 \\
\end{pmatrix}.
\]

However, this splitting is not valid either: it is not possible to find \(r_1 > 0\) such that \((I + B)^{-1}\tilde{A}_- \geq 0\) holds for the triplet \(r_1(1, \mu \Delta x/2, \mu \Delta x/16)\).

A different splitting of the matrix \(\tilde{\Gamma}\) in (8.12) does produce, however, the desired result. Considering

\[
\tilde{\Gamma}_+ = \begin{pmatrix}
\frac{1}{2} & 0 & 0 & 0 \\
\frac{1}{2} & \frac{1}{2} & 0 & 0 \\
\frac{1}{2} & 0 & \frac{1}{2} & 0 \\
0 & \frac{1}{4} & \frac{1}{4} & 0 \\
\end{pmatrix}, \quad \tilde{\Gamma}_- = \begin{pmatrix}
0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\end{pmatrix},
\]

we obtain

\[
\tilde{A}_+ = \begin{pmatrix}
\frac{1}{2} & 0 & 0 & 0 \\
\frac{1}{2} & \frac{1}{2} & 0 & 0 \\
1 & \frac{1}{2} & \frac{1}{2} & 0 \\
\frac{1}{2} & \frac{1}{2} & \frac{1}{2} & 0 \\
\end{pmatrix}, \quad \tilde{A}_- = \begin{pmatrix}
0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 \\
\frac{1}{2} & 0 & 0 & 0 \\
\end{pmatrix}.
\]

In this case it is possible to obtain \(r_1 > 0\) such that inequalities (6.4) hold. In Figure 1(right), this function is displayed, with dashed line, for \(\mu \Delta x \in [0, 2]\), obtained using Mathematica, as before. The symbol \(\ast\) at point \((1, 0.5)\) serves as reference. In Table 2 we show some values of this function for splitting (8.13).

The splittings above are based on the Shu-Osher representation for \(\tilde{\Gamma}\), but clearly their optimality, from the point of view of the step-size restrictions, cannot be claimed. In the next section we address this issue by a numerical search for these two D-IMEX schemes applied to the model problem.

### 8.1. Optimal splittings by numerical search.

In this section we consider splittings such that \(r_1(\mu \Delta x)\) is as large as possible. For each \(\mu \Delta x\) we solve the optimization problem proposed in section 7.2 with \(y = \mu \Delta x/2\) and \(z = \mu \Delta x/16\); we use the Optimization Toolbox in Matlab.

In Figure 1 with a solid line, we show the results for the SSP2(3,3,2) and SSP2(3,2,2) schemes. It is worth noting that Figure 1 shows that when \(\mu = 0\) (no source term), the optimal CFL is \(R(\hat{A}) = 2\), as it should be the case, according to (8.8). Notice that, for the values of \(\mu \Delta x\) examined, the value of \(r_1\) provides the
effective CFL restriction for the preservation of $[0, 1]$ as an invariant region for the IMEX scheme, since $\min\{r_1, 4\gamma/(\mu \Delta x), \gamma\} = r_1$ in both cases.

In Tables 1 and 2 we show some of the optimal values obtained, that allow for a direct comparison. Observe that for the SSP2(3,3,2) method, the values obtained from the ‘optimal search’ process are quite similar to the ones obtained from the Shu-Osher splittings in section 8, but for the SSP2(3,2,2) scheme, significantly better values can be obtained by numerical search. We also observe that for SSP2(3,3,2) the values $r_1(\mu \Delta x)$ are larger than the ones obtained for scheme SSP2(3,2,2).
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**Figure 1.** Function $r_1(\mu \Delta x)$ for SSP2(3,3,2) (left) and SSP2(3,2,2) (right) methods; the dashed line corresponds to splittings (8.11) and (8.13), and the solid line corresponds to numerical search.

<table>
<thead>
<tr>
<th>Splitting</th>
<th>$\mu \Delta x = 1$</th>
<th>$\mu \Delta x = 2.5$</th>
<th>$\mu \Delta x = 10$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(8.11)</td>
<td>1.0497</td>
<td>0.7030</td>
<td>0.2743</td>
</tr>
<tr>
<td>Optimal</td>
<td>1.1429</td>
<td>0.8017</td>
<td>0.3188</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Splitting</th>
<th>$\mu \Delta x = 1$</th>
<th>$\mu \Delta x = 2.5$</th>
<th>$\mu \Delta x = 10$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(8.13)</td>
<td>0.5369</td>
<td>0.3558</td>
<td>0.2003</td>
</tr>
<tr>
<td>Optimal</td>
<td>0.8000</td>
<td>0.6154</td>
<td>0.2857</td>
</tr>
</tbody>
</table>

Theorem 6.4 states only sufficient conditions for the preservation of the convex property $\mathcal{P}$. In what follows we perform a series of numerical experiments whose objective is to test the sharpness of the CFL restrictions just obtained.

8.2. **Numerical experiments for the LV&Y model problem.** We apply next the SSP(3,3,2) and SSP(3,2,2) IMEX schemes to the model problem (8.3)-(8.4), with different choices for the discrete divergence operator $D(U)$. Here, for the purpose of comparison, we shall consider the following:
(1) A first order upwind discretization, which leads to a monotone scheme in the homogeneous case.

(2) A standard ENO2 discretization (see [29]), which gives rise to a TVD scheme in the homogeneous case, under the usual CFL restriction.

(3) A standard ENO3 discretization (see [29]), which gives rise to an Essentially Non-oscillatory scheme in the homogeneous case. In this case, (6.7) cannot be theoretically ensured.

These are examples of non-linear reconstruction techniques, for which the use of a semi-implicit alternative, such as a D-IMEX scheme, is almost mandatory (it is mandatory for non-linear flux functions or non-linear operators in $D(U)$).

To test the sharpness of the CFL restrictions found in the previous section, we have performed a large number of numerical tests, covering typical situations of interest for the model problem (8.3). For $\mu = 10^{-3}$, we have compiled ‘approximately’ the observed CFL numbers for which the property $P$ fails to be preserved, according to our numerical tests. Table 3 collects this information for the SSP2(3,3,2) scheme. The optimal step-size restriction obtained in the previous section is also displayed in the table for comparison purposes.

Each slot in the table displays the interval where the loss of preservation has been numerically observed: for the bottom value in the interval, the numerical solution lies in $[0, 1]$, while for the upper value this property has been lost. Some sample computations, corresponding to some of the entries on the table, are shown in Figure 2 for $f(u) = u$, and in Figure 3 for $f(u) = u^2/2$. The plots have been obtained with Matlab, so that when the numerical solution lies in the interval $[0, 1]$, the plot window is automatically set to $[0, 1]$; however, if some value is out of this interval, the plot window is automatically increased, which allows us to easily detect the existence of values out of the interval $[0, 1]$. In the bottom row of Figure 2 we can clearly observe the numerical delay, due to insufficient resolution for the value of $\mu \triangle x = 10$ considered.

The analogous results corresponding to the SSP2(3,2,2) scheme are compiled in Table 4.

The results in these tables confirm the theoretical behavior of the function $r_1(\mu \triangle x)$ displayed in Figure 1: the CFL restriction for numerical invariance of the interval $[0, 1]$ diminishes as $\mu \triangle x$ increases. In addition, the theoretical CFL restrictions obtained from the optimal splittings found by numerical search are not that far from the actual restrictions found in the test cases. It is also worth mentioning that even though we cannot ensure (6.7) for the ENO3 discrete divergence operator, we obtain non-oscillatory numerical profiles under the theoretically obtained CFL restriction in all cases. This situation is similar to what is numerically observed with high order spatial discretizations for the numerical divergence in SSP RK schemes for homogeneous conservation laws.

By looking both at the theoretical and numerical results obtained in this paper, it seems clear that the SSP2(3,3,2) scheme is more robust than the SSP2(3,2,2) scheme, which might explain why this is in fact the preferred scheme for numerical computations in [26].
Figure 2. Numerical solution for the upwind numerical flux and the SSP2(3,3,2) scheme, $f(u) = u$ and $\Delta x = 10^{-3}$. Top: $\mu \Delta x = 2.5$, Bottom: $\mu \Delta x = 10$.

Figure 3. Numerical solution for the ENO2 numerical flux and the SSP2(3,3,2) scheme, $f(u) = u^2 / 2$. $\mu \Delta x = 2.5$ and $\Delta x = 10^{-3}$.
Table 3. SSP2(3,3,2) scheme for the model problem. Optimal and observed CFL for numerical preservation of $[0,1]$.

<table>
<thead>
<tr>
<th>$\mu \Delta x = 1$</th>
<th>$\mu \Delta x = 2.5$</th>
<th>$\mu \Delta x = 10$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optimal</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$f(u) = u, \quad u_L = 1, \quad u_R = 0$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Obser. Upwind</td>
<td>$1.3 \leq r_1 \leq 1.4$</td>
<td>$0.9 \leq r_1 \leq 1.0$</td>
</tr>
<tr>
<td>Obser. ENO2</td>
<td>$1.3 \leq r_1 \leq 1.4$</td>
<td>$0.9 \leq r_1 \leq 1.0$</td>
</tr>
<tr>
<td>Obser. ENO3</td>
<td>$1.3 \leq r_1 \leq 1.4$</td>
<td>$0.9 \leq r_1 \leq 1.0$</td>
</tr>
<tr>
<td>$f(u) = u^2/2, \quad u_L = 1, \quad u_R = 0$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Obser. Upwind</td>
<td>$1.7 \leq r_1 \leq 1.8$</td>
<td>$1.4 \leq r_1 \leq 1.5$</td>
</tr>
<tr>
<td>Obser. ENO2</td>
<td>$1.6 \leq r_1 \leq 1.7$</td>
<td>$1.1 \leq r_1 \leq 1.2$</td>
</tr>
<tr>
<td>Obser. ENO3</td>
<td>$1.2 \leq r_1 \leq 1.3$</td>
<td>$0.9 \leq r_1 \leq 1.0$</td>
</tr>
<tr>
<td>$f(u) = u^2/2, \quad u_L = 0, \quad u_R = 1$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Obser. Upwind</td>
<td>$2.0 \leq r_1 \leq 2.1$</td>
<td>$1.9 \leq r_1 \leq 2.0$</td>
</tr>
<tr>
<td>Obser. ENO2</td>
<td>$2.0 \leq r_1 \leq 2.1$</td>
<td>$1.9 \leq r_1 \leq 2.0$</td>
</tr>
<tr>
<td>Obser. ENO3</td>
<td>$1.9 \leq r_1 \leq 2.0$</td>
<td>$1.9 \leq r_1 \leq 2.0$</td>
</tr>
</tbody>
</table>

Table 4. SSP2(3,2,2) scheme for the model problem. Optimal and observed CFL for numerical preservation of $[0,1]$.

<table>
<thead>
<tr>
<th>$\mu \Delta x = 1$</th>
<th>$\mu \Delta x = 2.5$</th>
<th>$\mu \Delta x = 10$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optimal</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$f(u) = u, \quad u_L = 1, \quad u_R = 0$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Obser. Upwind</td>
<td>$0.9 \leq r_1 \leq 1.0$</td>
<td>$0.8 \leq r_1 \leq 0.9$</td>
</tr>
<tr>
<td>Obser. ENO2</td>
<td>$0.8 \leq r_1 \leq 0.9$</td>
<td>$0.7 \leq r_1 \leq 0.8$</td>
</tr>
<tr>
<td>Obser. ENO3</td>
<td>$0.8 \leq r_1 \leq 0.9$</td>
<td>$0.7 \leq r_1 \leq 0.8$</td>
</tr>
<tr>
<td>$f(u) = u^2/2, \quad u_L = 1, \quad u_R = 0$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Obser. Upwind</td>
<td>$0.8 \leq r_1 \leq 0.9$</td>
<td>$0.7 \leq r_1 \leq 0.8$</td>
</tr>
<tr>
<td>Obser. ENO2</td>
<td>$0.8 \leq r_1 \leq 0.9$</td>
<td>$0.7 \leq r_1 \leq 0.8$</td>
</tr>
<tr>
<td>Obser. ENO3</td>
<td>$0.8 \leq r_1 \leq 0.9$</td>
<td>$0.7 \leq r_1 \leq 0.8$</td>
</tr>
<tr>
<td>$f(u) = u^2/2, \quad u_L = 0, \quad u_R = 1$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Obser. Upwind</td>
<td>$1.4 \leq r_1 \leq 1.5$</td>
<td>$1.3 \leq r_1 \leq 1.4$</td>
</tr>
<tr>
<td>Obser. ENO2</td>
<td>$1.3 \leq r_1 \leq 1.4$</td>
<td>$1.3 \leq r_1 \leq 1.4$</td>
</tr>
<tr>
<td>Obser. ENO3</td>
<td>$1.1 \leq r_1 \leq 1.2$</td>
<td>$1.3 \leq r_1 \leq 1.4$</td>
</tr>
</tbody>
</table>
9. Conclusions and perspectives

When solving hyperbolic PDEs, it is nowadays common practice to discretize first the spatial variables to obtain a semi-discrete method of lines system of ODEs in the time variable. For hyperbolic PDEs with stiff source terms, stiff ODEs are obtained. In this context, IMEX-RK schemes provide a rather general framework for the time discretization of these ODEs due to their ability to treat the convective part in an explicit fashion, while still maintaining an implicit handling of the source terms. These schemes are good building blocks in general purpose numerical codes, in particular, when they are embedded in a larger framework, for example, as part of an AMR (for Adaptive Mesh Refinement) code.

In the context of numerical resolution of hyperbolic PDEs with stiff source terms, different issues can be addressed. In this paper, we have focused on the ability to maintain non-oscillatory reaction fronts, and we have obtained a set of sufficient conditions that ensure the preservation of certain relevant invariant regions for a class of source terms that include the model problem proposed by LeVeque and Yee in \cite{LeVequeYee95}. Our study extends previous ones in two aspects. The first one is the admissible source terms: we drop the non-increasing assumption on the source term and we relax it to condition (2.9); the second one is the class of time stepping methods considered: we consider not only first order stepping methods but higher order D-IMEX Runge-Kutta methods.

The results obtained have been used to compute CFL-like restrictions for the numerical preservation of the invariance of the interval $[0,1]$ in two particular cases of D-IMEX schemes, previously considered by Pareschi and Russo in \cite{PareschiRusso90}. The results of various numerical tests on a model balance law indicate that the theoretical CFL-like conditions obtained are of practical use. We, hence, consider that our analysis provides new tools to test the robustness of a given scheme, from the point of view of certain qualitative behavior. Since experience says that it is safer to integrate complex problems with well-behaved schemes for test problems, the results obtained in this paper gain relevance in this context.

We have centered our analysis on the scalar balance law, however, we expect that the results obtained, and the techniques used in this paper, can be applied to a wider range of problems, as well as in the preservation of other ‘weak’ properties. Roughly speaking, the success in preserving a given property will depend on the ability to ensure that constants likewise in (6.7)-(6.9) exist. In particular, we are currently working on extending these techniques to 1D systems.

Finally, we remark that there are other numerical issues to be considered when dealing with the numerical solution of balance laws with stiff source terms. We mention here two of them that are part also of our current research. First, the issue of the spurious steady-state solutions studied by Lafon and Yee in \cite{LafonYee97, LafonYee99}, which might be related to the well-balancing of the underlying scheme. Second, the numerical delay observed for very stiff source terms, which needs sufficient spatial refinement to be correctly modeled. In this respect, the combination of these techniques with an AMR code could be of great help in obtaining robust numerical simulations of complex problems.
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