WAVELET-BASED DENOISING ALGORITHM FOR ROBUST EMG PATTERN RECOGNITION
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A successful pre-processing stage based on wavelet denoising algorithm for electromyography (EMG) signal recognition is proposed. From the limitation of traditional universal wavelet denoising, the optimal weighted parameter is assigned for universal thresholding method. The optimal weight for increasing EMG recognition accuracy is 50–60% of traditional universal threshold with hard transformation. Experimental results show that it improved approximately from 2 to 50% of recognition accuracy for EMG with signal-to-noise ratio (SNR) in the range of 20 to 0 dB compared to a baseline system (without pre-processing stage) and traditional universal wavelet denoising. The results are evaluated through a large EMG dataset with seven kinds of hand movements and eight types of muscle positions.
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1. Introduction

The EMG signal is one of the useful electrophysiological signals. It is measured by surface electrodes that are placed on the skin superimposed on the muscle. A compound of the whole motor unit action potentials (MUAPs) occurred in the muscles subjacent to the skin. The MUAPs are useful information in a number of medical and engineering applications. For instance, EMG signals are used for the diagnosis of neuromuscular and neurological problems in the clinic [1, 2] and also are used in the control of assistive devices and rehabilitation systems such as a prosthesis, electric-powered wheelchair, and exoskeleton robotic arm in engineering [3, 4]. Normally, in order to use the EMG signal as a diagnosis tool or a control signal, a feature is often extracted before performing the classification stage because a lot of information is obtained from the raw EMG data [5]. However, EMG signals that originate in various muscles and activities are also contaminated by various
kinds of noises or interferences [6, 7]. This becomes a main problem to extract certain features and thus the reach to high accurate recognition. Hence, in the last decade, many researchers have been interested in developing better algorithms and improving the existing methods to reduce noises and to estimate the useful EMG information [8–10].

Generally, noise contaminated in EMG signals can be categorized into four main types: ambient noise, motion artifact, inherent instability of the EMG signal and inherence in electronic components in the detection and recording equipment [7, 11, 12]. The first three types have specific frequency bands and do not fall in the energy bands of the EMG signal. For example, motion artifact, cable motion artifact and instability in nature of EMG signal have most of their energy in the frequency range of 0 to 20 Hz, or power-line interference has the frequency component at 50 Hz (or 60 Hz). Generally, usage of conventional filters, i.e., band-pass filter and band-stop filter can reduce noises in this group [13]. However, noise of the last type is a main concern in the analysis of EMG signal. It is an inherent noise that is generated by electronic equipment. The frequency components of this noise are random in nature and range in the usable energy of EMG frequency band from 0 to several thousand Hz. It causes difficulty in elimination using the conventional filters. Moreover, using high-quality electronic components, intelligent circuit design and construction techniques, noises can be only reduced but it cannot be entirely eliminated [7, 12]. Hence, it may cause a problem in extracting the robust features. Ordinarily, white Gaussian noise (WGN) is used as a representative random noise in the last type in EMG signal analysis [14–17]. In this paper, different levels of WGN were used in the preparation of noisy environment.

Adaptive filter or wavelet denoising algorithm, both advanced digital filters, is one of the modern methods that are commonly used as a powerful tool to remove random noise. However, the performance of adaptive filter is limited. Its performance depends on a reference input signal which is difficult to apply in real-world applications. On the other hand, wavelet denoising method does not require any reference signal. The pre-processing stage based on wavelet denoising algorithm for EMG upper- and lower-limbs movement recognition was successful in the last few years [8, 9, 11, 18–23]. In order to achieve the best performance in the wavelet denoising algorithm, four issues need to be addressed. The first and the second issues are the selection of the wavelet function and number of decomposition levels. We had presented in our previous works [18, 34] that the second order Daubechies wavelet (db2) and the fourth decomposition level provided a minimum mean square error value. Similar suggestions are also given in other literatures [8, 19]. The third issue is the selection of the wavelet threshold estimation method, which is the main focus of interest in this paper. Khezri and Jahed [20] proposed a useful wavelet threshold to estimate the denoised EMG signal, viz. Stein unbiased risk (SURE) method. It improved the accuracy of EMG recognition compared to the one without denoising the pre-processing stage and adaptive Bayes method. Following that,
in one of our recent works [18], we compared the SURE method with three other classical thresholding techniques: universal (UNI), hybrid between UNI and SURE, and minimax. Results showed that the UNI method yields better denoising performance than others including the SURE method. Moreover, Hussain et al. [8, 19] suggested that the pre-processing stage using the UNI method and hard transformation was able to improve the recognition system of the lower- and upper-limb motions. Successively, a modification of the UNI method based on level dependence was evaluated [21]. However, the former modified methods were not designed for the specific EMG system but were rather based on electrocardiography (ECG) signal, image, or simulation data [24–28]. In these literatures, some rescaled parameters such as the length of window data, logarithm of scale level, or two to the power of scale level, have been used to reduce a larger threshold value that was estimated from a fixed form of traditional UNI method [24–28, 35]. For instance, in an ECG signal, an optimal weighted parameter is found through the experimental results and a better performance of wavelet denoising is obtained [29]. Hence, in this paper, we are proposing the weighted parameter or pre-factor to modify traditional UNI method for improving the recognition of the EMG system. The fourth issue is the selection of thresholding process. After suitable threshold values are determined, the thresholding process can be done using two classical threshold transformations, namely hard and soft thresholding (HAD and SOF) [8, 9, 18–24].

2. Wavelet-Based Denoising Algorithm

The main idea of the wavelet denoising algorithm is to suppress the noise part of the signal $s(n)$ by discarding the WGN $e(n)$ and to recover the signal of interest $f(n)$. The basic model is expressed as:

$$s(n) = f(n) + e(n).$$ (1)

The procedure of the wavelet denoising algorithm consists of three steps. Firstly, the raw EMG signal is decomposed by the discrete wavelet transform (DWT) in order to obtain the detail and approximation coefficients ($c_D$ and $c_A$). The $c_D$s contain high frequency components from the high-pass filter (H) and $c_A$ contains low frequency components from the low-pass filter (L). The decomposition tree of DWT in this study is shown in Fig. 1. For wavelet signal denoising, noise parts are usually fallen in the $c_D$ bands. After that, the threshold value ($THR$) is calculated based on the noise variance and then is applied to the $c_D$s using only a linear or non-linear transform. Finally, the denoised EMG signal is reconstructed based on the modified $c_D$s and the retaining $c_A$.

From the introduction above, the traditional UNI method is better than the other classical thresholding methods. However, the $THR$ that is estimated from the traditional UNI method is too large, which is not suitable for the EMG signal especially in the recognition point of view [21]. It not only removes noise part but
Fig. 1. A signal’s wavelet decomposition tree by the DWT analysis to a 4-level decomposition.

Fig. 2. Responses of HAD and SOF with 0.4 THR value. The diagonal dashed line indicates the input signal and the solid line indicates the output signal through shrink function.

it also plausibly removes some important part of EMG signal. The traditional UNI method uses a fixed form threshold [24], which can be expressed as:

\[
THR_{UNI} = \sigma \sqrt{2 \log(N)},
\]

(2)

where \( N \) is the length of EMG signal samples and \( \sigma \) is the standard deviation of noise that can be estimated using a median parameter. It can thus be calculated:

\[
\sigma = \frac{\text{median}(|cD_j|)}{0.6745},
\]

(3)
where \( cD_j \) is the \( cD \) at scale level \( j \). In this paper, the pre-factor or weight parameter \((w)\) is assigned into the traditional UNI method in order to obtain the suitable factor for denoising the EMG signal, especially in the recognition viewpoint. In the experiments, the \( w \) range is from 0.05 to 0.95 and the incremental step is 0.05. The new threshold estimation can be defined as:

\[
THR_{UNI(W)} = w \sigma_j \sqrt{2 \log(N)}.
\] (4)

In addition, rescaling of the estimated threshold can improve the recognition performance in the EMG signal recognition where \( \sigma_j \) is the estimated \( \sigma \) for every decomposition level [21]. After suitable threshold values are defined, thresholding can be done using wavelet shrinkage or transformation function. In addition, the wavelet threshold transformation, HAD and SOF, can be respectively expressed as shown in Eqs. (5) and (6):

\[
cD_j = \begin{cases} 
  cD_j, & \text{if } |cD_j| > THR_j, \\
  0, & \text{otherwise}
\end{cases}
\] (5)

\[
cD_j = \begin{cases} 
  \text{sgn}(cD_j)(cD_j - THR_j), & \text{if } |cD_j| > THR_j, \\
  0, & \text{otherwise}
\end{cases}
\] (6)

where \( \text{sgn}() \) is a sign function that extracts the sign of a real number \( cD_j \). HAD is an easy shrinkage function. All the wavelet’s detail coefficients whose absolute values are lower than the threshold are set to zero and the other wavelet’s detail coefficients are kept. SOF is an expanded version of HAD [24], first zeroing all wavelet’s detail coefficients whose absolute values are lower than the threshold similar to that done with HAD, but shrinking the non-zero coefficients towards zero.

3. Experiments and Recognition System

The procedure of the EMG recognition system consisting of three steps is shown in Fig. 3. Firstly, the EMG signals were recorded from surface electrodes to obtain raw EMG data. In this step, the pre-processing of EMG signal to avoid the variety of noises was conducted. As a result, raw EMG signals with very low noise were obtained as the training data. In order to evaluate the denoising performance,
WGNs at different levels (20-0 dB SNR) were added into the raw EMG signals to prepare the noisy EMG signals as testing data in the experiments. In this paper, EMG data were collected from 30 subjects. EMG signals were recorded from eight electrode positions on the upper-limb and seven daily-life motions as shown in Figs. 4(a) and 4(b). In addition, EMG signals were collected from seven positions on the forearm and one position on the biceps brachii muscle using Duo-trode Ag-AgCl electrodes (Myotronics, 6140). A common ground reference was placed on the wrist using Ag-AgCl Red-Dot electrode (3M, 2237). The seven commonly used upper-limb movements are selected: wrist flexion, wrist extension, hand close, hand open, pronation, supination, and rest [31, 33]. Each motion is performed four times throughout a trial. For every subject, there are four sessions and six trials in each session. In all, there are 96 datasets. Each motion is subjected to a duration of three seconds. To guarantee the best weighted parameter optimized for EMG signal, WGNs were added to prepare the noisy EMG signals for five times in each dataset. A band-pass filter of 1–1000Hz bandwidth and an amplifier with 60 dB gains (Grass Telefactor, Model 15) were set for the system. These signals were sampled at 3kHz (National Instruments, PCI-6071E). In order to reduce time in recognition, EMG data were down-sampled to 1 kHz. More details of experiments and data acquisition are described in [30]. Secondly, we tested the performance of the denoising system as described previously in the last section. For the baseline system (BS), however, the second step is skipped and proceeds directly to the third step, i.e., without the denoising algorithm. Thirdly, features of the estimated EMG
signals are extracted in time domain including root mean square, waveform length, and coefficients of the fourth order of auto-regressive model [21]. As a result, a feature vector was created and fed into the classifier to recognize the control class. From the successful achievement of linear discriminant analysis [31], it was selected as a classifier in this paper. The window size and the window slide were defined as 256 and 128 ms for real-time constraint [31], respectively.

In this study, the classification rate is used to evaluate the quality of the recognition system with the estimated EMG signal that is denoised by using different weighted UNI method. The recognition accuracy was calculated from the testing data for each subject training data with a leave-one-out cross validation. In order to confirm the optimal \( w \) value, the average of the classification rate of 30 subjects was performed and reported in the latter section. The optimal \( w \) value in the algorithms is selected when the recognition accuracy is closer to 100%. It means that useful information in EMG signal is maintained and undesirable parts of EMG signal are removed. In addition, the classification rate from the BS system was compared with that from the denoising system.

4. Results and Discussion

We have found that the recognition performance of using HAD is always better than SOF in all cases, as shown in Figs. 5(a) and 5(b). Consequently, HAD is chosen in the thresholding process. Figure 5(a) shows the recognition accuracy using HAD of many different \( w \) values and noise levels. When \( w \) is between 0.5 and 0.6, its recognition performance is always superior or equal to the others including \( w \) at 1.00, which is the traditional UNI. Moreover, the proposed method performs significantly better than the standard UNI method with \( p \)-value less than 0.001. In this paper, the center of suitable \( w \) range is selected, i.e., 0.55, as a representation of weight in the validation of recognition accuracy. Figure 6 shows a comparison of the average recognition accuracy resulting from the denoising algorithm at weight 0.55 and the BS system. It can be seen that the improvement of 2 to 55% over the BS depending on the level of noise can be obtained by the denoising algorithm at weight 0.55. Moreover, we can confirm that the result of the optimal weight \( w \) is similar from each subject. Hence, this pre-factor is not dependent on the subject. According to the experimental results, a new wavelet threshold estimation equation can be written as follows:

\[
THR = 0.55 \sigma_j \sqrt{2 \log(N)}.
\] (7)

The improvement of the recognition performance using wavelet denoising method in this paper succeeds better than the other recognition systems, be it speech recognition [32] or others. However, several other recognition systems are still employing the traditional UNI method that is not suitable for those systems. Hence, the idea in designation of the optimal weighted parameter to the traditional UNI method could be a better solution to improve the recognition performance of
specific recognition systems. Furthermore, our proposed weighted parameter in this paper can be widely used to improve both the denoising and the recognition performances in many EMG applications. Not only for controlling a prosthetic hand [3, 5, 14, 15, 18–21, 28, 30, 31, 33], it can also be used in other engineering and medical
applications such as muscle fatigue detection [4], lower-limb prosthesis control or gait analysis [8], and MUAP detection [9, 16, 17].

5. Conclusion

We have presented a pre-processing stage based on an optimal weighted parameter or pre-factor of the wavelet denoising algorithm for the EMG recognition system. It is apparent from the derived experimental results that this proposed method can be successfully employed for the extraction of robust features in noisy environments. Apart from a very small decrease in the recognition accuracy of a clean EMG signal, the improvement in the EMG recognition performance compared with the baseline system at all SNR is demonstrated. The weighted UNI method ($w = 0.55$) with hard thresholding is an effective tool at the pre-processing stage of an EMG recognition system in random noises in a useful EMG frequency band.
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