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Abstract

Solving systems of linear equations (SLEs) is a very common computational problem appearing in numerous research disciplines and in particular in the context of cryptographic and cryptanalytic algorithms. In this work, we present highly efficient hardware architectures for solving (small and medium-sized) systems of linear equations over $\mathbb{F}_{2^k}$. These architectures feature linear or quadratic running times with quadratic space complexities in the size of an SLE, and can be clocked at high frequencies. Among the most promising architectures are one-dimensional and two-dimensional systolic arrays which we call triangular systolic and linear systolic arrays. All designs have been fully implemented for different sizes of SLEs and concrete FPGA implementation results are given. Furthermore, we provide a clear comparison of the presented SLE solvers. The significance of these designs is demonstrated by the fact that they are used in the recent literature as building blocks of efficient architectures for attacking block and stream ciphers [5, 17] and for developing cores for multivariate signature schemes [2, 6]. Keywords: cryptanalytic hardware, cryptographic hardware, linear equations, Gauss-Jordan elimination, SLE solver, SMITH, GSMITH, systolic array.

1 Introduction

From a complexity-theoretical point of view, the solution of an SLE is efficiently computable. For instance, using Gaussian elimination any SLE can be solved in at most cubic time. However, software implementations of current algorithms for solving SLEs may turn out insufficient in practice, especially for applications where a real-time response is desirable or many tasks have to be processed in parallel.

Based on the parallel nature of hardware, we propose a family of high-speed hardware algorithms for Gaussian elimination. We focus on dense SLEs over binary finite fields arising in symmetric cryptanalysis and in asymmetric cryptography, where fast algorithms from numerical analysis computing approximative solutions and well-elaborated algorithms from asymmetric cryptanalysis for solving sparse systems are either not applicable or become inefficient.

Though this paper mainly studies algorithms for solving SLEs, the three fundamental problems of linear algebra (matrix multiplication, matrix inversion, finding solutions to SLEs) are computationally equivalent: Once there is an efficient algorithm for one of these problems, any of the others can be solved with essentially the same complexity.

There are numerous applications of linear algebra in nearly any area of computer science. Cryptology is no exception with matrix problems arising both in cryptanalysis and cryptography. In this introductory part, we briefly outline the areas where our hardware algorithms are of most relevance.

1.1 Motivation: Small and Medium-Sized Dense SLEs in Cryptology

Medium-sized to large dense SLEs typically appear in the cryptanalysis of symmetric ciphers. In particular, this type of SLE results from algebraic attacks which are generically applicable to any block or stream cipher. Moreover, fast SLE solvers for small to medium-sized dense SLEs are needed for high-performance implementations of the broad class of MQ cryptosystems which are currently among the most promising post-quantum asymmetric schemes.

Algebraic Cryptanalysis of Symmetric-Key Ciphers. The overwhelming majority of symmetric ciphers can be represented as finite state machines (FSMs) with or without memory whose state transition and output functions are defined over some binary fields. The output of such an FSM depends on input bits
(which are often known) and the secret internal state that should be determined. In other words, for each output bit one obtains a (sometimes rather complicated) boolean equation in terms of the state and input bits. In the course of an algebraic attack, one tries to exploit some weakness of the considered cipher to derive advantageous non-linear equations of preferably low degree.

Solving a generic system of nonlinear equations is a well-known NP-hard problem. However, depending on the structure of the resulting nonlinear systems, they might turn out solvable with a complexity lower than a brute-force search over the key space. Several methods of solving such nonlinear systems have been proposed, including the F4 [14] and F5 [15] Gröbner basis finding algorithms by Faugère which are indeed applicable to a subset of ciphers. Other approaches include SAT solvers recently applied to DES [10] and KeeLoq [11] by Courtois and Bard as well as MRHS [23] by Raddum and Semaev applied to DES.

Linearization methods [12, 27] have received much attention during the last decade and are still widely used. Here, the nonlinear system is first simplified, then linearized and solved as an SLE. To make cryptanalysis with linearization methods feasible, one is reliant upon efficient SLE solvers being the object of study of the work at hand.

Enhancing Other Types of Symmetric Cryptanalysis. Solving systems of equations has recently turned out to be a useful toolbox to enhance other types of cryptanalysis for symmetric constructions. In [1], the differential cryptanalysis of PRESENT [8] was applied to a higher number of rounds by solving simple systems of equations instead of doing brute-force guessing. In [11], the slide attack [4] on KeeLoq was used to reduce the effective number of rounds to be analyzed where solving systems of equations with a simple algebraic structure was again applied to mount a more efficient attack. In [7] and [24], the nonlinear systems for AES were significantly simplified and successfully solved by adding equations resulting from collisions and Hamming weights of intermediate variables, respectively, obtained by observing the side-channel information (such as power consumption or electromagnetic radiation) of the implementation.

In all these approaches, a highly time-efficient solver for medium-sized SLEs would potentially increase the real-world efficiency of the attacks.

Two Case Studies. In fact, some of the engines described in this paper have already found application in cryptanalysis. In the context of purely algebraic analysis, our high-speed hardware engines turn out vital for implementing the MRHS algorithm [23] that involves solving medium-sized systems of linear equations. For instance, in a recent paper [17] by Geiselman, Matheis, and Steinwandt proposing a scalable hardware architecture, which implements the MRHS method, SLE solvers (slight variants of the GSMITH architecture presented in this article) for handling systems over \( \mathbb{F}_2 \) up to a dimension of 4096×4096 are employed. In the context of enhancing other types of cryptanalysis using fast SLE solvers, the authors of [5] present a hardware-assisted algebraic attack on the GSM stream cipher A5/2 based on the analysis by Barkan, Biham, and Keller [3]. Here we face the problem of solving 2^{16} systems of 555 linear equations over \( \mathbb{F}_2 \). The A5/2 session key can be immediately derived from a solution being consistent with the output stream of the cipher.

Both of these applications rely on the high performance of our architectures when solving medium-sized SLEs. However, we expect that also solving larger SLEs with essentially the same efficiency can become feasible when several chips are connected and I/O issues can be resolved, which is, however, not the topic of this paper.

Implementing Asymmetric Cryptography. Apart from the field of cryptanalysis, SLEs also play a central role in some cryptographic applications. For example, the performance of public-key signature schemes based on multivariate quadratic polynomials highly depends on the efficiency of solving small SLEs over finite extension fields. This class of signature schemes is of special interest due to its resistance to quantum computer attacks. To get an impression, for the generation of a signature using the Rainbow signature scheme [13] with recent recommendations for parameter choices, two SLEs of dimension 12×12 over \( \mathbb{F}_{2^8} \) need to be solved. In [6], a generic hardware architecture for this kind of signature schemes is proposed with an SLE solver as described in this paper being a major building block. In the work at hand, we propose new area-optimized architectures (linear systolic SLE solvers) for this application that can significantly improve the hardware performance of signature schemes based on multivariate quadratic polynomials.

\[ \text{Note that the SLEs involved in this attack are actually underdetermined and thus cannot be solved in a common sense. However, it is already sufficient to determine a certain subset of 61 variables.} \]
1.2 Existing Approaches to Hardware-Based SLE Solving

Among the algorithms suitable for the class of small and medium-sized dense SLEs, that we are considering, Gaussian elimination quickly turns out to be the algorithm of choice when aiming at a hardware implementation. This is due to its simplicity and generality, where the latter means that in contrast to other methods, SLEs are not required to satisfy any special properties.\textsuperscript{2} In the following we give a brief overview of results dealing with parallelized implementations of Gaussian elimination.

In [22], an implementation of Gaussian elimination over $\mathbb{F}_2$ for the ICL-DAP (Distributed Array Processor by ICL) with an overall quadratic running time is described. In [16], the implementation of an adapted algorithm for computing LU-decompositions (e.g., see [26]) on an NVidia GeForce 7800 GPU is presented exhibiting a cubic asymptotic time complexity.

There are a number of publications dealing with systolic array implementations of Gaussian elimination over prime fields. A systolic array is a network of simple processors, called cells, where each processor is connected to its direct neighbors. The array acts much like a filter on data passing through it. In [19], a triangular-shaped systolic architecture for Gaussian elimination over $\mathbb{F}_2$ is described. Wang and Lin [25] describe a triangular systolic array similar to the one in [19] realizing matrix triangularization over $\mathbb{F}_2$ by Gaussian elimination and backward-substitution. For solving SLEs of dimension $n \times n$ following both approaches an architecture consisting of $n$ pivot cells (these are the cells on the main diagonal of the triangular array) and $\frac{2(n+1)}{2}$ basic cells is required. Furthermore, approximately $n^2$ delay elements (storing and delaying the transfer of intermediate results) are needed in addition. The solution of the first SLE is finished after $4n$ cycles. Assuming new SLEs can be fed in continuously row by row, a new solution vector is ready every $n$ cycles. Unfortunately, important figures of an actual implementation like the complexity of the different cells, the area consumption of the systolic array, and the latency are missing completely.

1.3 Our Contributions

Based on the work in [19] we present and evaluate a triangular systolic architecture solving SLEs over finite extension fields $\mathbb{F}_{2^k}$ in Section 4. We consider slight variants of this systolic array, called triangular systolic network and triangular systolic lines solvers. The systolic network architecture is similar to the systolic array but exhibits global connections in both directions of the array. This allows the initial latency to be reduced to $2n$ clock cycles for the first result. However, clearly the critical path now depends on the size of the whole array. This significantly slows down the design already for small $n$ as will be shown in Section 4. In contrast to that, in the systolic line architecture we only have global connections in one direction and local connections in the other. In this way, the initial running time can be reduced to $3n$ while still the architecture can be clocked at a high frequency. Furthermore, we propose a new systolic SLE solver architecture that requires only $n$ arithmetic cells, but has a quadratic runtime. Hence, it allows for a different tradeoff of size versus throughput. These linear systolic solvers can also be implemented following the array or the lines approach described above. We implemented all variants of the triangular as well as of the linear systolic SLE solvers for different parameters. The implementation figures are provided in Section 5.

In addition to the systolic architectures, we present a different hardware approach realizing Gaussian elimination including backward-substitution over $\mathbb{F}_{2^k}$. By slightly modifying the flow of the Gauss algorithm and parallelizing row operations, we are able to develop a highly efficient architecture. This architecture, called GSMITH, is described in Section 3. It consists of a rectangular array of simple cells exhibiting local as well as some global connections. We distinguish between pivot cells, pivot row and column cells, and basic cells. An architecture consisting of a single pivot cell, $n$ pivot row and $n-1$ pivot column cells as well as $(n-1)n$ basic cells are required to solve SLEs of dimension $n \times n$. The GSMITH design requires only a single $\mathbb{F}_{2^k}$-inverter (contained in the pivot cell) whereas the triangular systolic architectures described above comprise $n$ such inverters. These are very expensive building blocks (also in comparison to multipliers) in terms of area and latency when considering large extension fields. In contrast to all systolic architectures we present in this paper, the running time of GSMITH depends on the probability distribution of the matrix entries. For coefficient matrices with uniformly distributed entries and sufficiently large $k$ (where $k \geq 8$ can already be considered sufficiently large), the running time

\textsuperscript{2}For instance, in order to apply the conjugate gradient method [18] the coefficient matrix needs to be symmetric positive-definite.
for loading and solving the first SLE is $2n$. If the concrete application scenario allows to continuously load new SLEs column-wise into the architecture then the loading phase causes no additional overhead in terms of running time and a new solution vector can be output every $n$ clock cycles. For the special case $F_2$ both running times increase by $n$. We provide concrete implementation figures for the GSMITH design in Section 5.

Each of the architectures to be presented exhibits some unique features. Which architecture eventually provides the best performance depends on the concrete application scenario and implementation platform. Section 6 discusses these issues and draws some conclusions.

Though GSMITH and the triangular systolic SLE solvers have been briefly sketched as building blocks of other larger designs in [2] and [6], respectively, the paper at hand adds substantial contributions to the aforementioned works: It elaborates the description and analysis of these architectures (especially of the systolic solvers). New implementation results for all architectures under various parameter choices on the same hardware platforms are presented. Furthermore, we also propose some novel designs, linear systolic array and lines solvers, which are expected to allow for better time-area tradeoffs in certain application scenarios (such as [6]) than GSMITH and the triangular architectures. This paper for the first time contrasts and compares all the various designs.

## 2 Background on Gauss-Jordan Elimination over $\mathbb{F}_{2^k}$

The hardware SLE solvers we are going to consider implement variants of Gaussian/Gauss-Jordan elimination which is described in the following. In order to maintain simplicity and consistency throughout this paper, we will use the following basic notation for describing matrix algorithms:

- Matrices are denoted by capital letters, e.g., $A$.
- The $i$th row vector of $A$ is denoted by $\vec{a}_i$.
- The $j$th column vector of $A$ is denoted by $a_j$.
- An element in the $i$th row and $j$th column of $A$ is denoted by $a_{i,j}$.
- Column vectors are denoted by lowercase letters, e.g., $b$.

Gaussian elimination transforms a given system of linear equations of the form $A \cdot x = b$ into the equivalent system $U \cdot x = b'$, where $U$ is an upper triangular matrix, by applying elementary row operations. The system can then trivially be solved by using backward substitution. The Gauss-Jordan algorithm is a variant of Gaussian elimination where the backward-substitution steps are interleaved with the elimination steps. Thus, when the algorithm terminates the resulting matrix is not just an upper triangular matrix $U$, but the identity matrix. In this way one immediately obtains the solution vector without doing any post-processing. A more complete introduction to Gaussian and Gauss-Jordan elimination can be found in [26].

When describing algorithms for solving SLEs in the following, we do not explicitly take care of the right hand side $b$. One can think of it as an additional, passive column to the coefficient matrix $A$. That means, the algorithm is carried out as if this column is not present (i.e., its presence does not influence the execution of the algorithm in any way), but every executed row/column operation also affects the passive column.

Algorithm 1 presents Gauss-Jordan elimination for an $n \times n$ matrix over $\mathbb{F}_{2^k}$. We assume that the matrix $A$ given as input is non-singular. Steps 1 to 1 take care of the diagonal element $a_{\ell,\ell}$ (called pivot element) being non-zero by identifying the first row $\vec{a}_s$, where $s \geq \ell$, with a non-zero element in the currently considered column $\ell$ and exchanging this row with $\vec{a}_s$. This process is called pivoting. Steps 1 to 1 perform a normalization of the pivot row, i.e., the pivot element $a_{\ell,\ell}$ is transformed to 1 by multiplying all elements of the row with the inverse of $a_{\ell,\ell}$. Since $a_{\ell,i} = 0$ for $i < \ell$, real multiplications only need to be performed for elements to the right of the pivot element. Note that for the special case of LSEs over $F_2$ normalization is not needed. Steps 1 to 1 are responsible for the elimination of all non-zero elements in the currently considered column by adding (the normalized) row $\vec{a}_s$. The three basic operations, namely pivoting, normalization, and elimination are repeated for all columns until eventually the identity matrix is obtained. In the end, the passive column would then contain the desired result. The worst-case as well as the average-case runtime (i.e., for matrices with uniformly random entries) of the general Gauss-Jordan algorithm is cubic in $n$. 


Algorithm 1 Gauss-Jordan Elimination over $\mathbb{F}_{2^k}$

**Input:** Non-singular matrix $A \in \mathbb{F}_{2^k}^{n \times n}$

1: for each column $\ell = 1 : n$ do
2: \hspace{1em} $s \leftarrow \ell$
3: \hspace{1em} while $a_{s,\ell} = 0$ do
4: \hspace{2em} $s \leftarrow s + 1$
5: \hspace{1em} end while
6: \hspace{1em} exchange $\vec{a}_\ell$ with $\vec{a}_s$
7: \hspace{1em} for each element $i = \ell + 1 : n$ do
8: \hspace{2em} $a_{\ell,i} \leftarrow a_{\ell,i} \cdot a_{\ell,\ell}^{-1}$
9: \hspace{1em} end for
10: \hspace{1em} $a_{\ell,\ell} \leftarrow 1$
11: \hspace{1em} for each row $i = 1 : n$ do
12: \hspace{2em} if $(i \neq \ell) \land (a_{i,\ell} \neq 0)$ then
13: \hspace{3em} for each element $j = \ell + 1 : n$ do
14: \hspace{4em} $a_{i,j} \leftarrow a_{i,j} \oplus a_{\ell,j} \cdot a_{i,\ell}$
15: \hspace{3em} end for
16: \hspace{2em} $a_{i,\ell} \leftarrow 0$
17: \hspace{2em} end if
18: \hspace{1em} end for
19: end for

3 GSMITH — A Hardware SLE Solver for $\mathbb{F}_{2^k}$

This section describes the GSMITH architecture for solving SLEs over the extension field $\mathbb{F}_{2^k}$. GSMITH stands for “Generalized Scalable Matrix Inversion on Time-Area optimized Hardware” and is a generalization of the SMITH architecture which was originally presented in [9]. The design of GSMITH was first briefly sketched in [2] as the main building block of a time-optimized core for the Rainbow signature scheme.

3.1 Adapting Gauss-Jordan Elimination over $\mathbb{F}_{2^k}$ to Hardware

The main idea in order to obtain an efficient hardware implementation of the Gauss-Jordan algorithm is to perform all steps required for both elimination and normalization in parallel, instead of executing them one-by-one. Moreover, we change the flow of the algorithm in order to simplify an implementation in hardware: having a fixed matrix and changing the row under examination is equivalent to always examining the first row and shifting the whole matrix accordingly. Obviously, this is also true for columns.

Algorithm 2 Hardware-based Gauss-Jordan Elimination over $\mathbb{F}_{2^k}$

**Input:** Non-singular matrix $A \in \mathbb{F}_{2^k}^{n \times n}$

1: for each column $\ell = 1 : n$ do
2: \hspace{1em} while $a_{1,1} = 0$ do
3: \hspace{2em} $A \leftarrow \text{shiftup}(n - \ell + 1, A)$;
4: \hspace{1em} end while
5: \hspace{1em} $\vec{a}_1 \leftarrow \text{normalize}(\vec{a}_1)$
6: \hspace{1em} $A \leftarrow \text{eliminate}(A)$;
7: end for

Gaussian elimination over $\mathbb{F}_{2^k}$ then transforms to Algorithm 2 as described in the following. We iterate over all columns of the matrix $A$. In the $\ell$th iteration we perform the following steps to obtain a pivot element: we do a cyclic shift-up of all rows not yet used for elimination (due to the shifting approach these are the first $n - \ell + 1$ rows) until the element at the fixed pivot position ($a_{1,1}$) is non-zero. More precisely, the mapping $\text{shiftup}$ on $(n - \ell + 1, A)$ is computed\(^3\) (in one step) until $a_{1,1}$ is a non-zero element,

\(^3\)In the actual hardware implementation we keep track of the used rows by means of a $\text{used}$-flag instead of using a counter.
where shiftup is defined as:

\[ \text{shiftup} : \{1, \ldots, n\} \times \mathbb{F}_{2^k}^{n \times n} \rightarrow \mathbb{F}_{2^k}^{n \times n} \]

\[(i, (\vec{a}_1, \ldots, \vec{a}_n)^T) \mapsto (\vec{a}_2, \ldots, \vec{a}_{i-1}, \vec{a}_{i+1}, \ldots, \vec{a}_n)^T \]

After a pivot element has been found in the \(\ell\)th iteration (it is now located in the first row), we normalize the row by applying the mapping

\[ \text{normalize} : \mathbb{F}_{2^k}^n \rightarrow \mathbb{F}_{2^k}^n \]

\[(a_{i,1}, a_{i,2}, \ldots, a_{i,n}) \mapsto (1, a_{i,2} \cdot a_{i,1}^{-1}, \ldots, a_{i,n} \cdot a_{i,1}^{-1}) \]

Next, we add the first (normalized) row \(\vec{a}_1\) to all other rows \(\vec{a}_i\) where \(i \neq 1\) and \(a_{i,1} \neq 0\) to eliminate these elements. In addition, we do a cyclic shift-up of all rows and a cyclic shift-left of all columns. By doing the cyclic shift-up operations after an elimination, rows already used for elimination are “collected” at the bottom of the matrix, which ensures that these rows are not involved in the pivoting step anymore. The cyclic shift-left ensures that the elements which should be eliminated in the upcoming iteration are located in the first column of the matrix. More precisely, the following (partial) mapping is computed which combines the actual elimination, the cyclic shift-up and the cyclic shift-left:

\[ \text{eliminate} : \mathbb{F}_{2^k}^{n \times n} \rightarrow \mathbb{F}_{2^k}^{n \times n} \]

\[
\begin{pmatrix}
1 & a_{1,2} & \ldots & a_{1,n} \\
a_{2,1} & a_{2,2} & \ldots & a_{2,n} \\
\vdots & \vdots & \ddots & \vdots \\
a_{n,1} & a_{n,2} & \ldots & a_{n,n}
\end{pmatrix}
\mapsto \begin{pmatrix}
a_{2,2} \oplus (a_{1,2} \cdot a_{2,1}) & \ldots & a_{2,n} \oplus (a_{1,n} \cdot a_{2,1}) & 0 \\
\vdots & \ddots & \vdots & \vdots \\
a_{n,2} \oplus (a_{1,2} \cdot a_{n,1}) & \ldots & a_{n,n} \oplus (a_{1,n} \cdot a_{n,1}) & 0 \\
a_{1,2} & \ldots & a_{1,n} & 1
\end{pmatrix}
\]

The hardware architecture GSMITH is able to compute the mapping shiftup in one clock. Also applying normalize immediately followed by eliminate will only require a single clock cycle in total.

**Running Time.** We restrict our consideration to the expected running time for matrices with uniformly chosen entries since this is the most common type appearing in cryptographic applications. Note that shiftup and the composition of normalize and eliminate are the two primitive operations of our hardware architecture. Clearly, we always have \(n\) applications of eliminate/normalize independently of the distribution of the entries of the matrix. To determine the required number of shiftup applications we observe the following: If the matrix entries are uniformly distributed, one has \(\alpha := \Pr[a_{1,1} = 0] = \frac{1}{2^k}\) in the first iteration. In fact, this probability remains constant throughout all iterations. This is because the sum \(x \oplus y\) of two uniformly chosen elements \(x, y \in \mathbb{F}_{2^k}\) is again a uniformly distributed field element and the same holds for the product \(x \cdot y\) of a uniform element \(x \in \mathbb{F}_{2^k}\) and a uniform element \(y \in \mathbb{F}_{2^k}^\ast\).

Hence, the elements

\[a_{1,j} \iff a_{1,j} \cdot a_{1,1}^{-1},\]

where \(2 \leq j \leq n\), computed by normalize as well as the elements

\[a_{i-1,j-1} \iff a_{i,j} \oplus a_{1,j} \cdot a_{1,1},\]

where \(2 \leq i, j \leq n\), resulting from eliminate are uniform field elements. Therefore, the expected number of shiftup applications is at most \(\frac{1}{1-\alpha} - 1\) in each iteration and thus

\[n \left( 1 - \alpha \right)^{-1} - 1\]

in total. This leads to the following expected number of primitive operations executed by Algorithm 2:

**Theorem 1 (Expected Running Time)** Let \(A \in \mathbb{F}_{2^k}^{n \times n}\) be a matrix with uniformly random entries. Then the expected running time of Algorithm 2 on input \(A\) is \(\frac{n}{1-\alpha}\).

Note that for the special case \(k = 1\), we have an expected running time of \(2n\). For sufficiently large field extensions (i.e., for sufficiently large values of \(k\)), the required number of shiftup operations can be neglected and so only about \(n\) clock cycles are needed to execute the algorithm. For instance, for random coefficient matrices over \(\mathbb{F}_{2^k}\) of dimension 12 \(\times\) 12 only about 12.05 \(\approx n\) clock cycles are required.
3.2 The Proposed Hardware Architecture

The basic structure of the GSMITH architecture is a rectangular array of $n \times (n + 1)$ cells as shown in Figure 1. In the following we describe these building blocks. The architecture consists of four different types of cells which realize the three basic operations involved in Algorithm 2. The cell in the upper left corner of the array is called the pivot cell, the cells in the first row and the first column other than the pivot cell are called the pivot row and pivot column cells, respectively. The remaining cells are called basic cells.

We start by describing the basic cells being the most complex. Figure 2 shows the design and interconnections of this cell type. Each cell has local connections to four of its neighbors and some global connections. Considering Figure 2, we additionally distinguish between data connections (depicted by thick lines), which are $k$-bit buses for exchanging elements from $F_{2^k}$ between the cells, and 1-bit control signal connections (depicted by thin lines).

Let us first consider the local connections: A cell has a data and a control connection (out1 and lock_lower_row_out) to its upper neighbor, a data and a control connection (in1 and lock_lower_row_in) to its lower neighbor, and only data connections (out2 and in2) to its upper left and lower right neighbor in the array. Note that a cell receives inputs only from its lower direct neighbors and sends data only to its upper direct neighbors. The array is wrapped around in the sense that the lower right neighbors of cells in the bottom row are the corresponding pivot row cells (cf. Figure 1). Furthermore, a cell is also connected to a global network providing a control signal (pivot_found) from the pivot cell, a data signal (row_data $= a_{i,1}$) from the first cell of the respective row (a pivot column cell) and a data signal (col_data $= a_{1,j}$) from the first cell of the respective column (a pivot row cell) the considered cell belongs to. Note that the used-flags for the corresponding row and the row below are provided by the signals lock_row and lock_lower_row_in, respectively. Additionally, every cell is connected to the global clock.
Each basic cell stores one element $a_{i,j} \in \mathbb{F}_{2^k}$ of the matrix in its $k$-bit register and contains one adder and one multiplier to implement the eliminate operation. Moreover, it also contains some multiplexers controlled by the signals $\text{piv}\_\text{found}$, $\text{lock}\_\text{row}$, and $\text{lock}\_\text{lower}\_\text{row}\_\text{in}$. By means of these multiplexers, we decide which data is input to the register depending on the operation that is currently executed. The register content is kept if the current pivot element is zero ($\text{piv}\_\text{found} = 0$) and the current row is locked ($\text{lock}\_\text{row} = 1$). Otherwise, new data is stored. Assuming a non-zero pivot has been found, $\text{in2}$ is input to the register. If $\text{piv}\_\text{found}$ is zero, $\text{in1}$ or $\text{col}\_\text{data}$ is stored depending on whether the lower row is locked ($\text{lock}\_\text{lower}\_\text{row}\_\text{in} = 1$).

Let us briefly consider the design of the other cell types in comparison to the basic cell. In the pivot cell, shown in Figure 3, we do not need any multiplier or adder but an inverter combined with a zero-tester. On the one hand, this component checks whether the current content of the register is the zero element and sets the global control signal $\text{piv}\_\text{found}$ to zero in this case. On the other hand, if the register content is not equal to zero, the second output $\text{row}\_\text{data}$ of the component equals the inverse of this element which is needed to perform the normalize operation (cf. Section 3.1). The pivot cell does not need an $\text{out1}$ nor an $\text{out2}$ data connection, since these signals can be determined from the operation that is currently executed (which is indicated by the global signal $\text{piv}\_\text{found}$).

Figure 4 graphically presents the structure of a pivot row cell. In comparison to the basic cell type, these cells are equipped with a multiplier but no adder. Their $\text{row}\_\text{data}$ bus is connected to the output of the inverter of the pivot cell. The data received via this bus is input to the multiplier of a pivot row cell. The second input of the multiplier is the current content of the register. The output of the multiplier is connected to all basic cells of the respective column and provides the data signal $\text{col}\_\text{data}$. This output is also the $\text{out2}$ signal of a pivot row cell.

A pivot column cell, depicted in Figure 5, contains neither an adder nor a multiplier. Its register is connected to all basic cells of the respective row thereby providing the data signal $\text{row}\_\text{data}$ required to execute the eliminate operation. Note that no $\text{out2}$ data connection is required for these cells since this signal would always be equal to zero if processed by other cells. Furthermore, the $\text{col}\_\text{data}$ signal input to these cells is always set to zero.

Finally, it is worth mentioning that for the special case $\mathbb{F}_2$ we obtain a significantly less complex hardware architecture: Since normalize does not need to be implemented for this case no inverter is needed. Furthermore, multipliers and adders boil down to simple AND and XOR gates, respectively. However, the probability of an element being 0 is much higher then, which leads to a slightly higher
running time, since on average more shiftup operations have to be performed till the next nonzero element is found.

Realizing the shiftup operation. If the current content of the pivot cell is equal to zero, the architecture performs a simple cyclic shift-up operation: all cells with the used-flag set to 0 (lock_row = 0) simply shift their values, being the content of their register, one row up. Values in the upmost row will be shifted to the lowest unused row, resulting in a cyclic shift of all unused rows. The registers of all cells with the used-flag set to 1 (lock_row = 1) are not affected by the shift and stay constant. For realizing the cyclic shift from the first row to the last unused row we make use of the col_data, lock_row, and lock_lower_row_in signals. More precisely, if for a cell holds that the lock_row signal is 0 and the lock_lower_row_in signal equals 1 then the value of col_data is stored to the register.

In the very beginning, values have to be loaded into the design. We can re-use the shiftup operation to fill the architecture row-wise: Since a reset of the design sets the content of all cells to 0, a shift-up is applied n times until the matrix is completely loaded, where the matrix is fed row-wise into the last row of cells.

Realizing the normalize and eliminate operations. The operations normalize and eliminate are invoked when the pivot element is not equal to zero (piv_found = 1). The normalize operation is realized by the pivot cell and pivot row cells whereas the eliminate operation is essentially performed by the basic cells. In the case that the pivot element is non-zero, the pivot cell computes the inverse of this value which is then multiplied by the pivot row cells with the content of their registers. This product is provided to the basic cells in each column by the corresponding pivot row cell using the col_data bus. A basic cell multiplies this data with the register content of the respective pivot column cell provided by the row_data bus, adds the result to the content of its own register and sends the sum to its upper left neighbor (out2). Also the output of the multiplier of a pivot row cell is provided to the upper left neighbor with respect to the wraparound. In the same clock cycle, each cell writes the data received from the in2 bus into its register.

End of computation. When all rows have actively been used for pivoting, the used-flag reaches the topmost row and the architecture stops computing. In our design, this signal is used for indicating the end of computation. The solution of the SLE can simply be extracted by reading out the registers of the first column (using the row_data-signals which are wired out explicitly). Depending on the outer control logic, the topmost used-flag can be used to indicate the finished state and eventually stop the computation until the result has been read.
3.2.1 Column-Wise Pipelining

In order to improve the performance when solving many SLEs in succession using the GSMITH architecture, one can exploit the fact that once a column has undergone elimination it does not have to be kept inside the architecture anymore. So instead of keeping these columns, after each elimination we can load one column of a new matrix into the rightmost column of cells. Using this approach, solving the current matrix and loading a new matrix can be done in parallel. However, there are some technical difficulties one has to cope with: it has to be ensured that neither row permutations nor eliminate operations can corrupt the columns of the new matrix while processing the old one. This can be achieved with a flag similar to the already implemented used-flag protecting the rightmost columns. Moreover, when loading the columns of the new matrix one needs to take care of the fact that these columns are shifted diagonally through the architecture. Hence, the first matrix column experiences $n$ cyclic shifts until it reaches the first column of cells, the second matrix column undergoes $n-1$ shifts and so on. So column elements need to be reordered correspondingly before loading, in order to avoid a permutation.

3.2.2 Handling Not Uniquely Solvable SLEs

For the sake of simplicity, we always assumed uniquely solvable SLEs until now. However, in some applications the solvability of an SLE might not be known prior to the computation. The design can easily be extended to also detect and handle not uniquely solvable SLEs: In this case, we will run into an infinite loop of shiftup operations at some point of the computation. To detect such a loop and avoid a deadlock, we have to initialize a counter after every elimination step to limit the number of the subsequent shiftup operations. This number must be less than the number of rows minus the number of locked rows.

4 Systolic SLE Solvers for $\mathbb{F}_{2^k}$

In this section we show that SLE-solving over $\mathbb{F}_{2^k}$ can be efficiently realized using systolic array processors in hardware. Our first approach is based on the work by Wang and Ling [25] presenting an SLE solver for the special case of $\mathbb{F}_2$. We extend this architecture by introducing three different triangular-shaped systolic architectures implementing Gauss-Jordan elimination over $\mathbb{F}_{2^k}$. Our second approach allows for a further reduction of the number of array processors, resulting in a linear array solver design. These one-dimensional SLE solvers trade a significant area reduction for a reduced throughput and are especially suitable when cheap memory is available.
4.1 Two-Dimensional SLE Solver Architectures over $\mathbb{F}_{2^k}$

Extending the approach by Wang and Ling [25] to Gauss-Jordan elimination over $\mathbb{F}_{2^k}$, we introduce three new triangular-shaped systolic architectures. These are referred to as triangular systolic network (TSN), triangular systolic lines (TSL), and triangular systolic array (TSA), respectively. A brief description of the triangular systolic architectures presented in the following has been published in [6] where they are used as a building block for a multivariate signature generation core.

Systolic arrays feature a critical path that is independent of the size of the array. The price paid is a large initial delay. Yet, due to the structure of the systolic architectures, a new SLE can already be passed into the array while it is still processing the previous one. A full solution of an $n \times n$ SLE is generated after $4n$ cycles and every $n$ cycles thereafter. The solution is computed in a serial fashion.

Systolic networks allow signals to propagate through the whole architecture in a single clock cycle. This allows the initial latency to be reduced to $2n$ clock cycles for the first result. Of course the critical path now depends on the size of the whole array, slowing the design down for huge systems of equations. Systolic arrays can be derived from systolic networks by putting delay elements (registers) into the signal paths between the cells. Systolic lines show one form of tradeoff between the first two approaches and have an initial delay of $3n$ clock cycles.

We first introduce the systolic network as a basic architecture. The two-dimensional systolic array and systolic lines architectures can be explained as variants of the network architecture.

4.1.1 Triangular Systolic Network

The triangular systolic network (TSN) architecture, depicted in Figure 6, is a mesh of simple processors connected in a triangular structure. The cells on the main diagonal are called pivot cells and the remaining cells are called basic cells. For solving an $n \times n$ SLE, we employ an architecture consisting of $n$ pivot cells and $n(n + 1)/2$ basic cells.

Unlike GSMITH, the systolic designs start processing the input SLE as it is clocked into the design. Each line of the design performs one iteration step of Gaussian elimination during every clock cycle. We first explain the design of the two different cell types before giving details on how the cells interact to solve the SLE.

The design of a pivot cell is shown in Figure 7. The most complex component of this cell is an $\mathbb{F}_{2^k}$-inverter combined with a zero-tester, which is needed for performing normalization. Furthermore, the cell
contains a single 1-bit register to store whether a non-zero pivot element has been found. Initially, the register is set to zero. If the input $E_{in}$, which is an element of $F_{2^k}$, is zero and the signal $T_{out}$ is also zero, the output $E_{out}$ is equal to 1. The inverter component is designed to output a 1 when receiving the zero element as input. If $E_{in}$ is not equal to zero and $T_{out}$ is zero, the output $E_{out}$ is the $F_{2^k}$-inverse of $E_{in}$.

In the case that $T_{out}$ is equal to 1, the data $E_{in}$ is simply passed unchanged to $E_{out}$. This is required for computing multiples of the normalized pivot row in the course of an elimination operation. The signal $C_{rin}$ is used to control the mode of operation of the row of cells the corresponding pivot cell belongs to. We have two such modes, namely the initialization and backward-substitution mode ($C_{rin} = 0$) and the elimination mode ($C_{rin} = 1$). In initialization mode, data of a new SLE is loaded into the line of cells and old data, stored in the registers of the cells, is passed to the next line of cells for backward-substitution. The elimination mode is turned on until all rows of the new SLE passed the respective line of cells. Switching back to initialization mode allows for restarting the data loading process while the result for the previous data is still being produced.

A basic cell, shown in Figure 8, comprises a $k$-bit register, an $F_{2^k}$-multiplier, and an $F_{2^k}$-adder. Furthermore, the cell contains a few multiplexers. If no pivot element has been found yet ($T_{in} = 0$), the entering data $D_{in}$ is multiplied with $E_{in}$ and stored in the register of the cell. Thus, in the case of the currently processed pivot element being non-zero, normalization is applied and the register content equals the inverse of the pivot multiplied by $D_{in}$. If the pivot is zero, the output of the multiplication is equal to the element $D_{in}$ (since $E_{in}$ has been set to 1 by the pivot cell) which is simply stored and passed to the next row in the next clock cycle. Note that in both cases, the old content of the register is passed as $D_{out}$ to the next row of cells. If a pivot element has been found before ($T_{in} = 1$), elimination is performed, i.e., we compute

$$D_{out} = D_{in} + E_{in}r,$$

where $r$ denotes the current content of the register. The result is passed as $D_{out}$ to the upper row in the

Figure 6: Structure and signal flow of a triangular systolic network architecture.
same clock cycle.

Every clock cycle one equation of the SLE is fed into the architecture, in a row-wise fashion. The $k$th line of cells (counted from the bottom) executes the $k$th iteration of the Gauss-Jordan algorithm. However, the iterations are not performed sequentially by the architecture, i.e., every line, once filled, performs one step of one elimination round during each clock cycle in parallel.

Let us assume a new matrix row $\vec{a}_1$ is fed into a systolic network in initialization mode. It is then normalized and stored in the first line of the array if the pivot is not zero. Else it will be stored, but the line remains uninitialized and the matrix row will just be passed on, as the first element is considered eliminated. After that, a new row $\vec{a}_2$ enters the network. If the first line of cells was initialized, the first element of $\vec{a}_2$ is eliminated and the (modified) row is passed on to the second line. Else, $\vec{a}_2$ will be processed in the same manner as the first matrix row was processed before. Now this procedure is repeated for every entering row, one element being eliminated at each line until it hits an uninitialized line where it will be stored.

Once all equations have been loaded and the whole network is filled, one line after the next is forced into backward-substitution mode ($\text{Cr}_{in} = 0$) again, beginning with the first line. In this way the matrix row stored in this line is being eliminated at each of the following lines until finally the first result $x_1$ is produced as output of the main cell of the upmost line of the network. The first component $x_1$ of the solution vector is ready after $n+1$ clock cycles. By producing a new component in each cycle, the complete
vector is ready after $2n$ cycles. The runtime of this architecture is independent of the distribution of the matrix entries, i.e., fixed for all matrices. Since backward-substitution mode and initialization mode are the same, SLEs can be loaded in a serial fashion, loading the first equation of a new SLE directly after loading the last of the previous SLE.

Note that the architecture just described allows signals to propagate through the whole network in a single clock cycle. Hence the critical path certainly depends on the problem size $n$ slowing the design down for large systems of equations.

4.1.2 Triangular Systolic Array

To make the critical path independent of the problem size, we can interpose a one-cycle delay element in each path between two cells to buffer intermediate results. Such a delay element can be a $k$-bit or a 1-bit register depending on whether the considered path is a data or control signal bus. Clearly, this modification increases the area consumption compared to the original design. Furthermore, to make the architecture work correctly also the input data needs to be appropriately rearranged. More precisely, the feeding of the SLE matrix $A$ into the array must be delayed column-wise. Only $a_{1,1}$ enters the systolic array at the first clock cycle, then $a_{2,1}$ enters the first and $a_{1,2}$ enters the second cell, and so on. We will refer to a matrix in this form as skewed from now on. In this way, the last piece of data entering the architecture is the element $b_n$ at the $2n$th cycle. Backward-substitution starts for each column once the last element has entered. The control signal $C_{r_n}$ must be delayed for two clock cycles between two lines. The first component of the solution vector appears in the $(3n + 1)$th and the last component in the $4n$th cycle. Hence, the initial runtime in terms of clock cycles has been doubled compared to the original architecture. However, note that assuming new SLEs can be fed in continuously as before, a new solution vector is generated every $n$ cycles. We call this fully pipelined variant a triangular systolic array (TSA) SLE solver.

4.1.3 Triangular Systolic Lines

It is also possible to strike a balance between these two extreme approaches. In order to reduce latency it is almost as helpful to insert only delay elements into vertical paths. Since no delay elements are present within horizontal paths, the input data does not need to be skewed. Hence, as in the original design, a complete row can enter the architecture every clock cycle. Thus, the last matrix row is the input of the $n$th cycle and the backward-substitution phase starts one cycle later. This approach results in the first component of the solution vector appearing in the $(3n + 1)$th and the last component in the $4n$th cycle. Hence, the initial runtime in terms of clock cycles has been doubled compared to the original architecture. Note that assuming new SLEs can be fed in continuously as before, a new solution vector is generated every $n$ cycles. We call this fully pipelined variant a triangular systolic lines (TSL) SLE solver.

Please note that systolic lines are a special pipelining strategy that only works in cases where the design is two-dimensional (or more). It is not straightforwardly applicable to one-dimensional systolic arrays. Registers could, for example be put only after every $i$th row and every $j$th column. The size of blocks of cells that are connected without delay buffers can then be chosen in a way to achieve a critical path length as close to a desired clock frequency as possible, while slightly lowering resource consumption and initial delay time.

4.2 One-Dimensional SLE Solver Architectures for $F_{2^k}$

Although the architectures of Section 4.1 pose different tradeoffs between area and latency, the number of cells remains the same in all cases. A different way to trade size for speed is achieved by reducing the number of processing elements in the design.

We can achieve this by taking only the first line of the triangular systolic array or systolic line approach (the systolic network does not apply in this case). The arithmetic processing line consists of one pivot cell and $n$ main cells. While the triangular approaches have $n$ lines that, in the optimal case, are all processing one elimination of the Gauss-Jordan algorithm in parallel, the new design has only one line, and only one elimination can be performed per clock cycle. Hence the execution time is increased by a factor of $n$. Furthermore we need an array of shift registers to store intermediate results. For the one-dimensional SLE solver we propose two different architectures, the linear systolic array (LSA) approach and the linear systolic line (LSL) approach. For the systolic array solver, the SLE must be fed into the engine in skewed form. But contrary to the two-dimensional TSA, the LSA does not feature a higher delay than the LSL.
Figure 9: Structure and signal flow of a linear systolic line architecture.

The effective operation time of both architectures is always \( n^2 \). Contrary to the triangular architectures, the linear engines do not, however, benefit from an SLE pipelining.

We now describe the functionality of the linear systolic line SLE solver in more detail. The systolic array architecture is again explained as a variation of the former.

4.2.1 Linear Systolic Line

The linear systolic line SLE solver is depicted in Figure 9. The arithmetic part consists of one pivot cell and \( n \) main cells, just as the initial line of the triangular SLE solver. The data is clocked into the LSL in the same manner as for the TSL solver in Section 4.1, that is, a full equation at each cycle. The output \( D_{\text{out}} \) of each main cell is stored in a shift register with \( n - 1 \) consecutive stages. The output of the shift registers is connected to the input of the arithmetic cells via a multiplexer. Note that the output of the shift register of column \( i \) is fed into the input of column \( i - 1 \). The last main cell \( n \) does not need a multiplexer, because it does not get a feedback from a shift register.

Let us assume that a matrix row \( \vec{a}_1 \) is given such that the first component of this vector is not equal to zero. Then this row is normalized and stored in the registers of the main cells. The following matrix rows are processed (elimination of the first column) and subsequently pushed into the \( n \) shift registers. After \( n \) clock cycles, the first column has been eliminated and all equations are stored in the shift registers and the main cells, respectively. Now the multiplexers are set to feedback mode and the control signal \( C_{\text{rin}} \) of the pivot cell is forced to zero again. Every \( n \) clock cycles, the control signal \( C_{\text{rin}} \) of the processing line has to be reset by the control logic, so the current register contents \( r \) are pushed into the shift registers and the next row is fed in for pivoting and normalization. Now again, all rows are reduced by eliminating the next column vector, including the row that has been used for elimination before. Hence, after \( n \) repetitions the whole matrix has been converted into a diagonal matrix and the solution vector \( x \) is generated as the output of the first main cell. The first component of this vector is generated after \( n^2 - n + 1 \) clock cycles, and the full vector is ready after \( n^2 \) clock cycles. Please note that every \( n \) clock cycles, one column becomes obsolete, leaving another shift register empty. We call this variant a linear systolic line (LSL) SLE solver.

Although one shift register is freed every \( n \) clock cycles, we cannot make use of pipelining as in Section 4.1. This is easily understandable, as the pivot cell is used in every single clock cycle.

4.2.2 Linear Systolic Array

As before, we can construct a systolic array variant of a systolic line solution by buffering all horizontal signals. The SLE equations have to be fed into the architecture in skewed form again. Because of the skewing, the depth of the shift registers can be decreased by one, resulting in a depth of only \( (n - 2) \).
Although it takes \(2n\) clock cycles until the whole SLE is loaded into the solver, the solver finishes after \(n^2 + 1\) clock cycles, due to the reduced length of the shift register. By reducing the depth of the shift registers we counter the effect of skewing that usually implies that column \(i\) is ahead one time step of column \(i + 1\). The one additional clock cycle delay in the total computation time of the SLE is due to the pipelining between the boundary cell and the first main cell, which computes the outputs \(x_i\). We call this variant a linear systolic array (LSA) SLE solver.

### 4.3 Handling Not Uniquely Solvable SLEs

The SLEs considered in various application scenarios are not always uniquely solvable. Fortunately, the detection of unsolvable SLEs is simple for all described architectures. For the triangular designs, the detection is performed by checking the state of the pivot cells after \(3n\) clock cycles, for a systolic array, \(2n\) clock cycles for a systolic lines architecture, and \(n\) clock cycles for a systolic network, respectively. If any of the 1-bit registers contained in these pivot cells has not been set to 1, the system is not uniquely solvable. For the linear SLE solvers, the 1-bit register of the pivot cell must be checked every \(n\) clock cycles, just before they are reset to 0 for loading a new row \(\vec{a}_i\) for elimination. If the register contains a zero at any of the \(n\) time instances it is checked, the SLE is not uniquely solvable.

## 5 Performance

This section provides implementation results for the previously presented architectures such as running time and area consumption on a low-cost FPGA, the Xilinx Spartan-3 XC3S1500 (13,312 Slices, 26,624 4-bit-LUTs/FFs, 300 MHz), as well as a high-performance FPGA, the Xilinx Virtex-5 XC5VLX50 (7,200 Slices, 28,800 6-bit-LUTs/FFs, 550 MHz). We consider these measures for SLEs over \(\mathbb{F}_2\) and \(\mathbb{F}_{2^k}\), which are of great importance for cryptographic applications [5, 6, 17]. The architectures have been implemented in VHDL and are kept generic to allow for easy modification of the SLE dimension. For synthesis, map, and place and route, Xilinx ISE 9.2 was used. Note that we did not optimize the code for a certain FPGA. Thus, FPGA-specific optimizations might lead to improved area usage or speed.

When considering the following implementation figures one should keep in mind that in order to fully exploit the performance of the presented architectures, the speed of data in- and output is crucial. Hence, interfaces for loading LSEs into the solvers need to be capable of running at high-speed (e.g., by using PCI-express or proprietary systems such as those on a Cray-XD1). Alternatively, an integrated pre- and post-processing may be required in order to prevent solvers from running idle. For instance, this is the reason why the generation of SLEs as well as the verification of the solutions is performed on-chip in the case of the GSMITH-based A5/2 attack engine presented in [5].

### 5.1 Theoretical Performance

Table 1 shows rough estimates of the theoretical time and area complexities of the various architectures we introduced throughout the paper. Execution time and area complexity are given as a function of SLE size \(n\) and field size \(k\). We decided to separate the area complexity of logic cells and memory, since memory can in some cases be realized very efficiently, while logic blocks like inverters can not. While the choice of the field does not have any impact on the structure of the SLE solver architecture, it does impact the throughput and size of the components, namely of the basic and the pivot cells. We estimate the area complexity of \(O(1)\)-time adders and multipliers for \(\mathbb{F}_{2^k}\) by \(k\) and \(k^2\) [20], respectively. Unfortunately, general estimates for bit-parallel constant-time inverters over \(\mathbb{F}_{2^k}\) do not seem to be available in the literature. For this reason, we restrict our estimates to the cryptographically interesting case \(k = (2^4)^4\), which has been extensively studied in [20]. Based on the results in [20], the area complexity of such inverters is approximated by \(k^3\). Clearly, the size of a \(k\)-bit register can be estimated by \(k\).

The GSMITH architecture for SLEs over \(\mathbb{F}_{2^k}\) of dimension \(n \times n\) is basically comprised of the following building blocks: \(n(n + 1)\) \(k\)-bit registers, a single \(\mathbb{F}_{2^k}\)-inverter for computing \(a_1^{-1}\), \(n\ \mathbb{F}_{2^k}\)-multipliers for normalizing the first row, and \(n(n - 1)\ \mathbb{F}_{2^k}\)-multiplicators and adders for the elimination step. Hence, for sufficiently large values of \(n\), the overall hardware complexity is dominated by the flip-flops and multipliers. The expected number of clock cycles needed by GSMITH for processing SLEs over \(\mathbb{F}_{2^k}\) of this dimension (assuming uniformly distributed coefficients) is \(n \frac{n}{2^{2\pi}}\) in the pipelined and \(n + \frac{n}{2^{2\pi}}\)
in the non-pipelined case. This boils down to $2n$ and $3n$, respectively, over $\mathbb{F}_2$ as well as $n$ and $2n$, respectively, for sufficiently large $k$ (e.g., $k \geq 8$).

All triangular systolic architectures we have seen, essentially consist of the following building blocks: $n \mathbb{F}_{2^n}$-inverters and 1-bit-registers located in the pivot cells as well as $\frac{n(n+1)}{2}$-bit registers, $\mathbb{F}_{2^n}$-multipliers, and adders contained in the basic cells. For the TSL, we require an additional amount of $\frac{n(n+1)}{2}$-bit registers realizing the delay in vertical direction. The TSA again induces an overhead of $3n$-bit and 1-bit registers in comparison to the TSL. For TSA, TSL, and TSN we have a time complexity of $4n$, $3n$, and $2n$ clock cycles, respectively, in the non-pipelined case and $n$ clock cycles in the other case.

Compared to the triangular architectures, the number of processing cells is reduced from $n$ pivot cells and $n(n+1)/2$ basic cells to 1 pivot cell and $n$ basic cells for the linear systolic solvers. This translates to 1 $\mathbb{F}_{2^n}$-inverter and $n$-bit registers, $\mathbb{F}_{2^n}$-multipliers, and adders. Furthermore, $n$ multiplexers and $n$ shift registers are needed. Simple shift registers are very cheap on FPGAs. In comparison to the LSL, the LSA additionally induces an overhead of $n$-bit and 1-bit registers for signal buffering, but the shift registers need one stage less. LSA and LSN both have the same time complexity of $n^2$. Unlike the triangular designs, they do not profit from pipelining. Note that the architecture is less time-area optimal (by a factor of $2n/(n+1)$) than the two-dimensional approach. However, in cases where the SLE solver engines are not in continuous use [6], the linear systolic architectures provide low-footprint alternatives to the triangular ones.

Finally, it should be noted that in the special case $\mathbb{F}_2$ no inverters are needed and multipliers reduce to simple AND gates. Hence, in this case the area required by all designs is dominated by registers and multiplexers.

### 5.2 Implementation Results for $\mathbb{F}_2$

Tables 2 and 3 present our FPGA implementation figures for the case $\mathbb{F}_2$. They show the number of slices, lookup-tables (LUTs), and flip-flops (FFs) occupied by the designs as well as the number of gate equivalents (GEs) estimated by the tool. The maximal frequency at which an architecture can be operated is given along with its runtime for solving $n \times n$ SLEs provided that input can (RT$_{pipe}$) or cannot (RT) be provided in a pipelined fashion. To allow easy comparison of the designs, the last column of the table contains the time-area product (TA) for the pipelined case defined by

$$RT_{\text{pipe}} \cdot \text{Slices}. \quad (1)$$

We now consider some characteristics of the various architectures starting with GSMITH. As one can see from the tables, the number of slices occupied by GSMITH is equal to about $1.5 \cdot n^2$ on the Spartan-3 and $0.55 \cdot n^2$ on the Virtex-5 device. In this way, a Spartan-3 can host a GSMITH architecture up to a dimension of about $93 \times 93$ cells whereas the Virtex-5 can handle dimensions up to $114 \times 114$. Note that the operating frequency behaves more stable on the Virtex-5 than on the Spartan-3. For instance, for $n = 90$ we can operate GSMITH at 88% of the maximal frequency of the Virtex-5 whereas on the Spartan-3 only about 42% is reached.

To store the 720 bits of a 10x10 SLE over $\mathbb{F}_{2^n}$, we only need 80 LUTs on a Xilinx Spartan-3, because one LUT can store up to 16 consecutive shift bits.
Table 2: FPGA implementation results for $F_2$ on Xilinx Spartan-3 XC3S1500 (13,312 Slices, 26,624 4-bit-LUTs/FFs, 300 MHz)

<table>
<thead>
<tr>
<th>n</th>
<th>Slices</th>
<th>LUTs</th>
<th>FFs</th>
<th>GEs</th>
<th>Freq. [MHz]</th>
<th>RT [µs]</th>
<th>RTpipe [µs]</th>
<th>TA</th>
</tr>
</thead>
<tbody>
<tr>
<td>GSMITH</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>606</td>
<td>1,176</td>
<td>434</td>
<td>10,531</td>
<td>178</td>
<td>0.34</td>
<td>0.22</td>
<td>133</td>
</tr>
<tr>
<td>50</td>
<td>3,731</td>
<td>7,384</td>
<td>2,574</td>
<td>64,899</td>
<td>150</td>
<td>1.00</td>
<td>0.67</td>
<td>2,500</td>
</tr>
<tr>
<td>90</td>
<td>12,239</td>
<td>24,161</td>
<td>8,239</td>
<td>210,884</td>
<td>127</td>
<td>2.13</td>
<td>1.42</td>
<td>17,379</td>
</tr>
<tr>
<td>TSA</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>820</td>
<td>251</td>
<td>817</td>
<td>9,509</td>
<td>262</td>
<td>0.31</td>
<td>0.08</td>
<td>66</td>
</tr>
<tr>
<td>50</td>
<td>5,050</td>
<td>1,376</td>
<td>5,047</td>
<td>52,259</td>
<td>262</td>
<td>0.76</td>
<td>0.19</td>
<td>960</td>
</tr>
<tr>
<td>80</td>
<td>12,880</td>
<td>3,481</td>
<td>12,877</td>
<td>129,309</td>
<td>262</td>
<td>1.22</td>
<td>0.31</td>
<td>3,993</td>
</tr>
<tr>
<td>TSL</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>370</td>
<td>272</td>
<td>437</td>
<td>6,475</td>
<td>234</td>
<td>0.27</td>
<td>0.09</td>
<td>33</td>
</tr>
<tr>
<td>50</td>
<td>2,082</td>
<td>1,507</td>
<td>2,597</td>
<td>33,145</td>
<td>232</td>
<td>0.65</td>
<td>0.22</td>
<td>458</td>
</tr>
<tr>
<td>90</td>
<td>6,537</td>
<td>4,693</td>
<td>8,277</td>
<td>100,341</td>
<td>224</td>
<td>1.21</td>
<td>0.40</td>
<td>2,615</td>
</tr>
<tr>
<td>TSN</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>159</td>
<td>253</td>
<td>227</td>
<td>3,521</td>
<td>34</td>
<td>1.18</td>
<td>0.59</td>
<td>94</td>
</tr>
<tr>
<td>50</td>
<td>793</td>
<td>1,415</td>
<td>1,322</td>
<td>19,493</td>
<td>13</td>
<td>7.69</td>
<td>3.85</td>
<td>3,053</td>
</tr>
<tr>
<td>90</td>
<td>2,340</td>
<td>4,379</td>
<td>4,182</td>
<td>60,423</td>
<td>7</td>
<td>25.71</td>
<td>12.86</td>
<td>30,092</td>
</tr>
<tr>
<td>LSA</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>100</td>
<td>81</td>
<td>99</td>
<td>3,609</td>
<td>300</td>
<td>1.33</td>
<td>1.33</td>
<td>133</td>
</tr>
<tr>
<td>50</td>
<td>249</td>
<td>251</td>
<td>249</td>
<td>12,209</td>
<td>300</td>
<td>8.33</td>
<td>8.33</td>
<td>2,074</td>
</tr>
<tr>
<td>90</td>
<td>630</td>
<td>721</td>
<td>449</td>
<td>39,249</td>
<td>250</td>
<td>32.40</td>
<td>32.40</td>
<td>20,412</td>
</tr>
<tr>
<td>LSL</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>44</td>
<td>85</td>
<td>60</td>
<td>3,321</td>
<td>300</td>
<td>1.34</td>
<td>1.34</td>
<td>59</td>
</tr>
<tr>
<td>50</td>
<td>157</td>
<td>259</td>
<td>150</td>
<td>11,465</td>
<td>253</td>
<td>9.89</td>
<td>9.89</td>
<td>1,552</td>
</tr>
<tr>
<td>90</td>
<td>369</td>
<td>735</td>
<td>270</td>
<td>37,961</td>
<td>221</td>
<td>36.66</td>
<td>36.66</td>
<td>13,528</td>
</tr>
</tbody>
</table>

For the triangular systolic architectures we can make the following observations: Except for very small SLEs, the systolic network architecture is not competitive here with regard to speed. Furthermore, it is worth mentioning that on the high-performance Virtex-5 FPGA we can clock the TSA as well as the TSN architecture at the maximal frequency even for relatively large dimensions. On the Spartan-3, we have an average cell area of about 0.7, 1.7, and 3.7 slices for the TSN, TSL, and TSA architecture, respectively, leading to a maximal SLE dimension of about 193 × 193, 123 × 123 and 83 × 83. The Virtex-5 can handle maximal dimensions of about 168 × 168, 142 × 142, and 101 × 101 where a cell occupies about 0.5, 0.7, and 1.4 slices on average.

The linear systolic architectures can also be clocked at maximum frequency on the Virtex-5. For larger designs, the clock frequency degrades for the Spartan-3. Due to the usage of shift registers, the overall area consumption grows more than linearly in n, but significantly slower than quadratically.

Conventional FPGAs exhibit many features not usable for the designs presented in this paper. (One exception are the shift registers used by the LSA and LSL engines allowing for a significant area-reduction.) Furthermore, the FPGA's inherent overhead to maintain its programmability additionally prevents from optimal time-area efficient designs. Hence, in order to obtain high-performance SLE solvers, an ASIC realization should be considered which can be tweaked completely to fit the requirements.

5.3 Implementation Results for $F_{2^8}$

We implemented all architectures for solving SLEs over $F_{2^8}$ of different dimensions. Tables 4 and 5 present the results of these implementations in terms of area (Slices, FFs, LUTs), time (operating frequency, runtime in non-pipelined and pipelined mode), and time-area product (as defined by Equation (1)).

As one can see, on the Virtex-5 we can operate GSMITH at about 30% of the maximal frequency of the FPGA whereas on the Spartan-3 only a ratio of about 20% can be reached. Regarding area consumption, the Virtex-5 can host the GMSITH design up to an SLE dimension of 23 × 23 and the Spartan-3 can handle a maximal dimension of about 20 × 20. We have an average cell area of about 14 slices for the former and 32 slices for the latter FPGA. Note that in comparison to the $F_2$-case, the average cell area has been increased by a factor greater than 20.

As expected, the TSN exhibits very low clocking frequencies due to the long critical paths, even for the small 10 × 10 SLE. It should be considered a case study in this context. The operating frequencies of the TSA/LSA and TSL/LSL architectures reach approximately 41% and 24% of the top speed on the Spartan-3 and 60% and 38% for the Virtex-5. For the considered range of SLE dimensions the reached clock frequencies stay relatively constant. With regard to area consumption, the Spartan-3 can handle the TSA, TSL, and TSN designs up to a dimension of about 24 × 24, 25 × 25, and 26 × 26, respectively.
Table 3: FPGA implementation results for $F_2^k$ on Xilinx Virtex-5 XC5VLX50 (7,200 Slices, 28,800 6-bit-LUTs/FFs, 550 MHz)

<table>
<thead>
<tr>
<th>n</th>
<th>Slices</th>
<th>LUTs</th>
<th>FFs</th>
<th>GEs</th>
<th>Freq. [MHz]</th>
<th>RT [µs]</th>
<th>RTpipe [µs]</th>
<th>TA</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>237</td>
<td>755</td>
<td>429</td>
<td>8,717</td>
<td>550</td>
<td>0.11</td>
<td>0.07</td>
<td>17</td>
</tr>
<tr>
<td>50</td>
<td>1,413</td>
<td>4,867</td>
<td>2,557</td>
<td>54,525</td>
<td>539</td>
<td>0.28</td>
<td>0.19</td>
<td>268</td>
</tr>
<tr>
<td>90</td>
<td>4,504</td>
<td>16,035</td>
<td>8,198</td>
<td>177,829</td>
<td>487</td>
<td>0.55</td>
<td>0.37</td>
<td>1,666</td>
</tr>
<tr>
<td>110</td>
<td>6,263</td>
<td>23,995</td>
<td>12,218</td>
<td>265,709</td>
<td>591</td>
<td>0.84</td>
<td>0.56</td>
<td>3,507</td>
</tr>
</tbody>
</table>

Counting the delay elements as part of the systolic cells, we obtain an average cell area of approximately $38 \times 36$, respectively. In the case of the Virtex-5, we have maximal dimensions of about $25 \times 25$, $26 \times 26$, and $27 \times 27$ and an average area consumption per cell of about $20.4$, $18.2$, and $17.5$ for the TSA, TSL and TSN architectures. The best performance in terms of time (pipelined case) as well as time-area is achieved by the TSA, as expected. Of course, this comes at the price of a higher number of registers and slices.

For the linear systolic architectures, the LSA achieves the highest clock frequency and the best overall performance. The area consumption is very comparable in both cases. Hence, the only favorable point about the systolic lines approach in this case is that it takes full equations at a clock cycle, avoiding the skewing of matrices. The area consumption is almost linear in $n$, due to the efficient usage of memory and the much larger logic when compared to $F_2^k$.

6 Final Comparisons and Conclusions

Considering the presented designs we can make several general observations. The systolic approaches feature the advantage that their running times are independent of the characteristics of the coefficient matrix whereas for the GSMITH architecture only expected running times can be given. However, for matrices with uniformly distributed entries, frequently appearing in cryptographic applications, GSMITH (along with the TSN architecture) has the lowest asymptotic time complexity ($2n$) among all considered architectures when a continuous input stream cannot be provided. In contrast to that, the triangular and linear systolic arrays have the highest asymptotic running times in this case, but due to the fact that their critical path is independent of the problem size, they allow for higher frequencies compared to all other designs. This makes the design especially attractive for large values of $n$. The triangular systolic network has the lowest asymptotic time complexity of all systolic approaches, but at the expense of pretty low operating frequencies making the design unattractive already for small values of $n$. The linear systolic architectures exhibit the lowest area consumption, but at the cost of a quadratic execution time. They should be considered when area is of higher importance than throughput. Among the high performance engines, the triangular systolic architectures are still smaller than GSMITH. The triangular systolic network performs best in this respect, followed by the systolic lines and array architectures. Note that the GSMITH design and the slower linear systolic designs require only a single $F_2^k$-inverter (contained in the pivot cell) whereas the triangular systolic architectures comprise $n$ such inverters. This can become
Table 4: FPGA implementation results for $\mathbb{F}_{2^8}$ on Xilinx Spartan-3 XC3S1500 (13,312 Slices, 26,624 4-bit-LUTs/FFs, 300 MHz)

<table>
<thead>
<tr>
<th></th>
<th>$n$</th>
<th>Slices</th>
<th>LUTs</th>
<th>FFs</th>
<th>GEs</th>
<th>Freq [MHz]</th>
<th>RT [u$s$]</th>
<th>RT$_{pipe}$ [u$s$]</th>
<th>TA</th>
</tr>
</thead>
<tbody>
<tr>
<td>GSMITH</td>
<td>10</td>
<td>3,525</td>
<td>6,809</td>
<td>895</td>
<td>48,185</td>
<td>61</td>
<td>0.33</td>
<td>0.16</td>
<td>564</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>4,942</td>
<td>9,532</td>
<td>1,265</td>
<td>67,510</td>
<td>60</td>
<td>0.40</td>
<td>0.20</td>
<td>988</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>13,310</td>
<td>24,821</td>
<td>3,386</td>
<td>176,017</td>
<td>55</td>
<td>0.73</td>
<td>0.36</td>
<td>4,792</td>
</tr>
<tr>
<td>TSA</td>
<td>10</td>
<td>2,431</td>
<td>4,262</td>
<td>1,386</td>
<td>37,624</td>
<td>125</td>
<td>0.32</td>
<td>0.08</td>
<td>193</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>3,386</td>
<td>5,908</td>
<td>1,965</td>
<td>52,347</td>
<td>125</td>
<td>0.38</td>
<td>0.10</td>
<td>338</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>8,903</td>
<td>15,132</td>
<td>5,281</td>
<td>135,199</td>
<td>125</td>
<td>0.64</td>
<td>0.16</td>
<td>1,424</td>
</tr>
<tr>
<td>TSL</td>
<td>10</td>
<td>2,296</td>
<td>4,405</td>
<td>904</td>
<td>34,986</td>
<td>69</td>
<td>0.43</td>
<td>0.14</td>
<td>521</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>3,205</td>
<td>6,171</td>
<td>1,279</td>
<td>49,034</td>
<td>69</td>
<td>0.52</td>
<td>0.17</td>
<td>545</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>8,454</td>
<td>16,151</td>
<td>3,433</td>
<td>128,528</td>
<td>68</td>
<td>0.88</td>
<td>0.29</td>
<td>2,452</td>
</tr>
<tr>
<td>TSN</td>
<td>10</td>
<td>2,251</td>
<td>4,379</td>
<td>461</td>
<td>30,272</td>
<td>8</td>
<td>2.50</td>
<td>1.25</td>
<td>2,814</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>3,110</td>
<td>6,071</td>
<td>653</td>
<td>42,013</td>
<td>7</td>
<td>3.43</td>
<td>1.71</td>
<td>5,318</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>7,384</td>
<td>14,390</td>
<td>1,723</td>
<td>100,604</td>
<td>4</td>
<td>10.00</td>
<td>5.00</td>
<td>36,920</td>
</tr>
<tr>
<td>LSA</td>
<td>10</td>
<td>502</td>
<td>889</td>
<td>299</td>
<td>12,441</td>
<td>126</td>
<td>0.80</td>
<td>0.80</td>
<td>402</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>584</td>
<td>1,054</td>
<td>358</td>
<td>14,840</td>
<td>125</td>
<td>1.15</td>
<td>1.15</td>
<td>672</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>1,050</td>
<td>1,870</td>
<td>598</td>
<td>34,696</td>
<td>125</td>
<td>3.20</td>
<td>3.20</td>
<td>3,360</td>
</tr>
<tr>
<td>LSL</td>
<td>10</td>
<td>538</td>
<td>984</td>
<td>241</td>
<td>13,180</td>
<td>73</td>
<td>1.36</td>
<td>1.36</td>
<td>732</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>684</td>
<td>1,260</td>
<td>290</td>
<td>15,721</td>
<td>73</td>
<td>1.97</td>
<td>1.97</td>
<td>1,347</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>1,082</td>
<td>2,092</td>
<td>482</td>
<td>35,289</td>
<td>70</td>
<td>5.71</td>
<td>5.71</td>
<td>6,178</td>
</tr>
</tbody>
</table>

an advantage when considering SLEs over large extension fields where inverters are very expensive in terms of area and latency. However, which architecture eventually provides the best performance highly depends on the concrete application scenario and implementation platform.

With regard to our concrete implementation results, we can draw the following conclusions: For SLEs of the considered sizes ($10 \leq n \leq 20$) over $\mathbb{F}_{2^8}$, the triangular systolic array exhibits the lowest absolute running time of all architectures. In general, the TSA shows the best tradeoff between area and execution time. The linear systolic arrays are advantageous only if area is constrained and a continuous input of equations cannot be guaranteed. For the chosen parameters, the area consumption is still dominated by the logic, resulting in an almost linear area consumption on FPGAs. Consequently, linear systolic designs are a good choice if the SLEs become large. With regard to the product of occupied area, the running time in the non-pipelined mode as well as the running time in the pipelined mode, the TSA seems to be the SLE solver of choice for the considered values of $n$.

For SLEs of the considered dimensions over $\mathbb{F}_2$, the TSL architecture has the best time performance when input is provided in a non-pipelined fashion. However, for bigger values of $n$, the triangular systolic array will eventually perform better in that respect, due to the persistency of the operating frequency. The TSA architecture also exhibits the best running time in the pipelined-mode but already for values of $n$ in the considered range. Interestingly, over $\mathbb{F}_2$ the GSMITH design exhibits a slightly lower area consumption than a TSA, and the TSL architecture is significantly smaller than both. Like before, the linear systolic designs are a good choice only for large SLEs or if area is constrained. The resource consumption shows a stronger increase for growing $n$ than in the case of $\mathbb{F}_{2^8}$, since the memory contributes stronger to the overall resource consumption. When weighting area consumption and both types of running times equally the TSL approach seems to be best suited for $20 \leq n \leq 90$.

Due to their high flexibility, the systolic architectures can be adjusted to meet the performance criteria of different applications in an optimal way. Consequently, they outperform the GSMITH architecture in most application scenarios. The variety of the presented engines along with their evaluation should help implementers to choose and adapt the right engine for their designs.
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Table 5: FPGA implementation results for $F_{2^8}$ on Xilinx Virtex-5 XC5VLX50 (7,200 Slices, 28,800 6-bit-LUTs/FFs, 550 MHz)

<table>
<thead>
<tr>
<th></th>
<th>n</th>
<th>Slices</th>
<th>LUTs</th>
<th>FFs</th>
<th>GEs</th>
<th>Freq. [MHz]</th>
<th>RT [µs]</th>
<th>RTpipe [µs]</th>
<th>TA</th>
</tr>
</thead>
<tbody>
<tr>
<td>GSMITH</td>
<td>10</td>
<td>1,562</td>
<td>4,301</td>
<td>895</td>
<td>37,267</td>
<td>164</td>
<td>0.12</td>
<td>0.06</td>
<td>94</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>2,238</td>
<td>6,269</td>
<td>1,265</td>
<td>54,003</td>
<td>164</td>
<td>0.15</td>
<td>0.07</td>
<td>157</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>5,748</td>
<td>17,134</td>
<td>3,386</td>
<td>147,026</td>
<td>164</td>
<td>0.24</td>
<td>0.12</td>
<td>690</td>
</tr>
<tr>
<td>TSA</td>
<td>10</td>
<td>1,356</td>
<td>3,705</td>
<td>1,395</td>
<td>38,305</td>
<td>333</td>
<td>0.12</td>
<td>0.03</td>
<td>41</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>1,832</td>
<td>5,154</td>
<td>1,974</td>
<td>53,322</td>
<td>333</td>
<td>0.14</td>
<td>0.03</td>
<td>55</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>4,957</td>
<td>13,268</td>
<td>5,290</td>
<td>137,616</td>
<td>333</td>
<td>0.24</td>
<td>0.06</td>
<td>148</td>
</tr>
<tr>
<td>TSL</td>
<td>10</td>
<td>1,249</td>
<td>3,782</td>
<td>900</td>
<td>34,884</td>
<td>208</td>
<td>0.14</td>
<td>0.05</td>
<td>62</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>1,641</td>
<td>5,175</td>
<td>1,272</td>
<td>47,853</td>
<td>208</td>
<td>0.17</td>
<td>0.06</td>
<td>98</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>4,165</td>
<td>13,872</td>
<td>3,400</td>
<td>126,724</td>
<td>209</td>
<td>0.29</td>
<td>0.10</td>
<td>417</td>
</tr>
<tr>
<td>TSN</td>
<td>10</td>
<td>1,157</td>
<td>3,479</td>
<td>460</td>
<td>28,033</td>
<td>17</td>
<td>1.18</td>
<td>0.59</td>
<td>683</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>1,596</td>
<td>4,885</td>
<td>648</td>
<td>39,379</td>
<td>13</td>
<td>1.85</td>
<td>0.92</td>
<td>1,468</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>4,025</td>
<td>10,965</td>
<td>1,720</td>
<td>90,515</td>
<td>12</td>
<td>3.33</td>
<td>1.67</td>
<td>6,722</td>
</tr>
<tr>
<td>LSA</td>
<td>10</td>
<td>277</td>
<td>749</td>
<td>331</td>
<td>17,571</td>
<td>333</td>
<td>0.30</td>
<td>0.30</td>
<td>83</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>275</td>
<td>889</td>
<td>397</td>
<td>21,015</td>
<td>333</td>
<td>0.43</td>
<td>0.43</td>
<td>118</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>704</td>
<td>1,430</td>
<td>661</td>
<td>34,658</td>
<td>333</td>
<td>1.20</td>
<td>1.20</td>
<td>845</td>
</tr>
<tr>
<td>LSL</td>
<td>10</td>
<td>381</td>
<td>887</td>
<td>241</td>
<td>17,817</td>
<td>200</td>
<td>0.50</td>
<td>0.50</td>
<td>191</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>339</td>
<td>1,051</td>
<td>289</td>
<td>21,285</td>
<td>200</td>
<td>0.72</td>
<td>0.72</td>
<td>244</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>657</td>
<td>1,727</td>
<td>481</td>
<td>35,297</td>
<td>182</td>
<td>2.20</td>
<td>2.20</td>
<td>1,445</td>
</tr>
</tbody>
</table>
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