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Abstract

We consider the time of broadcasting in ad hoc radio networks modeled as undirected graphs. In such networks, every node knows only its own label and a linear bound on the number of nodes but is unaware of the topology of the network, or even of its own neighborhood. Our aim is to study to what extent the availability of two important characteristics of a broadcasting algorithm influences optimal broadcasting time. These characteristics are adaptiveness and randomization. Our contribution is establishing upper and lower bounds on optimal broadcasting time for three classes of algorithms: adaptive deterministic, oblivious randomized and oblivious deterministic. In two cases we present tight bounds, and in one case a small gap remains. We show that for deterministic adaptive algorithms time $\Omega(n)$ is required even for $n$-node networks of constant diameter. This lower bound is strongest possible, since linear time algorithms are known, and hence establishes optimal time $\Theta(n)$ for this class. For oblivious randomized algorithms we show an upper bound $O(n \cdot \min\{D, \log n\})$ and a lower bound $\Omega(n)$ on optimal expected broadcasting time in $n$-node networks of diameter $D$. Finally, for oblivious deterministic algorithms we show matching upper and lower bounds $\Theta(n \cdot \min\{D, \sqrt{n}\})$ on optimal broadcasting time. Our results imply that enforcing obliviousness has at least as strong negative impact on broadcasting time as enforcing determinism, and that algorithms having both these features are strictly less efficient than those having only one of them.
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1 Introduction

A radio network is modeled as an undirected connected graph whose nodes (stations) equipped with transmitter-receiver devices. Two nodes are adjacent if a transmitter of one of them can reach the other. Similarly as many papers in the domain of radio communication [3, 7, 8, 9, 10, 11, 12, 13], we assume that nodes send messages in synchronous steps (time slots) controlled by a global clock: every step every node acts either as a transmitter or as a receiver. A node as a transmitter sends a message which can potentially reach all of its neighbors. A node acting as a receiver in a given step gets a message, if and only if, one of its neighbors transmits in this step. If at least two neighbors $v$ and $u$ transmit simultaneously in a given step, none of the messages is received by $u$ in this step. In this case we say that a collision occurred at $u$. It is assumed that the effect at node $u$ of more than one of its neighbors transmitting is the same as that of no neighbor transmitting, i.e., a node cannot distinguish a collision from silence.

We consider ad hoc radio networks. In such networks, every node knows its own label and a linear bound $N$ on the number of nodes but is unaware of the topology of the network, or even of its own neighborhood. Nodes have labels which are integers from the set $\{1, \ldots, N\}$.

One of the fundamental tasks in network communication is broadcasting. The goal is to transmit a message from one node of the network, called the source, to all other nodes. Remote nodes get the source message via intermediate nodes along paths in the network. We concentrate on one of the most important and widely studied performance parameters of a broadcasting algorithm, which is the time of broadcasting, defined as the number of steps used by the algorithm to form all the nodes of the network. In the case of randomized algorithms, we are interested in expected broadcasting time. We assume that nodes can make spontaneous transmissions (even before obtaining the source message). This capability can be used, e.g., to send some control messages, in order to perform preprocessing prior to broadcasting itself.

Among broadcasting algorithms using spontaneous transmissions there is a class of natural algorithms which we call oblivious schemes. For these algorithms, the decision whether a node transmits in a given step (or the probability of transmission in the case of randomized algorithms) depends only on the label of the node and on the step number (the scheme is oblivious of communication history). Oblivious schemes for gossiping (all-to-all communication) were considered in [8] and fault-tolerant oblivious broadcasting was considered in [12]. Oblivious schemes are particularly easy to implement, as they require very little computation power to schedule transmissions, hence nodes of the network can use simpler and cheaper devices.

The aim of this paper is to study the impact of two important characteristics of broadcasting algorithms on the time of optimal broadcasting. These charac-
tics are adaptiveness and randomization. In adaptive algorithms, as opposed to the above defined oblivious schemes, the decision whether a node transmits in a given step depends on previously obtained messages, in addition to the label of the node and the step number. In such algorithms, a node may need to compute the decision of whether to transmit in a given step, using as input all previously obtained information. Adaptive algorithms are usually more efficient but, as mentioned above, not as easy to implement as oblivious schemes. Also, local computations may contribute to the hidden cost of such algorithms. The second characteristic studied in this paper is randomization. While randomized algorithms are usually faster than deterministic ones, the obvious drawback is that their time guarantees concern only the expected value and need not hold in all cases, as opposed to deterministic algorithms. Hence both adaptiveness and randomization are viewed as two ways of speeding up the broadcasting process, each of them coming at some cost to the user. We want to analyze quantitatively the impact of each of these two features on broadcasting time.

1.1 Our results

The two characteristics that we intend to study, yield the following four broadcasting algorithms: adaptive randomized, adaptive deterministic, oblivious randomized and oblivious deterministic. In Section 1.2 we report what is known about broadcasting time for the first class, that of adaptive randomized algorithms. The contribution of the present paper is to establish upper and lower bounds on optimal broadcasting time for each of the remaining three classes. In two cases we present tight bounds, and in one case a small gap remains.

Our first result is a lower bound for deterministic adaptive algorithms. We show that time $\Omega(n)$ is required even for some $n$-node networks of constant diameter. This lower bound is strongest possible, since a linear time deterministic algorithm was presented in [7]. Hence we establish optimal time $\Theta(n)$ for this class. This lower bound was previously claimed in [3] (even for a stronger model in which every node knows its immediate neighborhood) but, as we prove in [17], the argument from [3] is incorrect, and in fact the result itself (claiming the above stronger model) is false. Nevertheless, we show here that a different argument establishes the linear lower bound in our present model: for each deterministic broadcasting algorithm we construct a network of diameter at most $D$ for which this algorithm requires time $\Omega(n)$ to broadcast.

For the case of oblivious randomized algorithms we establish an upper bound $O(n \cdot \min\{D, \log n\})$ and a lower bound $\Omega(n)$ on expected broadcasting time for $n$-node networks of diameter $D$. Finally, for oblivious deterministic algorithms we show matching upper and lower bounds $\Theta(n \cdot \min\{D, \sqrt{n}\})$ on broadcasting time.

Table 1 summarizes our results.

Our results imply that enforcing obliviousness has at least as strong an impact on broadcasting time as enforcing determinism, and that algorithm
Table 1: Upper and lower bounds for execution time of different classes of algorithms. We denote by * results from this paper.

Both these features are strictly less efficient than those having only one of these features. In our complexity analysis of algorithms we take strong advantage of the fact that networks are undirected (equivalently symmetric oriented). On the other hand, our lower bound proofs hold for arbitrary oriented networks as well.

### 1.2 Related work

Most of the results on broadcasting in radio networks can be divided into two parts: those which assume complete knowledge of the topology of the network at all nodes, or equivalently, dealing with centralized broadcasting for undirected networks and those assuming only limited knowledge of the network at all nodes, and dealing with distributed broadcasting in arbitrary networks.

Deterministic centralized broadcasting assuming complete knowledge of the network was considered in [6], where a $O(D\log^2 n)$-time broadcasting algorithm was given for all $n$-node networks of diameter $D$. In [15], $O(D + \log n)$ deterministic broadcasting was proposed. On the other hand, in [1] the authors proved the existence of a family of $n$-node networks of radius 2, for which any broadcasting algorithm requires time $Ω(\log^2 n)$.

One of the first papers to study deterministic distributed broadcasting in networks whose nodes have only limited knowledge of the topology, was [5], where the authors assumed that nodes know only their own label and labels of their neighbors. Under this scenario, a simple linear-time broadcasting algorithm by means of DFS follows from [2]. In [3], the authors constructed a class of $n$-node networks of radius 2, and claimed that every broadcasting algorithm requires time $Ω(\log^2 n)$. Unfortunately, due to a subtle error in the argument (cf. also [4]), this result is incorrect. Indeed, in [17] we constructed an algorithm that broadcasts in logarithmic time on all graphs from [3]. In this paper we show that a different argument establishes the linear lower bound in our present setting, where every node knows only its own label but not labels of its neighbors. The authors [5, 7, 9, 10, 11, 13] studied deterministic distributed broadcasting.
networks under this weaker assumption. In [7] the authors gave a broadcasting algorithm working in time $O(n)$ for arbitrary $n$-node networks, assuming that nodes can transmit spontaneously, before the source message. On the other hand, in [5] a lower bound $\Omega(D \log n)$ deterministic broadcasting time was proved for $n$-node networks of diameter $D$. Spontaneous transmissions are not allowed.

In [7, 9, 10, 13, 18] the model of directed graphs was used. Increasingly broadcasting algorithms working on arbitrary $n$-node (directed) radio networks were constructed, the currently fastest being the $O(n \log n \log D)$-time algorithm from [18]. (Here $D$ is the radius of the network, i.e., the longest distance from source to any other node). On the other hand, in [11] a lower bound $\Omega(n \log n)$ broadcasting time was proved for directed $n$-node networks of radius $D$.

Randomized broadcasting algorithms in radio networks were studied in [3, 8, 19, 20]. For these algorithms, no topological knowledge of the network is assumed. In [3] the authors showed a randomized broadcasting algorithm in expected time $O(D \log n + \log^2 n)$. Unlike our randomized broadcasting algorithm, the currently fastest being the $O(n \log n \log D)$-time algorithm from [18]. (Here $D$ is the radius of the network, i.e., the longest distance from source to any other node). On the other hand, in [11] a lower bound $\Omega(n \log n)$ broadcasting time was proved for directed $n$-node networks of radius $D$. It should be noted that the lower bound $\Omega(D \log (n/D))$ from [20] assumes that spontaneous transmissions are precluded.

Oblivious algorithms (both deterministic and randomized) for the task of gossiping (all-to-all broadcasting) were considered in [8]. In particular, the authors showed an oblivious deterministic gossiping scheme working in time $O(D \log n)$. This implies the same upper bound for the time of oblivious deterministic broadcasting. Deterministic oblivious fault-tolerant algorithms for broadcasting in radio networks were considered in [12].

2 Adaptive deterministic broadcasting

The main result of this section is a lower bound on the time of deterministic broadcasting (holding even when spontaneous transmissions are allowed). In particular, any deterministic broadcasting algorithm, we show that, for some network of diameter 4, this algorithm requires linear time for broadcasting. This result has been previously claimed in [3] (even for a stronger model) but, as we show in [17], the argument from [3] is incorrect, and in fact the result itself is false in a stronger model. We now show that (under our present model) this lower bound can be derived correctly.

The idea of the proof is the following. We construct the network step by step, using consecutive steps of the fixed broadcasting algorithm $A$, and assume that particular nodes got particular messages in given steps. In order to express
use the notion of abstract history of a node, formally defined below. In an abstract history of a node \( v \) at a given step \( k \) consists of a sequence of messages received by this node until step \( k \). Since the network is not yet constructed, it is not yet known which abstract history will become the real one — the one observed by algorithm \( A \) running on the final network. We can ensure that, if a given node \( v \) had some abstract history up to a certain step, then it would behave in a given way (this is captured by the notion of abstract action function, defined below) at exactly that step. After that, we do the next step of the construction of the network, and simultaneously define abstract histories of nodes in this step. These abstract histories are in abstract objects.

Histories and message format. \( H_k \) denotes the history of computation of algorithm \( A \) at the end of step \( k \). This is the set \( \{ H_k(v) : v \in V \} \), where \( H_k(v) \) is the history of computation at node \( v \) until the end of step \( k \). Technically, assume that \( H_0(v) = \emptyset \). For any \( v \) and \( k \), \( H_k(v) \) is a sequence of messages \( M_2(v), \ldots, M_k(v) \). Messages are defined inductively, as follows. \( M_1(v) \) is either the empty message \((0, \emptyset)\), the pair \((0, \text{source message})\) (sent by node \( 0 \)), or the pair \((w, \emptyset)\) (sent by node \( w \)). \( M_l(v) \) (for \( l = 2, \ldots, k \)) is the empty message if node \( v \) did not get any message source \( H_l(v) \) at step \( l \). Otherwise, it is a pair consisting of:

- the label of node \( w \) from which node \( v \) received a message in step \( l \),
- history \( H_{l-1}(w) \).

Notice that we restrict attention to messages conveying the entire history of the transmitter. If a particular protocol requires transmitting specific information, the receiver can deduce this information from the received history, since programs of all nodes are the same. History \( H_k(v) \) containing only empty messages is called the empty history.

Action function and sets of transmitters. Given algorithm \( A \), we define \( \pi(v, H_{k-1}(v)) \) the action of node \( v \) in step \( k \), if its history until the end of step \( k-1 \) is \( H_{k-1}(v) \). The values of the function \( \pi \) can be 1 or 0: if the value is 1, then \( v \) is sending the message \((v, H_{k-1}(v)) \) in step \( k \), otherwise it is receiving it. Under a fixed history \( H_{k-1} \), we define the set of neighbors of \( v \) transmitting \( H_k \) as follows: \( T_k(v) = \{ w \in N_v : \pi(w, H_{k-1}(w)) = 1 \} \), where \( N_v \) denotes a set of neighbors of node \( v \).

Abstract objects. Let \( v \in V \). An abstract history \( \hat{H}_k(v) \) of node \( v \), is defined as a sequence \((\hat{M}_1(v), \hat{M}_1(v), \ldots, \hat{M}_k(v)) \) of abstract messages. \( \hat{M}_1(v) = \emptyset \) for \( l > 0 \), is either the empty message or is of the format \((w, \hat{H}_{l-1}(w)) \).
some $w \in V$. Technically $\hat{H}_0(v) = H_0(v) = 0$. Notice that, in general, histories and abstract messages are not necessarily linked to any particular protocol.

We also define the abstract action function $\hat{\pi}(v, \hat{H}_{k-1}(v))$ as an extension of the action function $\pi$ described above: if $\pi(v, \hat{H}_{k-1}(v))$ is defined for some abstract history $\hat{H}_{k-1}(v)$, then $\hat{\pi}(v, \hat{H}_{k-1}(v)) = \pi(v, \hat{H}_{k-1}(v))$. Otherwise, $\hat{\pi}(v, \hat{H}_{k-1}(v)) = 0$. We now define abstract transmitters to node $v$ in step $k$: $\hat{T}_k(v) = \{ w \in N_v : \hat{\pi}(w, \hat{H}_{k-1}(w)) \neq 0 \}$.

Consider the following class $C_1^*$ of graphs, defined in [3]. For any nonempty subset $S$ of $\{1, \ldots, n\}$ and any nonempty subset $R$ of $\{n+1, \ldots, 2n\}$, $G(S, R)$ is the graph $(V, E)$ such that $V = \{0, 1, \ldots, n\} \cup R$ and $E = \{(0, i) : i = 1, \ldots, 2n, \}$. As usual, $0$ is the source and $L_0, L_1, L_2$ denote the layers of this graph ($L_i$ is the set of nodes at distance $i$ from the source).

Let $\mathcal{T}$ denote any finite sequence of subsets of $\{0, 1, \ldots, 2n\}$. We will now describe the following procedure modifying some set $S \subseteq \{1, \ldots, 2n\}$:

**Procedure** **MODIFY**($S, \mathcal{T}$)

```plaintext
set stop := 0

while stop = 0 do
    stop := 1
    if there is a set $T_l \in \mathcal{T}$ such that $|T_l \cap S| = 1$, choose such a set with smallest index, say $T_k$, such that $T_k \cap S = \{i\}$; remove node $i$ from $S$;
    set stop := 0
```

**Construction.** Fix any broadcasting algorithm $\mathcal{A}$. We construct a graph from the class $C_1^*$, such that $\mathcal{A}$ requires time $\Omega(n)$ to broadcast on $G(S, R)$ if the construction is step-by-step, following consecutive steps of algorithm $\mathcal{A}$. We start the construction by initializing $S_0 = \{1, \ldots, n\}$, $R_0 = \{n+1, \ldots, 2n\}$. Each node $v \in \emptyset \cup R_0$ has empty abstract history $\hat{H}_0(v)$, and for each node $v \in S_0$, the source message is empty ($0$, source message). In step $k$ we will construct sets $S_k \subseteq \{1, \ldots, n\}$ and $R_k \subseteq \{n+1, \ldots, 2n\}$, and construct abstract histories $\hat{H}_k(v)$. Finally, $S$ will be $S_{\mathcal{T}}$ and $R$ will be $R_{\mathcal{T}}$.

Our goal is to preserve the property, that after step $k$, none of the nodes in $S_k$ has received any message from nodes in $R_k$ and vice versa. We will preserve the following invariant after step $k$ of the construction.

1. For every set $\hat{T}_l$, $l \leq k$, $|\hat{T}_l \cap S_k| \neq 1$ and $|\hat{T}_l \cap R_k| \neq 1$.
2. At least $n - |S_k|$ sets $\hat{T}_l$ are disjoint with $S_k$ and at least $n - |R_k|$ sets $\hat{T}_l$ are disjoint with $R_k$, for $l \leq k$.
3. $|S_k| \geq n - k$ and $|R_k| \geq n - k$.
4. If $v \in R_k$ then $\hat{H}_k(v)$ is the empty history.
We describe step $k + 1$ of the construction.

Construction of sets $S_{k+1}$ and $R_{k+1}$.

Suppose that we constructed sets $S_k$ and $R_k$, and each node $v$ in network $G$ has fixed abstract histories $\hat{H}_l(v)$, for all $l \leq k$ and $v \in V$. Let $\hat{T}_l = \bigcup_v \hat{T}_l^v(v)$ the set of all abstract transmitters in steps $l$, for $l \leq k + 1$, under fixed histories $\hat{H}_l$. Let $T = \{\hat{T}_l : l \leq k\}$.

1. Set $S := S_k$ and $R := R_k$.
2. Apply Procedure MODIFY$(S, T)$ to modify $S$; Apply Procedure MODIFY to modify $R$.
3. Set $S_{k+1} := S$ and $R_{k+1} := R$.

Construction of abstract history $\hat{H}_{k+1}(v)$.

We define abstract history $\hat{H}_{k+1}(v)$ as abstract history $\hat{H}_k(v)$ concatenated the empty abstract message, if $v \in \hat{T}_{k+1}$, and with the following abstract message $\hat{M}_{k+1}(v)$ otherwise:

- if $v \in R_{k+1}$ then $\hat{M}_{k+1}(v)$ is empty;
- if $v \in L_1$ and $\hat{T}_{k+1}(v) = \{0\}$ then $\hat{M}_{k+1}(v) = (0, \hat{H}_k(0))$;
- if $v \in L_1$ and $\hat{T}_{k+1}(v) \neq \{0\}$ then $\hat{M}_{k+1}(v)$ is the empty message;
- for $v = 0$, if $\hat{T}_{k+1}(0) = \{w\}$ then $\hat{M}_{k+1}(0) = (w, \hat{H}_k(w))$, otherwise $\hat{M}_{k+1}(0)$ is the empty message.

We continue the construction until step $k = n - 1$.

The proofs of the following lemmas (by induction on step $k$ of the construction) are omitted due to space limitations.

**Lemma 1** The invariant after step $k$ of the construction holds, for $k = 0, 1$.

**Lemma 2** If $v \in G_{S_{n-1}, R_{n-1}}$ then $\hat{H}_k(v) = H_k(v)$ for all $k = 0, \ldots, n - 1$.

**Theorem 1** For every integer $n$ and every broadcasting algorithm $A$ there network $G_A$ of size at most $2n + 1$ and diameter 4, such that algorithm $A$ time $\Omega(n)$ to broadcast on $G_A$.

**Proof.** Let $G_A$ be the graph $G_{S_{n-1}, R_{n-1}}$. It has at most $2n + 1$ nodes from $\{0, 1, \ldots, 2n\}$, and it has diameter 4, since sets $S_{n-1}$ and $R_{n-1}$ are nonempty. By Lemma 1. By Lemmas 1 and 2, the history of each node in $R_{n-1}$ is empty step $n - 1$ of algorithm $A$, which completes the proof.
3 Oblivious randomized broadcasting

3.1 The lower bound

In this section we prove the lower bound $\Omega(n)$ on expected broadcasting oblivious randomized algorithms working in $n$-node networks. Notice that though the order of magnitude of oblivious deterministic broadcasting is equal to that of oblivious deterministic gossiping time, in case of randomized algorithms this similarity may not hold. We cannot compare directly the expected values of completion times of broadcasting and gossiping, since the maximum of the expected values of completion times may be different than the expected maximum of completion times. This suggests that the lower bound for gossiping time, which holds, e.g., for the star, cannot be directly applied to this lower bound for the expected value of oblivious randomized broadcasting time.

Denote by $p_i(v)$ the probability of transmission by node $v$ in step $i$. Let $\sum_{v=1}^{n} p_i(v)$.

Theorem 2 For every oblivious randomized broadcasting algorithm $A$ and sufficiently large $n$, there exists an $n$-node network $G_A$ of diameter 3, such that the algorithm $A$ requires time $\Omega(n)$, with probability at least $1/2$, to complete broadcasting on $G_A$.

Proof. We use $[m]$ to denote the set $\{1, \ldots, m\}$, for any positive integer $m$. Let $n$ be sufficiently large. For simplicity assume also that $n$ is even. Let $A$ be an oblivious randomized algorithm. Define the graph $G_{A,v}$, for any $v \in [n-1]$, on the set $\{0\} \cup [n-1]$ of nodes with the following set $E$ of edges: $\{\{w,n-1\} : w \in [n-2]\} \cup \{\{0,v\}\}$. By definition, the graph $G_{A,v}$ has diameter 3.

We will show that there exists a node $v$ such that during the execution of algorithm $A$ on graph $G_{A,v}$, node $n-1$ does not receive the source message before time $(n-2)/2$, with probability at least $1/2$.

In view of the obliviousness of algorithm $A$, for every $w \in [n-2]$, every step $i$, there are fixed probabilities $p_i(w)$, that node $w$ transmits in step $i \leq (n-2)/2$. Observe that

$$\sum_{w \in [n-2]} p_i(w) \prod_{z \neq w, z \in [n-2]} (1 - p_i(z)) \leq 1$$

is the probability that some single node in $[n-2]$ transmits in step $i$. It follows that

$$\sum_{i=1}^{(n-2)/2} \sum_{w=1}^{n-2} p_i(w) \prod_{z \neq w, z \in [n-2]} (1 - p_i(z)) \leq \frac{n-2}{2}.$$
Hence there exists \( v \in [n-2] \) such that
\[
\sum_{i=1}^{(n-2)/2} p_i(v) \prod_{z \neq v, z \in [n-2]} (1 - p_i(z)) \leq \frac{1}{2}.
\]

Define \( G_{A,v} = G_{A,v} \). Let \( X_i \) be the random variable equal 1 if \( v \) transmits in step \( i \), and equal 0 otherwise. Notice that by inequality 1 we get
\[
\mathbb{E} \left[ \sum_{i=1}^{(n-2)/2} X_i \right] \leq \frac{1}{2},
\]
Markov bound we obtain that
\[
\Pr \left[ \sum_{i=1}^{(n-2)/2} X_i \geq 1 \right] \leq \frac{1}{2},
\]
which means that, by step \((n-2)/2\), since every node in \([n-2]\) is a neighbor of \( n-1 \).

**Corollary 1** For all parameters \( n \) and \( 3 \leq D < n \), and for any oblivious randomized algorithm \( A \), there exists an \( n \)-node network \( G_{A,v} \) of diameter \( D \), such that the expected broadcasting time of algorithm \( A \) on network \( G_{A} \) is \( \Omega(n) \).

### 3.2 Oblivious randomized algorithm

We present the following broadcasting algorithm.

**Algorithm Randomized-Oblivious**

```plaintext
count := 1
repeat \lceil N^2 / \log N \rceil times
  for \( l := 1 \) to \( \lceil \log n \rceil \) do
    (a.) each node transmits independently with probability \( 1/2^l \)
    (b.) node with label \( count \) transmits, \( count := count + 1 \mod N \)
```

**Theorem 3** Algorithm Randomized-Oblivious completes broadcasting on an \( n \)-node network of diameter \( D \), with probability at least \( 1 - 2/n^2 \), in time \( \min\{D, \log n\}\).

**Proof.** First observe that if \( D < \log n \) then performing only steps (b.) in the “for” completes broadcasting in time \( O(N \cdot D) = O(n \cdot D) \).

Suppose \( D \geq \log n \) and consider only steps (a.) of the algorithm. We view the stage as one execution of the entire loop “for \( l := 1 \) to \( \lceil \log N \rceil \)”. Consider any shortest path from node 0 to node \( v \) consisting of consecutive nodes \( v_0 = 0, \ldots, v_k = v \) where \( k \leq D \). Notice that \( \sum_{i=1}^{k} d_i \leq 2n \).

**Claim.** Node \( v_i \) receives a message from \( v_{i-1} \), during any stage \( j \) with probability at least \( \frac{1}{d_i} \), where \( d_i \) denotes the degree of node \( v_i \).

For \( d_i = 1 \) this is obvious — in the execution of the loop for \( l = 1 \) the transmission is successful with probability \( 1/4 \). Assume \( d_i > 1 \). Consider the execution of loop “for” in stage \( j \) for variable \( l = \lceil \log d_i \rceil \). The probability that \( v_i \) receives
message from \( v_{i-1} \) in \( l \)th execution of loop “for” during stage \( j \) is at least
\[
\frac{1}{2^l} \cdot \left( 1 - \frac{1}{2^l} \right)^{d_i - 1} \cdot \left( 1 - \frac{1}{2^l} \right) ^{d_i} \geq \frac{1}{2d_i} \cdot \left( 1 - \frac{1}{2^l} \right) ^{d_i} \geq \frac{1}{8d_i}.
\]

This completes the proof of the Claim.

Let \( t_i \) denote the first stage in the execution of the algorithm when node \( v_i \) receives the source message from node \( v_{i-1} \). It follows from the Claim that \( t_i - t_{i-1} = O(d_i) \) with constant probability. We have \( t_k = \sum_{i=1}^k (t_i - t_{i-1}) \), where \( t_k \) is an upper bound on the time when node \( v_k \) gets the source message.

For every stage \( j = 1, \ldots, t_k \) let \( \alpha(j) \) be the smallest number \( i = 1, \ldots, k \) such that node \( v_i \) has not received the source message from \( v_{i-1} \) by the beginning of stage \( j \). Partition all stages \( j = 1, \ldots, t_k \) into sets \( A \) and \( B \) as follows: if \( d_{\alpha(j)} \geq 1 \), then \( j \in A \), otherwise \( j \in B \).

First consider stages \( j \in A \). Let \( A_i \subseteq A \), for \( i = 1, \ldots, k \), denote the set of stages \( j \) in \( A \) such that \( \alpha(j) = i \). It follows from the Claim that if \( A_i \neq \emptyset \) the expected values of \( |A_i| \leq t_i - t_{i-1} \) is at most \( 8d_i \). Applying Chernoff bound (random trials in different stages are independent) we obtain, that with probability at most \( e^{-48d_i/3} \leq 1/n^4 \), the size of \( A_i \) is greater than \( 2 \cdot 8d_i = 16d_i \). Consequently, the probability that the size of set \( A = \bigcup_{i=1}^k A_i \) is greater than \( 32n \geq 16 \sum_{i=1}^k 1 = 16k/n^4 \leq 1/n^3 \).

Next consider stages \( j \in B \). Only for simplicity of presentation assume that stages \( j \) in set \( B \) are numbered by consecutive integers \( 1, 2, \ldots \). Let \( X_j \) be random variable equal to 1 if during stage \( j \) some node \( v_i \), for \( i \geq \alpha(j) \), receives the source message from node \( v_{i-1} \) for the first time; otherwise \( X_j = 0 \). Since \( j \) for \( j \in B \), are such that \( \Pr [X_j = 1] \land j' \in B X_j' = a_j' = \Pr [X_j = 1] \), we can write \( \Pr [X_j = 1] \geq \Pr [Y_j = 1] \), for some independent 0-1 random values \( Y_j \) such that \( \Pr [Y_j = 1] = \frac{1}{64 \log n} \). Thus
\[
\Pr [\left| B \right| > 2k] \leq \Pr \left[ \sum_{j=1}^{2k} X_j < k \right] \leq \Pr \left[ \sum_{j=1}^{2k} Y_j < k \right].
\]

Notice that \( E [\sum_{j=1}^{2k} Y_j] = \frac{2k}{64 \log n} \). Applying Chernoff bound to variables \( Y_j \), we obtain
\[
\Pr \left[ \sum_{j=1}^{2k} Y_j < k \right] = \Pr \left[ \sum_{j=1}^{2k} Y_j < \frac{2k}{64 \log n} \cdot \frac{64 \log n}{2} \right] < e^{-\frac{k}{32 \log n} (32 \log n - 1)^2/3} \leq 0.5.
\]

Summarizing, the total number of stages in set \( A \cup B \) is bounded by \( 32 \log n \cdot O(n) \), with probability at least \( 1 - 2/n^3 \), and each stage takes \( O(\log n) \) steps. Thus the total time is thus \( O(n \log n) \), with probability at least \( 1 - 2/n^3 \). Since we consider all \( n \) possibilities for node \( v \), we have broadcasting time \( O(n \log n) \) with probability at least \( 1 - 2n/n^3 = 1 - 2/n^2 \).
Using steps (b.) of the algorithm in the event not covered by the abstraction theorem (a total of $\Theta(N^2)$ such steps), guarantees completion of broadcasting with probability $1$. The contribution of this event to the expected completion time is $O(N^2 \cdot 2/n^2) = O(1)$. Hence we get the following

**Corollary 2** The expected broadcasting time of Algorithm Randomized-Oblivious is $O(n \cdot \min\{D, \log n\})$.

Moreover, our algorithm performs gossiping with probability at least $1 - 1/n$. Hence, similarly as above (now the contribution of the unlikely event to the expected completion time is $O(n)$ instead of $O(1)$), we get that the expected gossiping is $O(n \cdot \min\{D, \log n\})$, thus improving the result from [8].

## 4 Oblivious deterministic broadcasting

We finally consider deterministic oblivious broadcasting schemes. For these algorithms, every node decides whether to transmit in a given step, depending only on its label and on the step number (the scheme is oblivious of communication history). This means that, for all $i = 1, 2, \ldots$, sets $T_i$ of nodes transmitting in step $i$ are fixed in advance.

We first prove a lower bound on the time of deterministic oblivious broadcasting. In [11] the authors proved a lower bound on the size of a combinatorial structure called a strongly-selective family. This structure is also known in the literature as a superimposed code [16], or a cover free family [14]. We repeat the following definition. A family $\mathcal{F}$ of subsets of $R$ is called a $(|R|, k)$-selective, for $k \leq |R|$, if for every subset $Z$ of $R$ such that $|Z| \leq k$, and for every element $z \in Z$, there is a set $F \in \mathcal{F}$ such that $Z \cap F = \{z\}$.

**Lemma 3** [11] Let $\mathcal{F}$ be an $(|R|, k)$-strongly-selective family. Then
(a) if $3 \leq k < \sqrt{2|R|}$ then $|\mathcal{F}| \geq \frac{k^2}{4 \log k} \log |R|$,
(b) if $k \geq \sqrt{2|R|}$ then $|\mathcal{F}| \geq |R|$.

**Theorem 4** For all parameters $n, D$, such that $1 < D < n$, and for any deterministic oblivious broadcasting scheme $A$, there exists an $n$-node network $G_A$ of degree $D$, such that scheme $A$ requires time $\Omega(n \cdot \min\{D, \sqrt{n}\})$ to broadcast on $G_A$.

**Proof.** Let $A$ be a fixed oblivious broadcasting scheme. First observe that if $1 < D < 7$ or $D > n/2$ the result is straightforward from Theorem 1. Hence we may assume that $7 \leq D \leq n/2$.

**Case 1:** $D \leq \sqrt{n/8}$.

In order to construct network $G_A$, we first describe sets of nodes $X_k$, selected nodes $v_k \in X_k$, for $k \leq \lfloor D/2 \rfloor$. Let $X_0 = \{0\}$, $v_0 = 0$. Let $R_k = \{1, 2, \ldots, k\}$ and $P_{k+1}^{(0)}$ be vertices in $\{v_0, v_1, \ldots, v_k\}$.
We will prove the following invariant after step \( k \leq \lfloor D/2 \rfloor \) of the construction:

- All sets \( X_0, \ldots, X_k \) and nodes \( v_0, \ldots, v_k \) are constructed.
- \( |R_{k+1}| > n/2 \) and none of nodes in \( R_{k+1} \) has received the source message by step \( k \cdot [n/2] \).

We now describe the construction of \( X_{k+1} \) and \( v_{k+1} \). Sets \( T_i \) of nodes transmitted in step \( i \), for all \( i = 1, 2, \ldots \), are fixed before the construction.

Consider the family of sets \( T_i \cap R_{k+1} \), where \( k \cdot [n/2] < i \leq (k+1) \cdot [n/2] \). Since this family has size \( [n/2] \) and \( [n/(2D)] \geq \sqrt{2n} \geq \sqrt{2|R_{k+1}|} \), it be a \((|R_{k+1}|, [n/(2D)])\)-strongly-selective family, in view of the lower bound of Lemma 3 point (b). Consequently there is a nonempty set \( X_{k+1} \subseteq R_{k+1} \) of size at most \([n/(2D)]\), and a node \( v_{k+1} \in X_{k+1} \) such that \( T_i \cap X_{k+1} \neq \{v_{k+1}\} \), satisfying \( k \cdot [n/2] < i \leq (k+1) \cdot [n/2] \).

Let \( X = \bigcup_{k=1}^{[D/2]} X_k \). We now describe the set \( E \) of edges between \( X \). Let \( L_0 = \{\} \), \( L_1 = \{v_1\} \), \( L_k = \{v_k\} \cup X_{k-2} \setminus \{v_{k-2}\} \), for \( k = 2, \ldots \), \( L_{[D/2]+1} = X_{[D/2]-1} \setminus \{v_{[D/2]-1}\} \), \( E = \bigcup_{k=1}^{[D/2]+1} \{v_{k-1}, x \} : x \in L_k \). Let \( D' \) be the graph \((X, E)\). Clearly, the above defined sets \( L_i \) are layers of \( G_{\mathcal{A}} \). Consider a path \( P \) of length \( D - [D/2] - 3 \), consisting of elements of \( R_{[D/2]} \) with nodes inside \( G_{\mathcal{A}} \), with all remaining nodes not belonging to \( G_{\mathcal{A}} \) attached to one end of this path. Network \( G_{\mathcal{A}} \) is defined by attaching the other end of \( P \) to some node in layer \( L_{[D/2]+1} \) of \( G_{\mathcal{A}} \). Notice that \( |R_{[D/2]}| > (D - [D/2] - 3) + 1 \), hence the path \( P \) with attached nodes is well defined. Consequently, the network \( G_{\mathcal{A}} \) has \( n \) nodes and radius \( D \).

**Case 2:** \( D > \sqrt{n/8} \).

We design the network \( G_{\mathcal{A}}^* \), as in Case 1, for parameters \( n' = n/2 \) and \( \sqrt{n/16} \). (Observe that the condition \( D' \leq \sqrt{n/8} \) of Case 1 is satisfied with these parameters.) Consider a path \( P \) of length \( D - [D'/2] - 3 \), consisting of elements of \( R_{[D'/2]} \) with nodes outside \( G_{\mathcal{A}}^* \), with all remaining nodes not belonging to \( G_{\mathcal{A}}^* \) attached to one end of this path. Network \( G_{\mathcal{A}}^* \) is defined by attaching the other end of \( P \) to some node in layer \( L_{[D'/2]+1} \) of \( G_{\mathcal{A}}^* \). Notice that there are at least \( n/2 \) nodes outside of \( G_{\mathcal{A}}^* \), \( D \leq n/2 \), hence the path \( P \) with attached nodes is well defined. Consequently, the network \( G_{\mathcal{A}}^* \) has \( n \) nodes and radius \( D \).

This completes the construction of network \( G_{\mathcal{A}} \) in both cases. It remains to prove that algorithm \( \mathcal{A} \) requires time \( \Omega(n \cdot \min\{D, \sqrt{n}\}) \) to broadcast on \( G_{\mathcal{A}} \).

**Case 1:** \( D \leq \sqrt{n/8} \).

We prove that the invariant holds for every \( k \leq [D/2] \). The proof is by induction on \( k \). After step \( k = 0 \), it is clear. Suppose that after step \( k < [D/2] \) the invariant holds. We prove it for \( k + 1 \).

Set \( X_{k+1} \) and node \( v_{k+1} \) are well defined since sets \( T_i \cap R_{k+1} \) are nonempty by construction and Lemma 3 point (b) applies. By definition, set \( R_{k+2} \) is of size at least \( \sum_{i=k+1}^{\infty}|X_i| > n - [D/2] \cdot [n/(2D)] > n/2 \). Every node \( v \) in \( R_{k+2} \) is at distance at least \( k + 2 \) from the source. The only neighbor in \( L_{k+1} \) of nodes from \( R_{k+2} \) is \( v_{k+1} \). We show that node \( v_{k+1} \) does not transmit successfully to layer \( L_{k+2} \).
such that $k \cdot \lfloor n/2 \rfloor < i \leq (k + 1) \cdot \lfloor n/2 \rfloor$. If it transmitted in some such step, we would have $T_i \cap X_{k+1} = \{v_{k+1}\}$, which contradicts Case 1 of the construction.

We finally prove a lower bound on execution time of algorithm $\mathcal{A}$ broadcasting on network $G_\mathcal{A}$, in Case 1. It is sufficient to observe that no node in layer $L_{\lfloor D/2 \rfloor + 1}$ receives the source message by step $(\lfloor D/2 \rfloor + 1) \cdot \lfloor n/2 \rfloor$. Consequently broadcasting is not terminated by step $\Omega(nD)$, for $D \leq \sqrt{n/8}$.

Case 2: $D > \sqrt{n/8}$.

By Case 1 for parameters $n' = n/2$ and $D' = \sqrt{n/16}$, no node in layer $L_{\lfloor D'/2 \rfloor + 1}$ of $G^*_\mathcal{A}$ receives the source message by step $(\lfloor D'/2 \rfloor + 1) \cdot \lfloor n'/2 \rfloor \in \Omega(n)$.

This shows that in both cases algorithm $\mathcal{A}$ requires time $\Omega(n \cdot \min\{D, \sqrt{n}\})$ to broadcast on some $n$-node network of radius $D$.

Notice that there exists a deterministic oblivious scheme performing broadcasting in any $n$-node network of diameter $D$ in time $O(n \cdot \min\{D, \sqrt{n}\})$; a deterministic oblivious broadcasting scheme, working in time $O(n^{3/2})$ for arbitrary $n$-node networks, was proposed. By interleaving this scheme with the round robin (oblivious) algorithm, working in time $O(nD)$, we obtain the bound $O(n \cdot \min\{D, \sqrt{n}\})$ on deterministic oblivious broadcasting time, matching the lower bound from Theorem 4.

## 5 Conclusion

We considered optimal broadcasting time for three classes of algorithms: deterministic, oblivious randomized and oblivious deterministic, assuming that spontaneous transmissions are allowed. For deterministic adaptive algorithms we established the lower bound $\Omega(n)$, thus proving that optimal time is $\Omega(n)$ for this class. For oblivious randomized algorithms we showed an upper bound $O(n \cdot \min\{D, \log n\})$ and a lower bound $\Omega(n)$ on optimal expected broadcasting time in $n$-node networks of diameter $D$. Finally, for oblivious deterministic algorithms we showed matching upper and lower bounds $\Theta(n \cdot \min\{D, \sqrt{n}\})$ on optimal broadcasting time.

The main open problem left by the results of this paper is closing the gap between the upper and lower bounds on expected broadcasting time for oblivious randomized algorithms (this gap is a factor of $\Theta(\min\{D, \log n\})$). This adds a previously open problem of closing an analogous gap for adaptive randomized algorithms with spontaneous transmissions ($\Theta(\log(n/D))$ in this case).
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