S-shaped Versus V-shaped Transfer Functions for Binary Particle Swarm Optimization
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Abstract—Particle Swarm Optimization (PSO) is one of the most widely used heuristic algorithms. The simplicity and inexpensive computational cost make this algorithm very popular and powerful in solving a wide range of problems. The binary version of this algorithm has been introduced for solving binary problems. The main part of the binary version is a transfer function which is responsible to map a continuous search space to a discrete search space. Currently there appears to be insufficient focus on the transfer function in the literature despite its apparent importance. In this study six new transfer functions divided into two families, s-shaped and v-shaped, are introduced and evaluated. Twenty-five benchmark optimization functions provided by CEC 2005 special session are employed to evaluate these transfer functions and select the best one in terms of avoiding local minima and convergence speed. In order to validate the performance of the best transfer function, a comparative study with six recent modifications of BPSO is provided as well. The results prove that the new introduced v-shaped family of transfer functions significantly improves the performance of the original binary PSO.

Keywords- PSO; Particle swarm; Transfer function; Evolutionary algorithm; heuristic algorithm; Binary algorithm;

1 Introduction

Particle Swarm Optimization (PSO) is one of the most widely used evolutionary algorithms inspired from social behavior of animals [1, 2]. The simplicity and inexpensive computational cost make this algorithm very popular. Due to these advantages, the PSO algorithm has been applied to many domains such as medical diagnosis [3], grid scheduling [4], robot path planning [5], wavelength detection [6], and video abstraction [7]. This algorithm is capable of solving problems with continuous search spaces, while some problems have discrete search spaces.

There are many optimization problems with discrete binary search spaces. They need binary algorithms for their solution. Most of the well-known evolutionary algorithms such as Harmony Search (HS) [8], Differential Evolution
Algorithm (DE) [9], Magnetic Optimization Algorithm (MOA) [10], and Gravitational Search Algorithm (GSA) [11] have binary versions which make them capable of performing in binary spaces. There are different methods to develop the binary version of a continuous heuristic algorithm while preserving the concepts of the search process. For instance, a set of harmony search considerations and pitch adjustment rules have been employed with the purpose of converting HS to Binary HS (BHS) [12], while Wang et al. [13] proposed a probability estimation operator in order to solve discrete problems by DE. Furthermore, the Binary MOA [14] and Binary GSA [15] algorithms have been introduced utilizing transfer functions and position updating rules. Whereas BHS and BDE are different from their originating algorithms, the MOA and GSA algorithms retain the same concepts of position and velocity updating procedures. Consequently, the concepts used in converting MOA and GSA to binary algorithms are readily applicable to PSO.

The binary version of PSO (BPSO) was proposed by Kennedy and Eberhart in 1997 [16]. The continuous and binary versions of PSO are distinguished with two different components: a new transfer function and a different position updating procedure. The transfer function is used to map a continuous search space to a binary one, and the updating process is designed to switch positions of particles between 0 and 1 in binary search spaces. According to Luh and Lin [17], the original version of BPSO suffers trapping in local minima, so some modifications of BPSO have been introduced in order to overcome this problem.

In 2008 Yin proposed a new, modified BPSO using a new updating position formula for optimal polygonal approximation of digital curves [18]. In the same year a modified BPSO for variable selection in MLR and PLS modelling was proposed by Shen and Jiang [19]. In 2008, Wang et al. introduced a novel probability BPSO algorithm and investigated its application in solving the knapsack problem [20]. Moreover, an analogous modified BPSO algorithm adopting the genotype–phenotype representation and mutation operator was introduced in this year by Lee et al. [21]. Later, Chuand et al. proposed an improved BPSO using the “catfish effect” and employed it in a feature selection method [22]. Some of these researchers manipulated the interaction topology of BPSO, such as Catfish BPSO, whereas others tried to use new updating procedures for position and velocity vectors in order to improve the performance of conventional BPSO.

Considering the above-mentioned work, it could be stated that the transfer function is the most important part of the BPSO algorithm [23]. In the literature there is currently not enough study devoted to this part of the BPSO in spite of its importance. In this study, two different families of transfer functions, v-shaped and s-shaped, consisting of six new transfer functions are introduced and evaluated. The effectiveness of employing these new transfer functions is investigated in terms of avoiding local minima and convergence speed. Additionally, a comparative study is provided to compare the proposed approach with some recent modifications of BPSO in order to validate its performance.
The rest of the paper is organized as follows: Section 2 presents a brief introduction to PSO. Section 3 discusses the basic principles of a binary version of PSO. The introduced families of transfer functions are described in Section 4. The experimental results are demonstrated in Section 5. Finally, Section 6 concludes the work and suggests some directions for future research.

2 The Particle Swarm Optimization

PSO is an evolutionary computation technique that was proposed by Kennedy and Eberhart [1, 2]. It was inspired from the social behavior of bird flocking. It uses a number of particles (candidate solutions) which fly around in the search space to find the best solution. Meanwhile, they all trace the best location (best solution) in their paths. In other words, particles consider their own best solutions as well as the best solution the swarm has obtained so far.

Each particle in PSO should consider the current position, the current velocity, the distance to their personal best solution, \( p_{best} \), and the distance to the global best solution, \( g_{best} \), to modify its position. PSO was mathematically modeled as follow:

\[
v^t_i = w v^t_i + c_1 \times \text{rand} \times (p_{best}^t - x^t_i) + c_2 \times \text{rand} \times (g_{best} - x^t_i) \tag{1}
\]

\[
x^{t+1}_i = x^t_i + v^{t+1}_i \tag{2}
\]

where \( v^t_i \) is the velocity of particle \( i \) at iteration \( t \), \( w \) is a weighting function, \( c_j \) is an acceleration coefficient, \( \text{rand} \) is a random number between 0 and 1, \( x^t_i \) is the current position of particle \( i \) at iteration \( t \), \( p_{best}^t \) is the best solution that the \( i \)-th particle has obtained so far, and \( g_{best} \) indicates the best solution the swarm has obtained so far.

The first part of equation (1), \( w v^t_i \), provides exploration ability for PSO. The second and third parts, \( c_1 \times \text{rand} \times (p_{best}^t - x^t_i) \) and \( c_2 \times \text{rand} \times (g_{best} - x^t_i) \), represent private thinking and collaboration of particles, respectively. The PSO starts with randomly placing the particles in a problem space. At each iteration, the velocities of particles are calculated using equation (1). After defining the velocities, the position of particles can be calculated using equation (2). The process of changing particles’ positions will continue until satisfying an end criterion.
3 Binary Version of Particle Swarm Optimization

Generally, there are many problems that have intrinsic discrete binary search spaces, like feature selection and dimensionality reduction [24, 25]. In addition, problems with continuous real search space can be converted into binary problems by converting their variables to binary variables. Regardless of binary problems’ types, a binary search space has its own structure with some limitations.

A binary search space can be considered as a hypercube. The agents (particles) of a binary optimization algorithm can only shift to nearer and farther corners of the hypercube by flipping various numbers of bits [16]. Hence, in designing the binary version of PSO, some basic concepts of the velocity and position updating process must be modified.

In the continuous version of PSO, particles can move around the search space utilizing position vectors within the continuous real domain. Consequently, the concept of position updating can be easily implemented for particles by adding velocities to positions using equation (2). However, the meaning of position updating is different in a discrete binary space [26]. In binary space, due to dealing with only two numbers (“0” and “1”), the position updating process cannot be performed using equation (2). Therefore, a way should be found to use velocities for changing agents’ positions from “0” to “1” or vice versa. In other words, a link has to be devised between velocity and position as well as revising the position updating equation (2).

Basically, in discrete binary spaces, the position updating means switching between “0” and “1” values. This switching should be done based on the velocities of agents. The question here is how the concept of velocity in a real space should be employed in order to update the positions in a binary space. According to [14, 15, 16], the idea is to change the position of an agent with the probability of its velocity. In order to do this, a transfer function is necessary to map velocity values to probability values for updating the positions.

The original BPSO was proposed by Kennedy and Eberhart [16] to allow PSO to operate in binary problem spaces. In this version, particles could only fly in a binary search space by taking values of 0 or 1 for their position vectors. The roles of velocities are to present the probability of a bit taking the value 0 or 1. A sigmoid function (transfer function part) as in equation (3) was employed to transform all real values of velocities to probability values in the interval [0,1].

\[
T \left( v_{i}^{k} (t) \right) = \frac{1}{1 + e^{-v_{i}^{k} (t)}}
\]

(3)

where \( v_{i}^{k} (t) \) indicates the velocity of particle \( i \) at iteration \( t \) in \( k \)-th dimension.
After converting velocities to probability values, position vectors could be updated with the probability of their velocities as follow:

\[
x^k_i(t + 1) = \begin{cases} 
0 & \text{If } \text{rand} < T \left( v^k_i(t + 1) \right) \\
1 & \text{If } \text{rand} \geq T \left( v^k_i(t + 1) \right)
\end{cases}
\] (4)

The general steps of the BPSO algorithm are as follows.

a) All particles are initialized with random values

b) Repeat the following steps c to e until meeting the end condition

c) For all particles, velocities are defined using equation (1)

d) Calculate probabilities for changing the elements of position vectors using equation (3)

e) Update the elements of position vectors with the rules in equation (4)

As mentioned above, the original version of BPSO suffers trapping in local minima, so some modifications of the BPSO algorithm have been introduced in order to overcome this problem as follows:

Shen et al. [19] proposed a modification of BPSO for variable selection in MLR and PLS modelling. In this modification, the authors tried to use some rules to search binary spaces using PSO as in (5).

\[
x^k_i(t + 1) = \begin{cases} 
x^k_i(t) & \text{if } (0 < v_i \leq a) \\
pBest_i & \text{if } (0 < v_i \leq 0.5(1 + a)) \\
gBest & \text{if } (0.5(1 + a) < v_i \leq 1)
\end{cases}
\] (5)

where \( v_i \) is a random number in the interval of \([0,1]\) for all particles, and \( a \) starts from 0.5 and decreases to 0.33 through iterations.

This algorithm still suffered the problem of trapping in local minima, so the authors allowed 10 percent of particles to randomly move around search spaces without following the social and individual behaviors.

In 2008, a novel BPSO was proposed by Wang et al. [20] that utilized a novel updating strategy as follows:

\[
L \left( x^k_i(t) \right) = \frac{\left( x^k_i(t) - R_{\text{min}} \right)}{R_{\text{max}} - R_{\text{min}}}
\] (6)
\[ x_i^k(t + 1) = \begin{cases} 
1 & \text{if } \text{rand}() \leq L \left( x_i^k(t) \right) \\
0 & \text{if } \text{rand}() > L \left( x_i^k(t) \right) 
\end{cases} \quad (7) \]

where \( L(x) \) is a linear function with output values in the interval of \((0,1)\), \( \text{rand}() \) is a random number in \([0,1]\), and \([R_{\text{max}}, R_{\text{min}}]\) is a predefined range for gaining the probability value with \( L(x) \) function.

By introducing this method, it was claimed that the computational complexity of BPSO could be reduced, while the optimization ability could be improved. However, this modification was not able to solve the problem of trapping in local minima for a wide range of problems.

In the same year, Lee et al. [21] introduced another modification of BPSO whereby they allow continuous PSO update both velocities and positions. After that they used position values instead of velocity values to calculate the probability of changing elements of particles’ position vectors. In other words, they have two procedures for updating positions. The first one is the same as equation (2), and the second one is given as (8):

\[ x_i^k(t + 1) = \begin{cases} 
0 & \text{If } \text{rand} < S \left( x_i^k(t + 1) \right) \\
1 & \text{If } \text{rand} \geq S \left( x_i^k(t + 1) \right) 
\end{cases} \quad (8) \]

Similarly, they used equation (9) to calculate the probability values.

\[ S \left( x_i^k(t) \right) = \frac{1}{1 + e^{-x_i^k(t)}} \quad (9) \]

where \( x_i^k(t) \) is the position of particle \( i \) at iteration \( t \) in \( k \)-th dimension.

It should be noted that this formula uses position values \( (x_i^k(t)) \) rather than velocity values \( (v_i^k(t)) \) to calculate the probability values.

This algorithm also faced the problem of trapping in local minima so that it was equipped with a mutation operator to deal with this problem.

All the above-mentioned algorithms could not resolve the problem of trapping in local minima completely. In addition, they have fluctuating convergence speeds in dealing with diverse optimization problems.

In the following section the efficiency of the transfer function in improving these two problems is explored by introducing a new family of transfer functions.
4 Proposed families of transfer functions

A transfer function defines the probability of changing a position vector’s elements from 0 to 1 and vice versa. Transfer functions force particles to move in a binary space. According to Rashedi et al. [15], some concepts should be taken into account for selecting a transfer function in order to map velocity values to probability values as follows:

- The range of a transfer function should be bounded in the interval $[0,1]$, as they represent the probability that a particle should change its position.
- A transfer function should provide a high probability of changing the position for a large absolute value of the velocity. Particles having large absolute values for their velocities are probably far from the best solution, so they should switch their positions in the next iteration.
- A transfer function should also present a small probability of changing the position for a small absolute value of the velocity.
- The return value of a transfer function should increase as the velocity rises. Particles that are moving away from the best solution should have a higher probability of changing their position vectors in order to return to their previous positions.
- The return value of a transfer function should decrease as the velocity reduces.

These concepts guarantee that a transfer function is able to map the process of search in a continuous search space to a binary search space while preserving similar concepts of the search (Gbest and Pbest in PSO) for a particular evolutionary algorithm.

The transfer function that was used for the conventional BPSO in [16] was presented as equation (3). This function is also shown in Fig. 1 (a), named S2. As shown in this figure and Table 1, three new transfer functions manipulating the coefficient of $x$ have been introduced. It may be observed that $S1$ sharply increases and reaches its saturation as the velocity value rises much higher than $S2$, while the saturations of $S3$ and $S4$ begin later than $S2$. It should be noted that the probability of changing the values of position vectors rises as the slope of these transfer functions increases, so $S1$ returns the highest probability among them for the same value of velocity, whereas $S4$ provides the lowest value. These transfer functions have been chosen with different slopes and saturations compared to $S2$ in order to investigate the efficiency of these characteristics in improving the performance of BPSO. Due to the shapes of these curves, they are named s-shaped transfer functions. Consequently, their group is named the “s-shaped” family of transfer functions as well. As could be inferred from equation (4), the position updating rules of the s-shaped family force particles to take values of 0 or 1.
On the other hand, another type of transfer functions could be used which have different position updating rules. One of these transfer functions by Rashedi et al. [15] is presented in Fig. 1 (b) and Table 1 as V2. Since these functions are quite different from the s-shaped family, they need new position updating rules. For these types of transfer functions formula (10) should be employed to update position vectors based on velocities.

\[
x^k_i(t + 1) = \begin{cases} 
(x^k_i(t))^{-1} & \text{if rand} < T(v^k_i(t + 1)) \\
 x^k_i(t) & \text{rand} \geq T(v^k_i(t + 1))
\end{cases}
\]

(10)

where \( x^k_i(t) \) and \( v^k_i(t) \) indicates the position and velocity of particle \( i \) at iteration \( t \) in \( k \)-th dimension, and \( (x^k_i(t))^{-1} \) is the complement of \( x^k_i(t) \).

The advantage of this method is that these transfer functions do not force particles to take values of 0 or 1. In other words, they encourage particles to stay in their current positions when their velocity values are low or switch to their complements when the velocity values are high. These are named v-shaped transfer functions, and their group is also named the “v-shaped” family of transfer functions.

Three new v-shaped transfer functions named V1, V3, and V4 are proposed using diverse mathematical equations. These transfer functions are presented in Table 1 and Fig. 1 (b). It may be seen that the saturation of V1 begins with lower absolute values of velocities compared to V2. This makes V1 able to provide higher probability of switching particles’ positions than V2 for the same velocity. In contrast, the V3 and V4 transfer functions’ saturations begin after V1 and V2 providing less probability of change for the same velocities.

The steps of utilizing both families of transfer functions to force particle motion in a binary search space are illustrated in Fig. 2. In the following section, the efficiency of these families is investigated.

5 Experimental results and discussion

In this section, the proposed transfer functions are compared with each other in order to evaluate them and select the best. Then a comparative study with six recent modifications of BPSO is provided to validate the performance of the selected best transfer function.

In order to evaluate the performance of the proposed modified transfer function-based BPSO algorithms, twenty-five benchmark functions provided by CEC 2005 special session are employed [27]. These benchmark functions are the
shifted, rotated, expanded, and combined variants of the classical functions which bring the highest complexity among the current benchmark functions [27, 28]. The objective of the BPSO algorithms is to find the global minimum of them. These benchmark functions can be divided into three groups: unimodal, multimodal, and composite functions. Table 2 lists the aforementioned functions respectively, where Dim indicates dimension of the function, Range is the boundary of the function’s search space, and $f_{\text{min}}$ is the minimum return value of the function. Fig. 3, Fig. 4, and Fig. 5 illustrate the 2-D versions of these groups of benchmark functions. A detailed description of the benchmark functions is available in the CEC 2005 technical report [27].

To represent each continuous variable in binary, 15 bits are used. It should be noticed that one bit is reserved for the sign of each functions’ variable. Therefore, dimensions of the particles are calculated as follow:

$$\text{Dim}_{\text{Particle}} = \text{Dim}_{\text{Function}} \times 15$$

(11)

where $\text{Dim}_{\text{Particle}}$ indicates the dimension of each particle in BPSO and $\text{Dim}_{\text{Function}}$ is the dimension of a particular benchmark function.

The process of preparing continuous variables of the benchmark functions in binary for particles of BPSO is shown in Fig. 6.

According to equation (11), the dimensions of the particles are 75 ($5 \times 15$) for the unimodal and multimodal benchmark functions and 150 ($10 \times 15$) for the benchmark functions.

There are some parameters in BPSO algorithms that should be defined. According to Eiben and Smit [29], there are two methods for choosing values for the parameters of evolutionary algorithms: parameter tuning and parameter control. In the former method, the values of parameters are defined before starting the algorithms, and these parameters remain fixed until the end of iterations. In the latter method, the values of parameters are defined during execution of the algorithm. In this work the first method, parameter tuning, has been employed. The standard values recommended by Eberhart and Shi [30] are used in order to tune the parameters of BPSO. For all BPSO algorithms, the number of particles is equal to 30, $C_1$ and $C_2$ are set to 2, $w$ is linearly decreased from 0.9 to 0.4, the maximum number of iterations is set to 500, and the stopping criterion is satisfied when the maximum number of iterations is reached. Generally, the velocity should be limited to achieve a good convergence rate [30] so the maximum velocities of BPSO algorithms are set to 6. All transfer functions presented in Table 1 are applied to the BPSO and the resulting algorithms named BPSO1 to BPSO8. Thus, BPSO1 to BPSO4 use s-shaped transfer functions, and BPSO5 to BPSO8 use v-shaped transfer functions. The experimental results for all eight versions of BPSO are presented in Table 3. The results are averaged over 30
independent runs, and the best results are indicated in bold type. The average (AVE) and standard deviation (STD) of the best-so-far solution in the last iteration are reported in the form of (AVE ± STD).

According to Derrac et al. [31], to improve the evaluation of evolutionary algorithms’ performance, statistical tests should be conducted. In other words, it is not enough to compare algorithms based on the mean and standard deviation values [32] and a statistical test is necessary to prove that a proposed new algorithm presents a significant improvement over other existing methods for a particular problem.

In order to judge whether the results of the s-shaped and v-shaped transfer functions differ from each other in a statistically significant way, a nonparametric statistical test, Wilcoxon’s rank-sum test [33], was carried out at 5% significance level. The p-values calculated in the Wilcoxon’s rank-sum comparing the algorithms over all the benchmark functions are given in Table 4. In this table, N/A indicates “Not Applicable” which means that the corresponding algorithm could not statistically compare with itself in the rank-sum test. According to Derrac et al. [31], those p-values that are less than 0.05 could be considered as strong evidence against the null hypothesis. In the following subsections the simulation results of each benchmark functions group are provided and discussed.

5.1 Unimodal benchmark functions

As may be seen from the results of $F_1$ to $F_5$ in Table 3, BPSO8 has the best results in all of the unimodal benchmark functions. The p-values in Table 4 also show that the results of BPSO5 to BPSO8 are significantly better than BPSO1 to BPSO4. So these results show that the v-shaped family of transfer functions could improve the ability of BPSO in avoiding local minima for these benchmark functions. The best results of the BPSO algorithms with s-shaped transfer function are those of BPSO1.

Fig. 7 illustrates the convergence curves of all BPSO algorithms dealing with all unimodal benchmark functions. As can be seen from these curves, the convergence speed is slightly better for v-shaped transfer functions. Among BPSO algorithms with s-shaped transfer functions, BPSO1, which uses S1, has the fastest convergence rate.

To summarize, according to Table 3, Table 4, and Fig. 7, the BPSO algorithms using transfer functions from the v-shaped family tend to find the best solution in unimodal functions with a fast convergence rate.

5.2 Multimodal benchmark functions

The results of the multimodal benchmark functions ($F_6$ to $F_{14}$) are provided in the second and third main rows of Table 3. It should be noticed that these benchmark functions have many local minima with the number increasing exponentially with dimension. As the results show, v-shaped transfer functions perform better than the other transfer
functions in most of the multimodal benchmark functions. The only benchmark functions on which v-shaped transfer functions are not able to outperform s-shaped transfer functions are $F_6, F_8,$ and $F_{14}$, but the results of these two families are very close. The p-values in Table 4 also show that the significant results belong to the v-shaped family of transfer functions. These results show that the v-shaped family is better than the s-shaped family in terms of avoiding local minima for multimodal functions.

As may be observed in Fig. 8, BPSO algorithms with s-shaped and v-shaped transfer functions have distinct patterns of convergence. The s-shaped family has a steady convergence behavior, while v-shaped has an accelerated convergence. The best convergence curve belongs to BPSO8 for most of the benchmark functions, followed by BPSO7, BPSO6, and BPSO5. According to these results, the convergence speed of BPSO reduces for the v-shaped transfer functions with early saturation. In contrast, the s-shaped family has the opposite convergence behavior.

It is clear from the convergence curves of BPSO1 to BPSO4 that the convergence speed of BPSO decreases when the slope of the transfer function declines. In other words, the s-shaped transfer functions with early saturation converge much faster.

Once again it is clear that the BPSO algorithms using the v-shaped family of transfer functions (especially V4) are capable of finding the best solution with good convergence rate for multimodal benchmark functions.

### 5.3 Composite benchmark functions

The results of the composite benchmark functions are provided in the last two main rows of Table 3 and Fig. 9. The results of BPSO5 to BPSO8 appear better than BPSO1 to BPSO4 on all the composite benchmark functions except $F_{25}$. These results indicate that v-shaped transfer functions are useful for the BPSO algorithm in solving these benchmark functions as well. As shown in Fig. 5, the composition functions have extremely complex structures with many local minima, similar to real world problems. Hence, the results of Table 3 and Table 4 strongly suggest that the v-shaped family of transfer functions enhances the performance of BPSO in terms of avoiding local minima. The BPSO7 and BPSO8 algorithms have very close results, and each of them has the best results for four composite functions. Among the BPSO algorithms with s-shaped transfer functions, BPSO1 performs better for all composite benchmark functions, providing p-values greater than 0.05 for four of the composite functions.

Fig. 9 depicts the convergence curves of the BPSO algorithms on composite benchmark functions. As can be observed in this figure, the BPSO algorithms with s-shaped transfer functions have steady and monotonous convergence curves similar to the previous benchmark functions. However, the v-shaped transfer functions give BPSO an accelerated convergence behavior. This accelerated convergence helps the BPSO algorithms with v-shaped transfer functions to
surpass the BPSO algorithms with s-shaped transfer functions after completing almost half of the iterations (250). The effects of slopes and saturations of the s-shaped and v-shaped transfer functions are also similar to the previous benchmark functions, i.e. the v-shaped transfer functions saturated with lower absolute values of velocities have slower convergence while the s-shaped transfer functions with early saturation converge much faster than those with late saturation.

According to Table 3, Table 4, and Fig. 9, it can be stated that algorithms using the v-shaped family of transfer functions is capable of finding global solution with good convergence speed in dealing with composite benchmark functions.

To summarize, statistically speaking, the BPSO algorithms with the v-shaped family of transfer functions have the best results for twenty-one out of twenty-five benchmark functions, showing significant improvement in eleventh of them. In contrast, the BPSO algorithms using the s-shaped family transfer functions have the best results on only four benchmark functions, giving significant results in none of them. Among all algorithms, the BPSO8 algorithm with V4 transfer function performs better in thirteen out of twenty-five benchmark functions; around half of the test functions. Therefore, these results show that the family of s-shaped transfer functions with their method of position updating is not suitable for the BPSO algorithm. However, the proposed new v-shaped family of transfer functions with their special method of updating positions is useful for the BPSO algorithm in terms both of avoiding local minima and convergence rate.

In the following subsection, a comparative study with some recent modifications of BPSO is provided in order to validate the performance of the proposed new approach.

5.4 Comparative study

In this section, the BPSO8 algorithm which showed the highest performance among the proposed modified transfer function-based BPSO algorithms is named VPSO and compared with some of the most recent, modified versions of BPSO algorithms such as MPSO1 [19], PBSO [20], and MPSO2 [21]. In order to provide a comprehensive comparative study, some recent high performance versions of continuous PSO such as CLPSO [34], FIPS [35], and DMS-PSO [36, 37] are also converted to binary algorithms and compared with the VPSO algorithm. These new binary algorithms, which use both s-shaped and v-shaped transfer functions, have been equipped with S2 and V4 transfer functions to be able to work in binary spaces. Those using the S2 transfer function are named MBPSO1, MBPSO2, BCLPSO, BFIPS, and BDMS-PSO, whereas those using V4 are named MVPSO1, MVPSO2, VCLPSO, VFIPS, and VDMS-PSO. It should be noted that PBSO does not use transfer functions. The minimization and statistical results of these algorithms and VPSO are provided
in Table 5 to Table 8 for unimodal, multimodal, and composite benchmark functions. The best results are highlighted in boldface.

As can be seen in Table 5, the VPSO algorithm outperforms the other s-shaped based algorithms on all the unimodal benchmark functions in terms of the mean and standard deviation of the results. According to the p-values in Table 6, VPSO offers much significant improvement in all the unimodal benchmark functions in comparison with the other algorithms. Therefore, this proves that the proposed v-shaped family of transfer functions could significantly improve the performance of BPSO in finding the global solution of unimodal benchmark functions.

According to results of $F_6$ to $F_{14}$ in Table 5, the VPSO algorithm has the best performance among the algorithms on four of the multimodal benchmark functions. The p-values of $F_6$ to $F_{14}$ in Table 6 indicate significantly improved performance for the VPSO algorithm in two of the multimodal functions compared to the other algorithms as well. So it appears that the VPSO algorithm with its transfer function (V4) can be better than the conventional BPSO in avoiding local minima.

As reflected in the remaining functions of Table 5, the recorded results on the composite benchmark function are variable. The VPSO algorithm shows better results in eight out of eleven composite benchmark functions. The BDMS-PSO algorithm outperforms the other algorithms on the $F_{17}$, $F_{22}$, and $F_{23}$ benchmark functions. In addition, as shown in Table 6, the VPSO algorithm yields significantly greater improvements for seven of the composite benchmark functions than the other algorithms.

The results of Tables 7 and Table 8 indicate that the performance of all the BPSO algorithms is improved with the v-shaped transfer function. VPSO algorithm has the best results for $F_1$, $F_3$, $F_4$, $F_6$, $F_7$, $F_{12}$, $F_{15}$, $F_{16}$, $F_{18}$, $F_{20}$, $F_{21}$, and $F_{25}$. It is worth mention that the results of Table 8 vary in comparison with Table 6. This is the outcome of increasing the performance of all algorithms, which results in rejection of the null hypothesis in sixteen of the functions.

Overall, it is evident that the VPSO algorithm has the best results (considering p-values) on fourteen functions in comparison with other s-shaped based algorithm and seven functions compared to the v-shaped based algorithms. Therefore, it appears that the proposed v-shaped family of transfer functions, especially the V4 function, has merit for use in binary algorithms. Additionally, these results indicate how important the role of the transfer function in BPSO is, such that by selecting a suitable function, the performance of BPSO can be increased markedly.

6 Conclusion

In this paper, six new modified transfer function-based BPSO are proposed utilizing different transfer functions. Six new transfer functions divided into two families, s-shaped and v-shaped, are introduced and evaluated. In order to evaluate
the performance of all the modified transfer function-based versions, twenty-five benchmark functions were employed, and the results compared. The highest performance algorithm was VPSO, when compared with six recent high performance modifications of BPSO. Furthermore, the Wilcoxon’s rank-sum nonparametric statistical test was carried out at 5% significance level to judge whether the results of the VPSO algorithm differ from the best results of the other algorithms in a statistically significant way. The results show that the new introduced v-shaped family of transfer functions with their own method of updating position vectors can significantly improve the performance of the original BPSO in terms of avoiding local minima and convergence rate. The results also show that the proposed new v-shaped family of transfer functions, especially the V4 function, has merit for use in binary algorithms.

For future studies, it would be interesting to investigate the impact of the new v-shaped family of transfer function on other binary algorithms like Binary Gravitational Search Algorithm and Binary Magnetic Optimization Algorithm. In addition, the use of mathematical functions with variety of slopes and saturations could be explored as new transfer functions for BPSO.
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