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Abstract

This article deals with hierarchical decomposition of Petri nets. The following question is considered: which conditions a subnet should satisfy to make possible its replacement by a macroplace? A general class of such subnets is defined. The theoretical results related to such kind of decomposition are presented. Application of the decomposition to verification of systems, which are specified by means of Petri nets, is considered.
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1. Introduction

Petri nets [1] specify a popular model of a parallel discrete system, which is widely applied for formal specification and verification of computer systems, telecommunication systems, digital controllers, and so on. However one of the disadvantages of classical Petri nets as a modeling tool is lack of hierarchy. When the Petri nets are used in the system design, hierarchy is important for specification and modeling of systems. At the same time, hierarchical decomposition is often useful for analysis purposes. A major weakness of the Petri nets is the complexity problem, while the hierarchical reduction preserving the essential system properties can significantly simplify the analysis. Also, hierarchical decomposition is used in some methods of logical design, especially for optimization of state encoding [3,6,7,9,14].

The mentioned reasons cause the popularity of the various hierarchical Petri net models [2-4,6,8-12,14]. For example, the Petri net based languages for specification of control systems usually allow the hierarchical structures [3,7,12,13]. There are two main kinds of hierarchical Petri net models: based on macroplaces and macrotransitions. In the first case, a Petri net may correspond to a place (macroplace) of the net, which belongs to the higher hierarchy level, in the second case it may correspond to a transition of the macronet. In this paper we consider only the case of the macroplaces, being more popular and more convenient than the case of macrotransitions. Moreover, we consider only the place-bordered subnets.

There are several methods of “aggregating” a subnet into a macroplace, however, as far as we know, there is no answer for the general question: which conditions a subnet must satisfy, such aggregating to be possible. A proper answer would allow to expand and generalize the methods of hierarchical decomposition of Petri nets. Such methods could be applied in the tools of design and verification of hardware and software integrated systems.

In the paper we present a class of subnets which can be aggregated into the macroplaces preserving well-formedness of the nets.

2. Preliminaries

A Petri net [1] is a triple $\Sigma = (P, T, F)$, where $P$ is a set of places, $T$ a set of transitions; $P \cap T = \emptyset$; $F \subseteq (P \times T) \cup (T \times P)$. For $t \in T$, $t^\cdot$ denotes $\{p \in P | (p, t) \in F\}; t^\cdot$ denotes $\{p \in P | (t, p) \in F\}; t^\cdot$ and $t^\cdot$ are the sets of input and output places, respectively. Similar notation is used for places ($p^\cdot$ and $p^\cdot$ denote the sets of input and output transitions of place $p$, correspondingly). It can be generalized for sets of transitions (places): $X = \cup_{p \in X} p$ and $X^\cdot = \cup_{p \in X} p^\cdot$. A Petri net can be considered as a directed graph with two subsets of nodes corresponding to places and transitions, where the arcs join places to transitions or conversely.

A marking of a net is defined as a function $M: P \rightarrow \{0, 1, 2, \ldots\}$. It can be considered as a vector of numbers of tokens situated in the net places. Number of
tokens in a place \( p \) at marking \( M \) is denoted as \( M(p) \). 
\( M(p) \) denotes the sum of tokens in all places \( p \in P \) at \( M \). 
\( M' > M \) means that \( \forall p \in P: M'(p) \geq M(p) \) and \( \exists p \in P: M'(p) > M(p) \). Initial marking \( M_0 \) is usually specified (sometimes there are several initial markings). A marking is **safe**, if the number of tokens in any place is not greater than 1.

A transition \( t \) is **enabled and can fire** if every place \( \text{pe}^t \) contains a token. Transition firing removes one token from each input place and adds one token to each output place of the transition. A marking that can be reached from \( M \) by a firing sequence is called **reachable** from \( M \); the set of reachable markings is denoted as \([M]\).

A transition is **live** if there is a reachable marking in which it is enabled; otherwise it is **dead**. A deadlock is a marking in which all transitions are dead. A net is **live** if in all the reachable markings all transitions of the net are live. A net is **safe** if every reachable marking is safe.

A Petri net \( \Sigma' = (P', T', F') \) is a **subnet** of Petri net \( \Sigma = (P, T, F) \) if \( F' = F \cap ((P' \times T') \cup (T' \times P')) \), \( T' \subseteq T \), \( P' \subseteq P \). We assume that \( T' \subseteq T', T' \subseteq P' \) (the subnets are **place-bordered**). \( P^\text{in} = \; T' \cap T \) and \( T^\text{in} = P' \cap T \) are the input and output sets of places. We denote the set of input places as \( P^\text{in} \) (\( P^\text{in} = P' \cap (T' \cap T) \)) and the set of output places as \( P^\text{out} \) (\( P^\text{out} = P' \cap (T \cap T') \)). These sets may intersect. A subnet is **quasi-live**, if each of its transitions is live in at least one of its initial markings.

Note that every transition of a place-bordered subnet is independent in sense of [5] of any transition outside the subnet, which is not incident to any border place of the subnet.

We recall the next statement which is necessary to prove the new results below.

**Theorem 1.** Let \( M \) be a marking of \( \Sigma \). If \( M_0, M_1, \ldots, M_k \), and \( \sigma_2 \) can be obtained from \( \sigma_1 \) by successively permuting pairs of adjacent independent transitions, then \( M_1 = M_2 \).

This is theorem 3.10 from [5], re-formulated to avoid introducing the additional notions.

### 3. Replacing subnet with macroplace

Reduction and hierarchical decomposition of the Petri nets is usually based on replacing of certain subnets with the single places, called the macroplaces. The question is, which subnet is appropriate for such replacement? The cases described in the literature usually belong to the following classes.

1. **State Machine subnets** (including series places) [1,3,6,8,11].


3. **Parallel places** [1,3,6,8].

4. **P-blocks** (to the best of our knowledge, the most general known class of such subnets) [9,10].

These classes do not cover all possible situations. In [2], the examples are considered, which do not belong to any of the mentioned classes, but no attempt is made to define a wider class. Fig. 1 demonstrates another case which does not belong to any of mentioned classes. It seems intuitively clear, however, that the replacement presented here preserves liveness and safeness of the net.

![Figure 1. An example of reduction](image)

Below a definition of a more general class of the subnets is presented, for which replacement with single place is possible. Let us define the sets \( P^\text{in}, P^\text{out}, \ldots, P^\text{out} \), as all different sets being the subsets of \( P^\text{in} \) such that for every \( P^\text{in} \) there exists transition \( t \in T \) and \( P^\text{out} = P^\text{in} \cap T \). By definition, the sets \( P^\text{in}, \ldots, P^\text{out} \) cover the set \( P^\text{in} \). Let us define for every set \( P^\text{in} \) the marking \( M^\text{in} \), such that \( M^\text{in} = 1 \), if and only if \( p \in P^\text{in} \), otherwise \( M^\text{in} = 0 \). The markings \( M^\text{in} \) will be considered as the initial markings for the subnet. In similar way we define the sets \( P^\text{in}, P^\text{out}, \ldots, P^\text{in} \) as the subsets of \( P^\text{out} \) such that for every \( P^\text{in} \) there exists transition \( t \in T^\text{out} \) and \( P^\text{out} = P^\text{in} \cap T^\text{out} \) and the markings \( M^\text{out} \) which will be called **terminal markings**. “Terminality” of a marking means, that all tokens can be removed from the subnet by single firing of a transition not belonging to the subnet.

Let us define a **P-subnet** as a subnet, which satisfies the following conditions.
1. Every terminal marking is reachable from every marking, which is reachable from any of initial markings of \( \Sigma \).

2. There are no such marking \( M \), reachable from any of initial markings of \( \Sigma' \), and such terminal marking \( M^\text{out} \), that \( M > M^\text{out} \).

3. \( \Sigma' \) is safe for its every initial marking.

4. \( \Sigma' \) is quasi-live.

5. When \( \Sigma \) is in its initial marking \( M_0 \), \( \Sigma' \) is not marked or is in one of its initial markings.

Below the operation of the replacement is defined.

**Operation 1.** For given Petri net \( \Sigma \) and its subnet \( \Sigma' \), remove all places and transitions of \( \Sigma' \) and add new place \( mp \). For every transition \( t_i \in (T \cup T') \) such that before the transformation \( t_i \cap P^\Sigma = P^\Sigma_i \), replace all arcs leading from \( t_i \) to \( P^\Sigma \) with single arc from \( t_i \) to \( mp \). For every transition \( t_j \in (T \cup T') \) such that before the transformation \( t_j \cap P^\Sigma = P^\Sigma_j \), replace all arcs leading from \( P^\Sigma \) to \( t_j \) with single arc from \( mp \) to \( t_j \). All other arcs of the net remain unchanged. \( M_0(mp) = \max(M_0(p) \mid p \in P') \), initial marking of other places remain unchanged.

### 4. Main theoretical results

In the following paragraphs, we present a set of statements describing properties of replacing a P-subnet with a macroplace. In all of the following theorems, \( \Sigma' \) means a P-subnet of a *safe* Petri net \( \Sigma \), \( \Sigma^R = (P^R, T^R, \Sigma^R) \) means the net after applying Operation 1 to \( \Sigma \) and \( \Sigma' \); \( Pr(M) \) is the function calculating for any marking of \( \Sigma \) the corresponding marking of \( \Sigma^R \) in the same way, as the initial marking of a reduced net is calculated for \( M_0 \) in Operation 1.

**Theorem 2.** Let \( M \) be a marking reachable in \( \Sigma \), and \( M' \) be the restriction of marking \( M \) to the subset of places \( P' \). \( M' \) is reachable from one of the initial markings \( M^0 \) of \( \Sigma' \).

**Proof.** By construction, \( \Sigma' \) can obtain tokens only to all the places marked in any of its initial markings (or it may be in one of its initial markings when \( \Sigma \) is in \( M_0 \)), and it can loose the tokens only from all places marked in one of its terminal markings. From Condition 2, when \( \Sigma' \) loses tokens, it can loose only all of them together. So, if \( \Sigma' \) obtains the tokens when it is not empty, then it follows from Condition 1, that \( \Sigma' \) is not safe, and \( \Sigma \) is not safe too. Then, such situation is impossible (there is a contradiction), and every marking of subnet \( \Sigma' \) is reachable from one of its initial markings.

**Theorem 3.** If there exists firing sequence \( \sigma \) for \( \Sigma \) such that \( M_0 \sigma M \), then there exists firing sequence \( \sigma^R \) for \( \Sigma^R \), which is obtained from \( \sigma \) by removing all transitions which belong to \( T' \), and \( M_0 \sigma^R M^R \), where \( M^R = Pr(M) \).

**Proof.** The proof proceeds by induction on the length of \( \sigma \). If \( |\sigma| = 1 \), then the statement evidently holds (either \( t \in T \cup T' \), or \( Pr(M) = Pr(M_0) \)). Assume the statement is true for \( |\sigma| = m \). Let \( t \) be a transition enabled in \( M \), \( MtM' \). If \( t \in T' \), then \( \forall p \in P' \): \( M'(p) = M(p) \), and \( t \) does not belong to \( T^R \). If \( t \in (T \cup T') \), then the following variants are possible:

a) \( t \cap P' = \emptyset, t \cap P^\Sigma = \emptyset \);

b) \( t \cap P' \neq \emptyset, t \cap P^\Sigma = \emptyset \);

c) \( t \cap P' = \emptyset, t \cap P^\Sigma \neq \emptyset \);

d) \( t \cap P' \neq \emptyset, t \cap P^\Sigma \neq \emptyset \).

If a), then \( t \) is enabled in \( \Sigma^R \) at \( M^R \), and its firing affects only the places outside \( P' \).

If b), then \( t \) is enabled in \( \Sigma^R \) at \( M^R \), and \( t \) firing removes all tokens from \( P' \) in \( \Sigma \) (Condition 2) and the only token from \( mp \) in \( \Sigma^R \).

If c), then firing of \( t \) in \( \Sigma^R \) adds one token to \( mp \), which corresponds to marking \( \Sigma' \) by one of its initial markings; before firing of transition \( t \) \( mp \) and, correspondingly, \( P' \) are empty, otherwise, as follows from theorem 2 and Condition 1, \( \Sigma' \) is in a marking from which every its terminal marking is reachable; this contradicts the assumption that \( \Sigma \) is safe (there are unsafe places in \( P' \)).

If d), then firing of \( t \) removes all tokens from \( \Sigma' \) in \( \Sigma \) and the only token from \( mp \) in \( \Sigma^R \), and adds a token back to \( mp \), which corresponds to marking \( \Sigma' \) by one of its initial markings. In all cases the statement holds for \( |\sigma| = m + 1 \). We may conclude that the statement holds for any firing sequence \( \sigma \) existing for \( \Sigma \) and transforming \( M_0 \) to \( M \).

**Theorem 4.** If there exists firing sequence \( \sigma^R \) for \( \Sigma^R \) such that \( M_0 \sigma^R M^R \), then there exists firing sequence \( \sigma \) for \( \Sigma \), such that \( M_0 \sigma M \), where \( M^R = Pr(M) \); \( M(p') = 0 \) if \( M^R(mp) = 0 \), otherwise \( \Sigma' \) is in one of its initial markings, when \( \Sigma \) is in \( M \); \( \sigma \) can be obtained from \( \sigma^R \) by adding some transitions belonging to \( T' \).

**Proof.** For every transition \( t_i \in \sigma^R \) such that \( mp \in \sigma^R \) (if it exists) find in \( \sigma^R \) the nearest previous transition \( t_i \) such that \( mp \in \sigma^R_i \) (if it exists). Let \( M^\text{out} \) be the terminal marking of \( \Sigma' \) corresponding to \( t_i \) in \( \Sigma \). Let \( M^\text{in} \) be the initial marking of \( \Sigma' \) corresponding to \( t_i \) in \( \Sigma \) or, if \( t_i \) does not exist, the initial marking of \( \Sigma' \) corresponding to \( M_0 \) in \( \Sigma \) (if there is transition \( t_i \) in \( \sigma^R \), then \( mp \) has to obtain a token by firing of a previous transition or to have a token initially). Insert into \( \sigma^R \) immediately before \( t_i \) a firing sequence transforming in \( \Sigma' \) marking \( M^\text{in} \) to \( M^\text{out} \) (it exists according to Condition 1). It is easy to see, that the obtained firing sequence \( \sigma \) transforms in \( \Sigma \) marking \( M_0 \) to marking \( M \) which does not differ from \( M^R \) in
respect of all places outside $P'$; $M(P')=0$, $M^p(mp)=0$ (then either all places of $P'$ have no tokens during execution of $\sigma$, or all tokens are removed from $P'$ by the last transition $t_i$ such that $t_i^*\not\in P'\not\in \emptyset$, which follows from Condition 2). If $M(\sigma(mp))=0$, then $\Sigma'$ is marked in $M$ by its initial marking, corresponding to the last transition $t_i$ in $\sigma$ such that $t_i^*\not\in P'\not\in \emptyset$ (if $P'$ has some tokens, when $t_i$ is enabled, then $\Sigma'$ is not safe, and this contradicts the assumption).

**Theorem 5.** Let $M_1\in\{M_0\}$, $M_2\in\{M_0\}$, $\forall p\in P: M_1(p)=M_2(p)$, $M(P')=0$ or restriction $M'$ of $M$ to $P'$ is a terminal marking of $\Sigma'$. Then $M\in\{M_1,M_2\}$, if and only if $M\in\{M_2\}$.

**Proof.** From theorem 2, both restrictions $M_1'$ and $M_2'$ of $M_1$ and $M_2$ to $P'$ are reachable from some initial markings of $\Sigma'$. Let $M_1,\sigma_1,M, M(P')=0$ or restriction $M'$ of $M$ to $P'$ is a terminal marking of $\Sigma'$. Then from theorem 1 and Condition 1 follows, that $\sigma_1$ can be reordered so that $M_1,\sigma_1, M_1',\sigma_1', M$, where $\sigma_1'$ consists of only transitions which belong to $T'$, and restriction of $M_1'$ to $P'$ is one of terminal markings $M^*_{\Sigma'}$ of $\Sigma'$ (if $M_1'=M^{\sigma_1}_1$, then $\sigma_1'$ is empty). Then $\forall p\in P: M_1(p)=M_1'(p)$. From Condition 1, $M^{\sigma_1'}_{\Sigma'}$ is reachable from $M_1'$ in $\Sigma'$. Let $M_1',\sigma_1,M^{\sigma_1'}_{\Sigma'}, M_1',\sigma_1', M$. In the similar way it can be shown that, $M\in\{M_2\} \Rightarrow M\in\{M_1\}$.

**Theorem 6.** $\Sigma$ is live, if and only if $\Sigma^R$ is live.

**Proof.** $(\Rightarrow)$ Suppose that $\Sigma$ is live and $\Sigma^R$ is not live. Then there exists marking $M^R$ of $\Sigma^R$ such that $M_0,\sigma^R,M^R$ and transition $t\in T^R$ is dead in $M^R$. Then, as follows from theorem 4, there exists firing sequence $\sigma$ in $\Sigma$ such that $M_0,\sigma,M$, where $M^R=Pr(M)$. As far as $\Sigma$ is live, firing sequence $\sigma'$ exists for $\Sigma$, that transforms $M$ to $M'$, and $t$ occurs in $\sigma'$. Then from theorem 4, $\sigma'$ at $M$ has no tokens or is in one of its initial markings. Now we may consider $M$ as an initial marking and apply theorem 3 to $M$ and $M'$. Then there exists firing sequence $\sigma^R$ which is enabled at $M^R$ in $\Sigma^R$ and can be obtained from $\sigma'$ by removing all transitions not belonging to $T'$. As far as $t\not\in T'$, $t$ occurs in $\sigma^R$, and we have come to a contradiction because we have supposed, that $t$ is dead in $M^R$.

$(\Leftarrow)$ Suppose that $\Sigma$ is not live and $\Sigma^R$ is live. Then there exists marking $M$ of $\Sigma$ such that $M_0,\sigma,M$ and transition $t$ is dead in $M$. According to theorem 3, a marking $M^R=Pr(M)$ is reachable in $M$. If $t\in T'$, then transition $t$ is not dead in $M^R$. Let $M^R,\sigma_1,M^R, t\not\in T'$, $t$ is a transition enabled in $M^R$. It follows from theorem 4, that a marking $M_1$ is reachable in $\Sigma$ from marking $M'$, such that $\forall p\in P: M'(p)=M(p)$, restriction of $M'$ to $P'$ is one of initial markings of $\Sigma'$, if $M(P')\not=0$, or the empty marking otherwise. Transition $t$ is not dead in $M_1$, because either it is enabled in $M_1$, or its empty input places belong to $P'$.

5. Conclusion and further work

Hierarchical Petri net model is a powerful and convenient tool of specification of control algorithms and is used, among others, in computer-aided design of logical controllers. We have presented an approach to hierarchical reduction of Petri nets, which generalizes the known ways of aggregating the subnets into the macroplaces. The proposed approach will be useful for analysis of Petri nets and formal verification of the discrete systems which can be modeled by such nets. It
also may be useful for design of parallel discrete systems, because it extends the formally defined class of the nets belonging to the lower levels of hierarchical structures.

In author's view, the most significant points of weakness of the presented results, which simultaneously lead the directions of future works, are the following.

- All presented statements are related to safe Petri nets, but we suppose that the transformation preserves safeness. The problem with proving the statements for the unsafe nets is caused by the difficulties with possible behavior of a subnet marked by a marking which is greater than one of its initial marking.
- It is not clear how to detect the subnets satisfying the formulated conditions; moreover, to check whether a given subnet is a P-subnet, in general case it is necessary to know its state space.
- There are the subnets which cannot be replaced with single place, but can be substituted by a simple representation without internal places. There is a lot to do in the area of theoretical and practical aspects of such kind of reduction.
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