Fast adapting value estimation-based hybrid architecture for searching the world-wide web
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Abstract

The slogan that information is power has undergone a slight change. Today, information updating is in the focus of interest. The largest source of information is the world-wide web. Fast search methods are in need for this enormous source. In this paper a hybrid architecture that combines soft support vector classification and reinforcement learning for value estimation is introduced for the evaluation of a link (a document) and its neighboring links (or documents), called the context of a document. The method is motivated by (i) large differences between such contexts on the web, (ii) the facilitation of goal oriented search using context classifiers, and (iii) attractive fast adaptation properties, that could counteract diversity of web environments. We demonstrate that value estimation-based fast adaptation offers considerable improvement over other known search methods.
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1. Introduction

The number of documents on the world-wide web is way over 1 billion [1]. The number of new documents is over 1 million per day. The number of documents that change on a daily basis, e.g. documents about news, business, and entertainment, could be much larger. This ever increasing growth presents a considerable problem for finding, gathering, ordering the information on the web. The only search engine that may still warrant that the information it provides is not older than 1 month is AltaVista.1 However, the number of indexed pages on AltaVista is about 250 million documents. Google,2 on the other hand, is indexing about 1300 million pages, but Google does not warrant any refresh rate of these documents.

The problem is complex: these search engines are not up-to-date and information gathering is not always efficient with these engines. Search engines may offer too many documents, sometimes on the order of hundreds or many thousands. Many web pages have no value, e.g. by making use of a large set of keywords, or being simply huge collections of documents originating from broad sources.

Specialized, possibly personalized crawlers are in need. This problem represents a real challenge for methods of artificial intelligence and has been tackled by several research groups [2–10]. One of the first attempts in this direction was made by Chakrabarti et al. [11] who put forth the idea of focused crawling. To
understand the idea, let us consider crawling in general. Assume that ‘you are at a node’ of the web. This node has been analyzed and you have to decide what to do next. It is very possible that relevant information can be found in the immediate neighborhood of this node. In turn, you download all the documents next to you and start to analyze those documents. Doing so, you may found relevant documents or may not. When you are done you have the option to download all the documents that are two steps away from you and to analyze those documents. This approach is well known in the AI literature and is called breadth first technique. However, the world-wide web is ‘small’: the WWW had about 800 million nodes in 1999 and the number of minimal hops required to reach most documents from any particular document was 19[12]. Such connectivity structure between units is called ‘small world’. In turn, breadth first search incurs an enormous burden as a function of depth. At one point (at a given depth) breadth first search needs to be abandoned and a decision is to be made to which node to move next. To decide on that move, the values of the nodes need to be estimated from the point of view of the goal of the search. Focused crawling is based on this idea. Focused crawling makes an attempt to classify the content of the document. If the document falls into the search category then the document is downloaded and the links of the documents are followed. Diligenti et al. [1] have recognized the pitfall of focused crawling: searched information on the web is typically hidden: sites of particular interest may have a lower number of directed links then sites of general interest. In turn, we might face the ‘needle in the haystack’ problem with the haystack being sites on general interest. The hidden property is thus the implicit consequence of our particular interest.

Let us consider sites dealing with support vector machines (SVMs). Sites about SVMs are not typical on the web. Not all sites dealing with SVM are linked. In turn, focused crawling could be rather inefficient and this direct search for SVM sites might fail. On the other hand, most of the SVM sites are within (i.e. linked to) academic environments, or within sites dealing with information technology. These topics are much more general and might have much more links and a much higher ‘visibility’. In turn, searching for the environment of SVM sites, could be much more efficient. A hand-waving argument can be given as follows. Documents are linked to each other. Links are made by those for whom the document has value. These links form the one-step context of the document. The one-step context, in turn, may be characteristic to the document. The one-step environment of the document (i.e. documents that are one step away), documents that are two steps away, etc. form the ‘context’ of the document. When we search for a document, by definition, we shall encounter the environment of the document first. In turn, first we might search for the environment of the document. This is the idea behind ‘context focused crawling’ (CFC)[1]. This idea, which is trivial for graphs with high clustering probability (e.g. regular lattices), could be criticized for the case of ‘small worlds’, when documents—on average—are about as far as the environment of the document. However, the question is intriguing, because the visibility could be much less for searched documents than that of the environment of the searched documents.

CFC does not take into consideration the varieties on the web: environments may differ. For example, for small universities or for small research institutes ‘one-step context’ may correspond to ‘two-step context’ for large departments of large universities. If the order of contexts might change then CFC will go close and will miss the documents. In turn, the decision whether to ‘stay and download’ at a given site or ‘not to download but move’ can be seriously jeopardized. Fast adapting value estimation method may provide an attractive solution to this search problem where information is hidden within not-yet-experienced environments. The environment of high value documents can provide reinforcing feedback in a straightforward fashion. Interestingly, reinforcement learning (RL) has not been found particularly efficient for searching the world-wide web [13]. The efficiency of RL, however, depends strongly on feature extraction. It seems natural to explore the CFC idea as the initial feature extraction method for RL. Here we show how to combine CFC with RL to search on the web.

2. Methods

2.1. Preprocessing of texts

There is a large variety of methods that try to classify texts [14–27]. Most of these methods are based
on special dimension reduction. First, the occurrence, or sometimes the frequency of selected words is measured. The subset of all possible words ('bag of words' (BoW)) is selected by means of probabilistic measures. Different methods are used for the selection of the 'most important' subset. The occurrences (0’s and 1’s) or the frequencies of the selected words of the subsets are used to characterize all documents. This low—typically 100—dimensional vector is supposed to encompass important information about the type of the document. Different methods are used to derive 'closeness measures' between documents in the low-dimensional spaces of occurrence vectors or frequency vectors. The method can be used both for classification, i.e. the computation of decision surfaces between documents of different 'labels' [15,16,23,26] and clustering, a more careful way of deriving closeness (or similarity) measures when no labels are provided [14,17,22,24,28].

We tried several BoW-based classifiers on the 'call for papers' (CfP) problem. 3 CfP is considered a benchmark classification problem of documents: the ratio of correctly classified and misclassified documents can be automated easily by checking whether the document has the three word phrase 'call for papers', or not. Classifiers were developed for one-step, two-step environments, etc., for CfP documents. We found that these classifiers perform poorly for the CfP problem. In agreement with published results [16], supervised SVM classification was superior to other methods. SVM was simple and somewhat better than Bayes classification. However, SVM requires a large number of support vectors for the CfP problem.

2.2. SVM classification

The SVM classifier operates similarly to perceptrons. SVM, however, has better generalizing capabilities, see, e.g. the comprehensive book of Vapnik [29] a tutorial material [30], comparisons with other methods [31,32], improved techniques [33] and references therein. 5 The trained SVM was used in 'soft mode'. That is, the output of the SVM was not a decision (yes, or no), but instead, the output could take continuous values between 0 and 1. A saturating sigmoid function was used for this purpose. In turn, (i) the non-linearity of the decision surface was not sharp, (ii) for inputs close to the decision surface the classifier provides a linear output. The output of the sigmoid non-linearity can be viewed as the probability of a class. These probabilities for the different classes are distinct yardsticks working on possibly different features. The RL algorithm was used to estimate the value of these yardsticks.

2.3. Value estimation

There is a history of value estimation methods based on reinforcement learning: some of the important steps—judged subjectively—are in the cited papers: [34–45]. A thorough review on the literature and the history of RL can be found in [46]. In our approach, value estimation plays a central role. Value estimation works on states (s) and provides a real number, the value, that belongs to that state: \( V(s) \in \mathbb{R} \). Value estimation is based on the immediate rewards (e.g. the number of hits) that could be gained at the given state by executing different actions (e.g. download or move). Value of a state (a node, for example) is the long-term cumulative reward that can be collected starting from that state and using a policy. Policy is a probability distribution over different actions for each state: policy determines the probability of choosing and action in a given state. Policy improvement and the finding of an optimal policy are central issues in RL. RL procedures can be simplified if all possible ‘next’ states are available and can be evaluated. This is our case. In this case one does not have to represent the policy. Instead, one could evaluate all neighboring nodes of the actual state and move to (and/or download) the one with the largest estimated long term cumulated reward, the estimated value. Typically one includes random choices for a few percentages of the steps. These random choices

\[
\text{output} = \frac{1}{1 + \exp(-\alpha \cdot \text{input})}
\]

4 Note that SVM has no adjustable parameters.

5 The output can be calculated as follows:
are called ‘explorations’. The estimated value-based greedy choice is called ‘exploitation’.

If the downloaded document contains the phrase ‘call for papers’ then the learning system incurs an immediate reward of 1. If a downloaded document does not contain this phrase then there is negative reward (i.e. a punishment) of $-0.01$. These numbers were rather arbitrary. The relative ratio between reward and punishment and the magnitude of the parameter of the sigmoid function do matter. These parameters influence learning capabilities. Our studies were constrained to a fixed set of parameters. One may expect improvements upon optimizing these parameters for a particular problem. In our case, search over the internet was time consuming and prohibited this optimization.

Value estimation makes use of the following upgrade

$$V^{+}(s_t) = V(s_t) + \alpha(r_{t+1} + \gamma V(s_{t+1}) - V(s_t))$$

where $\alpha$ is the learning rate, $r_{t+1} \in R$ is the immediate reward, $0 < \gamma < 1$ is the discount factor, and $\gamma$ is the discount factor.
subscripts \( t = 1, 2, \ldots \) indicate action number (i.e. time). This particular upgrade is called temporal differencing with zero eligibility, i.e. the TD(0) upgrade. TD methods were introduced by Sutton [36]. An excellent introduction to value estimation, including the history of TD methods and description on the applications of parameterized function approximators can be found in [46]. Concerning details of the RL technique, (a) we used eligibility traces. (b) Opposed to the description given above, we did not need explorative steps because the environments can be very different and that diminished the need for exploration. (c) We did not decrease the value of \( \alpha \) by time to keep adaptivity. (d) We approximated the value function as follows:

\[
V(s) \approx \sum_{i=1}^{n} w_i \sigma(SVM(i))
\]

where the output of the \( i \)th SVM (i.e. the \( i \)th component of the output without any ‘signum’ type of non-linearity) is denoted by SVM\((i)\), \( \sigma(\cdot) \) denotes the sigmoid function acting on the outputs of the SVM classifiers, \( w_i \) is the weight (or relevance) of the \( i \)th classifier determined by upgrade Eq. (1). If the quality of the upgrade is measured by the mean square error of the estimations then the following approximate weight upgrade can be derived for the weights (see, e.g. [46] for details):

\[
\Delta w_i = \alpha(r_{t+1} + \gamma V(s_{t+1}) - V(s_t))\sigma(SVM(i)).
\]

This upgrade—extended with eligibility traces [36,46]—was used in our RL engine.

3. Features and learning to search

3.1. Breadth first crawler

A crawler is called breadth first crawler, if it first downloads the document of the launching site, continues by downloading the documents of all first neighbors of the launching site, then the documents of the neighboring sites of the first neighbor sites, i.e. the documents of the second neighbor sites, and so on.

3.2. Context focused crawler

A target document and its environment are illustrated in Fig. 1. The goal is to locate the document by recognizing its environment first and then the document within. The CFC method [1] was modified slightly—in order to allow direct comparisons between the CFC method and the CFC method extended by RL value estimation—and the following procedure was applied. First, a set of irrelevant documents were collected. The \( k \)th classifier was trained on (good) documents \( k \)-steps away from known target documents and on (bad) irrelevant documents. The classifier was trained to output a positive number (‘yes’) for good documents and to output a negative number (‘no’) for irrelevant documents. The outputs were scaled into the interval \((0, 1)\) by using the sigmoid function \( \sigma(x) = (1 + \exp(-\lambda x))^{-1} \). If the \( k \)th classifiers output was close to 1—according to its decision surface—it suggests that there might be a target document \( k \)-steps away from the actual site/document. If more than one classifier outputs ‘yes’ then only the best classifier is considered in CFC. Other outputs are neglected. The CFC idea with SVM classifiers is shown in Fig. 2(A): CFC maintains a list of visited links ordered according to the SVM classification. One of the links belonging to the best non-empty classifier is visited next (this procedure is called backtracking). The problem of the CFC method can be seen by considering that neighborhoods on the WWW may differ considerably. Even if the \( k \)th classifier is the best possible such classifier for the whole web, it might provide poor results in some (possibly many) neighborhoods. For example, if there is a large number of connected documents all having the promise that there is a valuable document in their neighborhood—but there is, in fact, none—then the CFC crawler will download all invaluable documents before moving further. It is more efficient to learn which classifiers predict well and to move away from regions which have great but unfulfilled promises.

It has been suggested that classifiers could be retrained to keep adaptivity [1]. The retraining procedure, however, takes too long\(^6\) and can be ambiguous if CFC is combined with backtracking. Moreover, retraining may require continuous supervisory monitoring and supervisory decisions. Instead of retraining, we suggest to determine the relevance of the classifiers during the search.

\(^6\) Training may take on the order of a day or so on 700-MHz Pentium III according to our experiences.
3.3. CFC and RL: fast adaptation during search

Reinforcement learning offers a solution here. If the prewired order of the classifiers is questionable then we could learn the correct ordering. There is nothing to lose here; provided that learning is fast. If prewiring is perfect then the fast learning procedure will not modify it. If the prewiring is imperfect then proper weights will be derived by the learning algorithm.

The outputs of the SVMs can be saved. These outputs can be used to estimate the value of a document at any instant. Value is estimated by estimating weights for each SVM and adding up the SVM outputs multiplied by these weights. In turn, one can compute value-based ordering of the documents with minor computational effort and this reordering can be made at each step. This reordering of the documents replaces prewired ordering of the CFC method. The new architecture is shown in Fig. 2 (B).

4. Results and discussion

The CfP problem has been studied. Search pattern at the initial phase for the breadth first method is shown in Fig. 3.

Search patterns for the context focused crawler and the crawler using RL-based value estimation are shown in Figs. 4 and 5. The launching site of these searches was a ‘neutral site’, a relatively large site containing few CfP documents (http://www.inf.elte.hu).

We consider this type of launching important for web crawling: it simulates the case when mail lists are not available, traditional search engines are not satisfactory, and breadth first search is inefficient. This particular site was chosen because breadth first search could find very few documents starting from this site.

‘Scales’ on Figs. 4 and 5 differ from each other and from that of Fig. 3. ‘True surfaced scale’ would be reflected by normalizing to edge thickness. Radius of open circles is proportional to the number of downloaded target documents. The CFC is only somewhat better in the initial phase than the breadth first method. Longer search shows that CFC becomes considerably better than the breadth first method when search is launched from this neutral site.

Quantitative comparisons are shown in Fig. 6. According to the figure, upon downloading 20,000 documents, the number of hits were about 50, 200, and 1000 for the breadth first, the CFC and CFC-based RL crawlers, respectively. These launches were conducted at about the same time. We shall demonstrate that the large difference between CFC and CFC-based RL method is mostly due to the adaptive properties of the RL crawler.

There are two site types that have been investigated. The first site type is the neutral site that has been described before. The other site was a mail server on conferences. Also, for some examples there are runs separated by 1 month (March 2001). A large number of summer conferences made announcements during this month.

First, let us examine the initial phase of the search. This initial phase of the search (the first 200 downloaded documents) is shown in Fig. 7. According to this figure downloading is very efficient from the mail server site in each occasion. The (non-adapting) CFC based RL crawler utilizing averaged RL weights is superior to all the other crawlers—almost all downloaded documents are hits. Close to this site there are many relevant documents and the ‘breadth first crawler’ is also efficient here. Nevertheless, the non-adapting CFC based RL crawler outperforms the breadth first crawler in this domain. Launching from neutral sites is inefficient at this early phase. Breadth first method finds no hit close to the neutral site (not shown in the figure).

Middle phase of the search is shown in Fig. 8. Performance in the middle phase is somewhat different. Sometimes, launches from the neutral site can find excellent regions. The non-adapting CFC based RL crawler is still competitive if launched from the mail server. Launches from the mail list spanning 1 month looked similar to each other; conference announcements barely modified the results.

Search results up to 20,000 documents are shown in Fig. 9. This graph contains results from a subset of the runs that we have executed. These runs were launched from different sites; the neutral site and the mail list, as well as a third type, the ‘conference’ site: http://www.informatik.uni-freiburg.de/index.en.html. This latter is known to be involved in organizing conferences. Adapting RL crawlers collected a large number of documents from all site types and during the
whole (1 month) time region. The rate of collection was between 2 and 5%. In contrast, although the collection rate is close to 100% for the non-adapting CFC-based RL crawler launched from the mail list site up to 200 downloads, the lack of adaptation prohibits this crawler to find new target documents in circa 17,000 downloads at later stages. Taken together:

1. Identical launching conditions may give rise to very different results 1 month later.
Fig. 7. Comparisons between ‘neutral’ and mail server sites in the initial phase. Reward and punishment are given in the legend of the figure. Differences between similar types are due to differences in launching time. The largest time difference between similar types is 1 month. Neutral site (thin lines) http://www.inf.elte.hu. Mail list (thick lines) http://www.newcastle.research.ec.org/cabernet/events/msg00043.html. Search with ‘no adaptation’ (dotted line) was launched from mail list and used average weights from another search that was launched from the same place.

Fig. 8. Comparisons between ‘neutral’ and mail server sites up to 2000 documents. Same conditions as in Fig. 7.
Fig. 9. Comparisons between different sites up to 20,000 documents. Same conditions as in Figs. 7 and 8. Search with ‘no adaptation’ used average weights from another search that was launched from the same place (denoted by *).

Fig. 10. Change of weights of SVMs upon downloads from mail site. Horizontal axis: occasions when weights were trained.
2. Starting from a neutral site can be as effective as starting from a mailing list for the adaptive RL crawler.

3. The lack of adaptation is a serious drawback even if the crawler is launched from a mailing list.

The importance of adaptation is also demonstrated by the RL weights assigned during search. These weights are shown in the following figures. Fig. 10 depicts the weights belonging to the different SVMs launched from the mail list site. At the beginning of the search the weights are almost perfectly ordered; the largest weight is given to the SVM that predicts relevant document ‘one step away’ whereas the fourth and the fifth SVMs have the smallest weights. That is, RL ‘pays attention’ to the first SVM and pays less attention to the others. This order changes as time goes on. There are regions (at around tuning step number 1700 on the horizontal axis) where most attention is paid to the fifth SVM and smaller attention is paid to the others. This means that the crawler will move away from the region. The order of importance changes again when a rich region is found; the importance of the first SVM recovers quickly and, in turn, crawling is dominated by the weight of the first SVM: the crawler ‘stays’ and downloads documents.

‘Weight history’ is different at the neutral site (Fig. 11). Up to about 100 downloads very few relevant documents were found at this site. The value of weight of the fifth SVM is slightly positive, whereas the values of the others are negative. The first and the second SVMs are weighted the ‘worst’; weights belonging to these classifiers are large negative numbers. At this site, the order of SVMs that were trained at around target documents is not appropriate. Situation changes quickly when a rich region is found. In such regions the first SVM takes the lead. It is typical that the weight of the 5th SVM is ranked second. That is, the adaptation concerns mostly whether the crawler should stay or if it should move ‘far away’. In turn, information contained by the ‘context’ is relevant and can be used to optimize the behavior of the crawler.
5. Conclusions

We have suggested a novel method for web search. The method makes use of combinations of two popular AI techniques, support vector machines (SVM) and reinforcement learning (RL). The method has a few adapting parameters that can be optimized during the search. This parameterization helps the crawler to adapt to different parts of the web. The outputs of the SVMs, together, formed a set of ‘yardsticks’ for the estimation of the distance from target documents. The value (the weight) of the different yardsticks may be very different at different neighborhoods. The point is that (i) RL is efficient with good features (the $k$-step SVMs in this case), (ii) if there are just a few parameters for RL then these parameters can be trained quickly by rewarding for target documents. RL has many different formulations all of which could be applied here. Most promising are the approaches that can take into account (many) different criteria in the search objective [47–49]. Alas, RL methods are capable of extracting features [50] that may complement the prewired SVM features.
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