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Abstract

Wireless sensor networks (WSNs) are important platforms for collecting environmental data and monitoring phenomena. Anomalies caused by hardware and software errors, unusual events, and malicious attacks affect the integrity of data gathered by such networks. Therefore, anomaly detection process is a necessary step in building sensor network systems to assure data quality for right decision making. This paper presents a new distributed online anomaly detection model that measures the dissimilarity of sensor observations in principal component space. The new model distributes the detection process over the network to minimize energy consumption while ensuring high detection effectiveness. The detection effectiveness and efficiency of the new model are proved through experiments on real world dataset from Sensorscope system project. Experimental results reveal that the model achieved high detection rate with relatively few false positive rates compared to an existing model.
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1. Introduction

Wireless sensor networks (WSNs) are composed of small-sized, cheap, energy-limited, and multifunctional devices called sensors that are deployed to collect data from an environment or monitor a phenomenon[1]. The limited resources such as processing capabilities and energy increase the possibility of these networks to be susceptible to variety of misbehaviors or anomalies. Data anomaly is defined in [2] as, “an observation that appears to be inconsistent with the reminder of a dataset”. Hardware and software faults, observations errors, unusual events, or intrusions are possible causes for sensor data anomalies. Therefore, to assure the integrity of sensor observations and identify important interested events in the monitored phenomena, detection of anomalies should be considered for the design of any sensor network system.

Distribution of anomaly detection process over nodes in WSN has been proposed as a solution to reduce the computational load of detection methods in nodes. However, another factor should be considered when designing any distributed detection model which is the communication overhead caused by transmitting large amounts of data between nodes. Some distributed anomaly detection models have been designed to consider the communication overhead such as [3-6]. The concept of distribution in these works relies on that each node implements the anomaly detection method by its own resources and then transmits only a summary of local detection model to the central location such as cluster head or base station in order to construct a global detection model. The global model is then returned to the nodes for using it in anomaly detection of subsequent observations.

A distributed deviation detection model in WSN was described in [4] to avoid the unnecessary communication and computational effort. This model was designed based on a non-parametric statistical technique called kernel density estimator. The hierarchical structure which is always used to implement any distributed solution was not adopted for this model. Instead, the hierarchical structure was emulated by assigning each group of low capacity sensors to one of some limited more powerful sensors based on spatial proximity. An In-network outlier detection algorithm was proposed in [5] and aimed at reducing the communication overhead results from massive data transmission in WSN. This algorithm was based on distance similarity to find the global anomalies in WSN. In this model, each node applies the distance similarity measure to find the anomalies and broadcast its result to its neighbours. Other nodes perform the same task until all nodes agree on a common decision on anomalies. Broadcast communication lead to high energy consumption. The problem is worsen when deal with large scale WSN.

A Quarter Sphere Support Vector Machine (QSSVM) based distributed anomaly detection model was proposed in [6] to identify the anomalous observations in sensors. The procedure of applying this model was as the following:

- Every sensor runs the QSSVM on its own data to find the local anomalous observations and the parameter \( R_j \) of the QSSVM that separate normal observations from anomalous.
- Every sensor sends the local parameter \( R_j \) to the parent node in the structure.
- The parent node collects the radii of the children nodes and constructs the global radius \( R_m \).
- The parent returns the global radius parameter \( R_m \) to its children nodes to detect anomalies in their data using this radius.

Variety of distributed models was designed based on the QSSVM [3, 7-10]; however, the common limitation of these models is the prohibited computational cost of applying the QSSVM on the limited sensor resources. Moreover, the dependency of SVM on some parameters substantially affects the detection effectiveness. These parameters need to be chosen for each WSN application and therefore affect the practicality of the solution. The authors of [15] proposed statistical based outlier detection methods based on
temporal and spatial correlations of sensor data. The performance of these methods is highly depending on some statistical parameters that affect the usability of these methods for online detection.

In this paper, a new distributed online anomaly detection model is designed using the one-class principal component classifier (OCPCC) previously proposed in [11] to detect anomalies as they occurred. The difference between the model proposed in this paper and the model in [11] is the selection of detection threshold and the variant of PCA algorithm used. In [11], the threshold was selected by clustering the dissimilarity vector of training data using automated clustering threshold procedure which has high computational cost to be used for online detection. In addition, the called candid-covariance free incremental principal component analysis (CCIPCA) algorithm which was originally proposed in [12] and utilized for data reduction for WSN in [13] was used as a core for the design of the proposed model in this paper. Data samples chosen from sensorscope GSB[14] dataset were used to validate the detection effectiveness of the model in terms of detection rate and false alarm rate. A comparison with an existing distributed model in [15] was conducted to show the advantages of the proposed model.

The rest of paper is structured as the following: section 2 details out the design of the proposed model. Section 3 provides the experimental results and discussion. Section 4 concludes the paper and suggests some future research directions.

2. The proposed model

Two main stages are involved in the design of the proposed model which are training stage and detection stages. Details of each stage are given in the following sections.

2.1. Training stage

In this stage, the normal observations are gathered at every sensor to find out the local normal model (LNM) and send it to the cluster head (CH) for constructing the global normal model (GNM). The procedure of building the LNM is as follows: the training normal observations $S_{\text{Train}}$ are standardized by the mean value ($\mu$) and the standard deviation value ($\sigma$) of training observations. The eigenvector ($V_i$), and eigenvalues ($\lambda_i$) matrices are then calculated from the standardized observations. The projection of training observations on the principal component space $Y_i$ is then computed by Eq. (1):

$$Y_i = S_{\text{Train}}(i) \times V(i)$$

(1)

The number of principal component which depends on the application is determined and the $D_{\text{Train}}$ dissimilarity measure is computed for training observations using Eq. (2).

$$D_{\text{Train}} = \sum \frac{Y_i}{\lambda_i}$$

(2)

In this paper, the detection threshold that represents the local normal model (LNM) is chosen to be the maximum $\text{MaxDiss}$ and minimum $\text{MinDiss}$ bounds of the dissimilarity vector $D_{\text{Train}}$. The LNM parameters are then sent to CH to construct the GNM. Different strategies are used to build the GNM at CH; however, the details of such strategies are not the subject of this paper.
2.2. Detection stage

In this stage, each node tests every observation using the GNM built in training stage. Some other parameters which include the mean ($\mu$) and standard deviation ($\sigma$) parameters, eigenvector ($V_i$) and eigenvalues ($\lambda_i$) matrices, are also used in this stage. The GNM model is composed of ($MaxDiss$, $MinDiss$) values calculated globally at CH. Each observation is identified as either normal or anomalous by comparing its projection on the space with the detection thresholds specified in the GNM model. The score of projecting every new observation on the principal component space is computed using the parameters of the normal profile that were obtained from training stage as in Eq. (3):

$$Y_f = S_{Test} \times V$$

(3)

The measure of dissimilarity ($D_{test}$) for every new observation is computed using Eq. (4).

$$D_{test} = \sum \frac{y^2}{\lambda}$$

(4)

At the end, the value of $D_{test}$ parameter is compared against the GNM values to classify each observation as normal or anomalous using the following criterion:

$$(D_{test} > MaxDiss) \text{Or}(D_{test} < MinDiss) \rightarrow \text{Anomalous}$$

else $\rightarrow$ Normal

3. Experimental results and evaluation

In this section, the experimental results of the model proposed in this paper on real world data set are presented and evaluated by comparing it to a recent existing anomaly detection model from the literature.

3.1. Datasets

Grand St. Bernard (GSB) [14] is one of sensorscope project deployment dataset was gathered using WSN deployment at the Grand St. Bernard pass that is located between Italy and Switzerland. The network is formed of 23 sensors that record metrological environmental data that include; (ambient and surface) temperature, and humidity. 2 clusters were formed in this deployment in which the small cluster has 5 sensors and the big cluster has 18 sensors. The observations of the small cluster which have 5 sensors namely, Node-25, Node-28, Node-29, Node-31 and Node-32 were used to evaluate the proposed model. In our experiments, the ambient temperature observations in the period 6am-14pm of data recorded on 5th March 2007 were used. The observations are labeled using the Mahalanobis distance measure as used in [15].

3.2. Results and discussion

We have tested our proposed model on dataset samples extracted from nodes 25,28,29,31 and 32. The hierarchical WSN structure was adopted in which one of the above nodes act as CH that receives the LNM from other nodes in the cluster and constructs the GNM that is used by other cluster nodes for detection. The
detection rate (DR) and false alarm rates (FPR) which represent detection effectiveness are reported in Table 1.

Table 1. Detection rate and false alarm rate of the proposed model

<table>
<thead>
<tr>
<th>Nodes</th>
<th>N25</th>
<th>N28</th>
<th>N29</th>
<th>N31</th>
<th>N32</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>DR (%)</td>
<td>100</td>
<td>91</td>
<td>100</td>
<td>89</td>
<td>100</td>
<td>96</td>
</tr>
<tr>
<td>FPR (%)</td>
<td>16</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>7.2</td>
</tr>
</tbody>
</table>

Table 1 reports the results of the proposed model for each node. The results show that an average of 96% detection rate was achieved by the model while 7.2% false positives were produced from misclassification of some normal observations as anomalies. A comparison with the statistical temporal-based outlier detection (TOD) model proposed in [15] using the same data samples and same data labeling approach is shown in Table 2.

Table 2. A comparison with the TOD model proposed in [15]

<table>
<thead>
<tr>
<th>SW=15</th>
<th>SW=30</th>
<th>SW=48</th>
<th>SW=60</th>
<th>Our model</th>
</tr>
</thead>
<tbody>
<tr>
<td>DR (%)</td>
<td>82.86</td>
<td>82.86</td>
<td>82.86</td>
<td>82.86</td>
</tr>
<tr>
<td>FPR (%)</td>
<td>13.3</td>
<td>13.48</td>
<td>11.67</td>
<td>10.13</td>
</tr>
</tbody>
</table>

Table 2 reports the results of the TOD model with different smoothing windows values. It is clearly shown that our proposed model outperforms the TOD model in terms of detection rate and false positive rate. To evaluate the efficiency of the model, the computational complexity and communication overhead are considered. The computational complexity incurred by our model is $O(N)$ where $N$ is the number of observed variable in the phenomenon. This complexity is the computational complexity of CCIPCA algorithm. The additional calculations involved in the model are fixed. Since the LNM sent by each node has a fixed size, the communication overhead is a function of the number of nodes $K$ in each cluster; therefore, the communication overhead is $O(K)$. For the TOD model, there is no communication overhead as the method is implemented locally but the computation cost is $O(c \cdot d \cdot p)$ where $d$ is the number of variables, $c$ is the number of original observations to be modeled, and $p$ is the fitting parameter of the AR model used by the TOD.

4. Conclusion

This paper introduces the preliminaries and initial experimental results of new distributed anomaly detection model for WSNs. The model was designed based on the calculation of the dissimilarity between sensor observations in the principal component space. Experimental results and comparison with recent existing work indicate that the new model is promising in terms of achieving high detection effectiveness while efficiently utilizing the limited network resources. Further experiments are needed to investigate the performance of the model with multivariate data and additional real world datasets.
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