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A B S T R A C T

In this paper, we study the simulation of nonlinear Schrödinger equation in one, two and three dimensions. The proposed method is based on a time-splitting method that decomposes the original problem into two parts, a linear equation and a nonlinear equation. The linear equation in one dimension is approximated with the Chebyshev pseudo-spectral collocation method in space variable and the Crank–Nicolson method in time; while the nonlinear equation with constant coefficients can be solved exactly. As the goal of the present paper is to study the nonlinear Schrödinger equation in the large finite domain, we propose a domain decomposition method. In comparison with the single-domain, the multi-domain methods can produce a sparse differentiation matrix with fewer memory space and less computations. In this study, we choose an overlapping multi-domain scheme. By applying the alternating direction implicit technique, we extend this efficient method to solve the nonlinear Schrödinger equation both in two and three dimensions, while for the solution at each time step, it only needs to solve a sequence of linear partial differential equations in one dimension, respectively. Several examples for one- and multi-dimensional nonlinear Schrödinger equations are presented to demonstrate high accuracy and capability of the proposed method. Some numerical experiments are reported which show that this scheme preserves the conservation laws of charge and energy.
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1. Introduction

1.1. Solitons in optical fibers

The term soliton was introduced in the 1960s, but the scientific research of solitons had already started in the 19th century when John Scott-Russell observed a large solitary water-wave in a canal near Edinburgh. A very significant contribution to the experimental and theoretical studies of solitons was the identification of various forms of robust solitary waves in nonlinear optics [1]. Optical solitons may be naturally subdivided into three broad categories: temporal, spatial, and spatiotemporal ones. They may exist in the form of one-dimensional or multi-dimensional objects [2]. One-dimensional temporal solitons in optical fibers with a cubic nonlinearity were predicted by Hasegawa and Tappert [3], and observed experimentally by Mollenauer et al. [4] while stable self-trapping of light in the spatial domain was first observed in planar waveguides by Maneuf et al. [5]. Spatial two-dimensional solitary waves were first observed in photorefractive crystals, which feature a saturable nonlinearity [6], and in optical media with a quadratic nonlinearity [7]. Nonlinear optical effects are capable to create waveguiding channels by solitary waves that make spatial optical solitons attractive candidates for adaptive concepts of waveguiding in telecommunication and information processing applications. Nonlinear optics allow the unique possibility to combine the basic features of nonlinear effects with definite applications in information technology [8]. The interested reader can see [9] for some applications of the Schrödinger equation.

1.2. Nonlinear Schrödinger equation with soliton solutions

Nowadays, many equations of nonlinear phenomena are known to possess soliton solutions that have been identified in a large variety of wave and particle systems in nature [10,11]. The nonlinear Schrödinger equation in its many versions is one of the...
most important models of mathematical physics with applications to different fields such as nonlinear optics [12,6,3,4], water-wave [13], plasma physics [14], electromagnetic wave propagation in nonlinear materials [15] and many other fields [10,16]. The effective dynamics of solitary waves [17] for nonlinear Schrödinger equations with external potential [18–21] or without external potential [6,8,3,4] have been the object of numerous studies in the last twenty years. Regarding the importance for the nonlinear Schrödinger equation, numerous numerical methods have been employed (see [22–28] and the references inside). Recently, Zhu et al. [28] developed symplectic and multi-symplectic wavelet collocation methods to solve the linear and nonlinear Schrödinger equations in two dimensions. Bratsos [22] presented a numerical scheme based on the use of rational approximations in a two-time level recurrence relation to solve the nonlinear Schrödinger equation in 1D. Kong et al. [29] studied a sixth-order compact scheme based on the use of rational approximations in a two-equations in two dimensions. Bratsos [22] presented a numerical collocation method to solve the linear and nonlinear Schrödinger equations. In the present paper, we consider the nonlinear Schrödinger equation

\[ i \frac{\partial}{\partial t} \psi(x, t) + \alpha \Delta \psi + w(x) \psi + \beta |\psi|^2 \psi = 0, \]

\[ x \in \Omega \subset \mathbb{R}^d, \quad d = 1, 2, 3, \quad t > 0, \tag{1.1} \]

where \( \beta = -1 \) and the complex wave function \( \psi(x, t) \) may represent a probability amplitude, the amplitude of an electric field or the velocity field of a fluid. Also the external potential function \( w(x, t) \) is a bounded real function and \( \alpha, \beta \) are real constants.

It is well known that the nonlinear Schrödinger equation has an infinite number of conservation laws. It is easy to prove the following invariants under the assumption of homogeneous or periodic condition:

\[ Q(t) = \int_{\mathbb{R}^d} |\psi(x, t)|^2 dx = Q(0), \quad t > 0, \tag{1.2} \]

and when the potential function \( w \) is independent of \( t \) (i.e., \( w(x, t) = w(x) \)) then

\[ E(t) = \int_{\mathbb{R}^d} \left[ \alpha \nabla \psi(x, t)^2 - w(x) |\psi(x, t)|^2 - \frac{\beta}{2} |\psi(x, t)|^4 \right] dx \]

\[ = E(0), \quad t > 0, \tag{1.3} \]

where the above two conservation laws are corresponding to the conservation of charge and energy, respectively.

It is worth to point out that the soliton solution of the wave propagation problems in a very large or unbounded domain for the nonlinear Schrödinger equation is an interesting and important problem in applications [30,31]. Therefore, the stable and accurate numerical methods are required in the large computational domain. In one dimension, several schemes have been proposed for the soliton solution of nonlinear Schrödinger equation (see [32,23,33,26] and the references inside). For the nonlinear Schrödinger equation in higher dimensions, numerous computational methods have been investigated [34,24,29,35] but the numerical studies in large domains, especially for the nonlinear Schrödinger equation with non-periodic boundary conditions, have been paid less attention [27,36,28]. Also we refer the interested reader to [37–40] for alternative approaches proposed for finding the numerical solution of Schrödinger equations.

1.3. The aim of the current paper

It has been shown that spectral methods can provide a very useful tool for the solution of time-dependent partial differential equations because of their spectral accuracy, when the geometry of the problem is smooth and regular [41]. The Fourier pseudo-spectral time-splitting (FPTS) method is one of the spectral methods which is applied for various nonlinear Schrödinger equations by many authors such as Weideman and Herbst [42], Muruganandam and Adhikari [43], and Bao et al. [44]. But this method is very efficient for the nonlinear Schrödinger equation with periodic boundary conditions because it is based on Fourier approximation in space. For the problems with non-periodic boundary conditions, Jacobi polynomials such as Chebyshev, Legendre, Laguerre, and Hermite are recommended [41,45]. In this paper, a Chebyshev pseudo-spectral method is proposed for the solution of the nonlinear Schrödinger equation in one, two and three dimensions in large domain with non-periodic boundary conditions.

In this work we also use the Strang splitting scheme [46]. The operator splitting methods have shown many advantages, especially for some difficult problems. Most natural splitting schemes are frequently constructed according to either physical components and subsystems, such as density, velocity, energy and pressure, or physical processes, such as reaction, diffusion and convection, or dimension, such as in the alternating direction implicit (ADI) method. The basic idea in the split step methods is to decompose the original problem into subproblems which are simpler than the original problem and then to compose the approximate solution of the original problem by using the exact or approximate solutions of the subproblems in a given sequential order [47–50].

Considering the Strang splitting scheme for Eq. (1.1) in one dimension, we will split it into a nonlinear part and a linear part. The solution of the nonlinear part with the time-independent potential function can be solved exactly and for the linear part we propose the Chebyshev pseudo-spectral collocation method for the space discretization and the Crank–Nicholson scheme for the time discretization. The Crank–Nicholson scheme is one of the implicit finite difference schemes that is unconditionally stable for the Schrödinger equation [51]. The proposed method is easily generalized to two and three dimensions by using ADI technique, while for the solution at each time step, it only needs to solve a sequence of linear systems in one dimension.

The spectral methods [52–54] are global in nature, which means that they approximate a function and its derivatives at a point by using the information at all points in the domain. Thus the matrices that comprise the discrete system in pseudo-spectral method are full matrices. The goal of this paper is to study numerical solution of Eq. (1.1) in the large space domain. In order to achieve high approximation accuracy, the number of spatial grid points must be large enough. The use of large number of points leads to the pseudo-spectral differentiation matrices that in the single-domain pseudo-spectral method are large and full, and have large memory requirements and expensive computations, correspondingly.

The multi-domain pseudo-spectral method has some merits compared with the single-domain method. It can reduce memory requirements because it leads to sparse matrices that yields huge saving in memory structure especially in large domain with large grid points. It also allows for the best use of parallel computers and more flexibility in computations.

The multi-domain pseudo-spectral methods have been widely used for many years. For example, in [55–57] the Chebyshev pseudo-spectral multi-domain method investigated for the Navier–Stokes equations. Kuria and Raad [58] proposed an implicit multi-domain Chebyshev spectral collocation technique for solving advection–diffusion Burgers equation and Reynolds equation.
Pfeiffer et al. [59] demonstrated two versions of pseudo-spectral collocation technique with domain decomposition for coupled nonlinear elliptic PDEs; touching and overlapping subdomains. For the time discretization of nonlinear partial differential equations, unlike the implicit methods such as Crank–Nicholson that usually need to solve a system of nonlinear equations at each time step, explicit schemes such as Runge–Kutta methods are generally easier to be implemented but they are conditionally stable. The multi-domain pseudo-spectral method with explicit Runge–Kutta method for the time integration is investigated for some nonlinear equations such as the Fisher equation [60], the soliton solution of coupled nonlinear Schrödinger equations [33] in one dimension. It was shown that the use of multi-domain pseudo-spectral method leads to a significant relaxation of the restricting stability condition, allowing the use of much larger time steps. However, these explicit schemes will require much smaller time steps for the stiff equations such as nonlinear Schrödinger equation in multi-dimensional space. In this paper, we are going to study a multi-domain pseudo-spectral scheme by using time splitting and ADI scheme for the nonlinear Schrödinger equation with particular attention to high dimensions in spatial large domain. The proposed scheme is very efficient and attractive because of unconditional stability in time and easy implementation for the numerical solution of nonlinear Schrödinger equation in one and multi-dimensional spaces without solving the nonlinear system at each time step.

1.4. The organization of the current paper

The rest of this paper is organized as follows: In Section 2 we demonstrate the time splitting pseudo-spectral domain decomposition method and implement it for the nonlinear Schrödinger equation in one and three dimensions. Using the expression of the algorithm, we show that the proposed method is straightforward. We apply our approach on several examples in Section 3. The results of numerical experiments are compared with analytical solution for confirming the good accuracy of the proposed scheme and investigating the conserved quantities charge and energy. In Section 4 the conclusion of this paper is presented.

2. Numerical scheme

In this section we demonstrate the multi-domain pseudo-spectral method with the Strang splitting scheme for the NLS equation (1.1) in one and three dimensions.

2.1. The Strang splitting scheme

The operator splitting schemes for the nonlinear equation $U_t = (\mathcal{L} + \mathcal{N}(U))U$ can be done to decompose this problem into linear and nonlinear subproblems at each time step. In this paper, we choose the second-order Strang splitting scheme for decomposition of the linear subproblem $U_t = \mathcal{L}U$ and the nonlinear subproblem $U_t = \mathcal{N}(U)$ as follows

$$U(x, t + \tau) = \exp \left( \frac{\tau}{2} \mathcal{N} \right) \exp (\tau \mathcal{L}) \exp \left( \frac{\tau}{2} \mathcal{N} \right) U(x, t) + O(\tau^3).$$

(2.1)

Therefore, for solving Eq. (2.1), from time $t = t_n$ to time $t = t_{n+1}$, we will have the following sequence of updating

$$U^* = \exp \left( \frac{\tau}{2} \mathcal{N}(U^n) \right) U^n,$$

$$U^{**} = \exp (\tau \mathcal{L}) U^*,$$

$$U^{n+1} = \exp \left( \frac{\tau}{2} \mathcal{N}(U^{**}) \right) U^{**}.$$

(2.2) (2.3) (2.4)

where $U^n = U(x, t_n), U^{n+1} = U(x, t_{n+1})$ and $\tau = t_{n+1} - t_n$. Note that the high-order operator splitting schemes can be constructed to reduce the splitting errors in the Strang formulae (see [61]).

In Eq. (1.1) the linear part

$$\psi_t = i a \Delta \psi,$$

(2.5)

in one dimension will be solved by the Crank–Nicolson method in time and multi-domain pseudo-spectral (MDPS) method in space. The nonlinear part

$$\psi_t = i w \psi + i |\psi|^2 \psi,$$

(2.6)

with the time-independent potential function $w(x)$ can be integrated exactly in the physical space. In some cases, this subproblem with the time-dependent potential function $w(x, t)$ cannot be integrated easily. We use the midpoint rule as follows

$$\int_{t_n}^{t_{n+1}} w(x, t) dt = \tau w \left( x, \frac{t_n + t_{n+1}}{2} \right) + O(\tau^3).$$

(2.7)

Note that we choose the Crank–Nicolson method in time discretization for linear subproblem and the midpoint rule for numerical integration in nonlinear subproblem which have the same order of accuracy with the Strang splitting scheme considered in this study.

2.2. The MDPS method for the linear dispersion equation

Consider the linear dispersion equation

$$\frac{d\psi}{dt} = i a \frac{d^2 \psi}{dx^2}, \quad \xi \in \Omega = [\xi_L, \xi_R], \quad t > 0,$$

(2.8)

with the initial condition

$$\psi(\xi, 0) = \psi^0(\xi),$$

(2.9)

and the boundary conditions

$$\psi(\xi_L, t) = f_1(t), \quad \psi(\xi_R, t) = f_2(t).$$

(2.10)

First we discretize the time variable in Eq. (2.8) with the Crank–Nicolson method. Therefore we will have

$$\frac{\psi^{n+1} - \psi^n}{\tau} = \frac{i a}{2} (\psi^{n+1}_{\xi} + \psi^n_{\xi}),$$

(2.11)

where $\psi^n = \psi(\xi, t_n), \psi^{n+1} = \psi(\xi, t_{n+1})$ and $t_{n+1} = t_n + \tau$.

Using the substitution of $u + iv, u$ and $v$ are real functions, instead of the complex function $\psi$ in Eq. (2.11) we will have the following system

$$\begin{align*}
&u^{n+1} + \delta v^{n+1}_{\xi} = u^n - \delta v^n_{\xi}, \\
&v^{n+1} - \delta u^{n+1}_{\xi} = v^n + \delta u^n_{\xi},
\end{align*}$$

(2.12)

where $\delta = \frac{4a}{\tau}$. Now we approximate system (2.12) in the space variable with the overlapping MDPS method. In this method, without loss of generality, we consider a uniform partition consisting of $M$ elements $\Omega^\mu = [\xi_{j-h}, \xi_{j+h}]$ with the same length $h = \frac{\xi_R - \xi_L}{M + (M-1)\cos(\pi/N)/2}$ and $N + 1$ grid points in each element, where the first two quadrature points of the element $\Omega^\mu$ coincide with the last two points of the element $\Omega^\nu$, i.e., $\xi^1 = \bigcup_{\mu=1}^{M} \xi_{j-h}$ and $\xi^N = \bigcup_{\mu=1}^{M} \xi_{j+h}$. The integration of the Chebyshev–Gauss–Lobatto (CGL) quadrature points, $\eta_j = \cos(\frac{(2j-1)\pi}{2N})$, $j = 0, 1, \ldots, N$, in each element. In element $\Omega^\mu$, we will have

$$\begin{align*}
&u^{\mu,n+1} + \delta v^{\mu,n+1}_{\xi} = u^{\mu,n} - \delta v^{\mu,n}_{\xi}, \\
&v^{\mu,n+1} - \delta u^{\mu,n+1}_{\xi} = v^{\mu,n} + \delta u^{\mu,n}_{\xi}.
\end{align*}$$

(2.13)
where $u_\mu$ and $v_\mu$ are the solution over the $\mu$th element. Using the grid point values in one element, we can expand the function in that element and evaluate its derivatives. Now we introduce the operator of interpolation $u^{(p)}(\eta^p, t)$ and $v^{(p)}(\eta^p, t)$ on $\eta^p \in [-1, 1]$ in the form

$$
\begin{align*}
\left\{ u_\mu(\eta^p, t) \right\} & \approx \sum_{j=0}^{N} \tilde{u}_j(t) \xi^p_\mu = \Phi_{\mu(\cdot)}^{(0)}(\eta^p) t, \\
\left\{ v_\mu(\eta^p, t) \right\} & \approx \sum_{j=0}^{N} \tilde{v}_j(t) \xi^p_\mu = \Phi_{\mu(\cdot)}^{(0)}(\eta^p) t,
\end{align*}
(2.14)
$$

where $\Phi_{\mu(\cdot)}^{(0)}(\eta^p)$ and $\Phi_{\mu(\cdot)}^{(0)}(\eta^p)$ are the Lagrangian interpolation in the CGL points. In order to use the above approximation, on the arbitrary interval $[\xi^p_1, \xi^p_2]$, we can use the mapping

$$
\eta^p : [\xi^p_1, \xi^p_2] \rightarrow [-1, 1],
(2.15)
$$

that maps the physical coordinate $\xi^p$ onto the collocation coordinate $\eta^p$ [62]. Therefore for the derivatives, we will have

$$
\begin{align*}
\frac{\partial^p u_\mu(\xi^p, t)}{\partial \xi^p_\mu} & \approx \left( \frac{2}{\xi^p_2 - \xi^p_1} \right)^p \frac{\partial^p u_\mu(\eta^p, t)}{\partial \eta^p_\mu}, \\
\frac{\partial^p v_\mu(\xi^p, t)}{\partial \xi^p_\mu} & \approx \left( \frac{2}{\xi^p_2 - \xi^p_1} \right)^p \frac{\partial^p v_\mu(\eta^p, t)}{\partial \eta^p_\mu},
\end{align*}
(2.16)
$$

where $D^p$ is the differential matrix on the element $\Omega^\mu$ and $[D^p]\xi = \frac{d\xi^p}{d\eta^p}(\eta^p)$. For computing the entries of differentiation matrix $D^p(\eta^p)$, $p \geq 1$, we use the recursive formula which is presented in [63,64].

Consider the grid points $[\xi^p_0, \ldots, \xi^p_{N-1}, \xi^p_N = \xi^p_1, \ldots, \xi^p_N = \xi^p_{N-1}, \xi^p_0 = \xi^p_1, \ldots, \xi^p_0 = \xi^p_N]$ where $\xi^p_0 = \xi^p_1 + \xi^p_2 + \cdots + \xi^p_N = \xi^p_1$. The interpolation of function $u$ to arbitrary position $\xi$ in the internal $[\xi_1, \xi_2]$ could be written as

$$
\hat{\xi}^p(\xi) = \hat{\Phi}_{\mu, 0}(\xi^p, \xi) + 1 + 1,
(2.17)
$$

where the vectors $\hat{\Phi}$ and $\hat{u}$ consist of joining the vectors $\tilde{u}_\mu(\eta^p)$ and $\phi^p_\mu$ as follows:

$$
\begin{align*}
\hat{\Phi}_{\mu, 0}(\xi^p, \xi) & = [\phi^1_\mu(\eta^p), \ldots, \phi^1_{N-1}(\eta^p), \phi^1_{N}(\eta^p), \ldots, \phi^1_{M-1}(\eta^p), \\
& \quad \ldots, \phi^{N-1}_\mu(\eta^p), \phi^{N-1}_{N}(\eta^p), \ldots, \phi^{N-1}_{M-1}(\eta^p)], \\
\hat{u}(\xi) & = [\tilde{u}_0(t), \ldots, \tilde{u}_{N-1}(t), \tilde{u}_n(t), \ldots, \tilde{u}_{N-1}(t), \\
& \quad \tilde{u}_0^T(t), \ldots, \tilde{u}_{N-1}^T(t), \tilde{u}_N^T(t), \ldots, \tilde{u}_{N-1}^T(t)].
\end{align*}
$$

With these definitions, we will have

$$
\frac{d^p u(\xi)}{d\xi^p_\mu(\xi)} = \left[ \hat{\Phi}_{\mu, 0}(\xi^p, \xi) \right] D^p(\xi^p_\mu) \left[ \hat{\Phi}_{\mu, 0}(\xi^p, \xi) \right]^T \frac{d^p u(\eta^p, t)}{d\eta^p_\mu}.
(2.18)
$$

where

$$
\begin{align*}
\hat{\Phi}_{\mu, 0}(\xi^p, \xi) & = \left( \xi^p_\mu - \xi^p_0 \right) \left( \xi^p_\mu - \xi^p_N \right), \\
\hat{\Phi}_{\mu, 0}(\xi^p, \xi) & = \left( \xi^p_\mu - \xi^p_0 \right) \left( \xi^p_\mu - \xi^p_N \right), \\
\hat{\Phi}_{\mu, 0}(\xi^p, \xi) & = \left( \xi^p_\mu - \xi^p_0 \right) \left( \xi^p_\mu - \xi^p_N \right), \\
\hat{\Phi}_{\mu, 0}(\xi^p, \xi) & = \left( \xi^p_\mu - \xi^p_0 \right) \left( \xi^p_\mu - \xi^p_N \right), \\
\hat{\Phi}_{\mu, 0}(\xi^p, \xi) & = \left( \xi^p_\mu - \xi^p_0 \right) \left( \xi^p_\mu - \xi^p_N \right).
\end{align*}
$$

and the remaining components of the matrix $\hat{\Phi}_{\mu, 0}(\xi^p, \xi)$ are zero. Note that, the above matrix, with large $M$, is sparse but the matrix becomes full if only a single domain is used in the calculations [33,60,56,57].

To solve the system (2.8)–(2.10), using (2.12)–(2.18) and collocating (2.8) and (2.9) at the $(M(\tilde{N} - 1))$ interior points $\xi^p_1, \ldots, \xi^p_{M-1}$, and also applying (2.10) to the two boundary points $\xi^p_0$ and $\xi^p_N$ and lead to a linear system of algebraic equations as follows

$$
(A \otimes B + C) Y^{n+1} = (-A \otimes B + C) Y^n + f,
(2.19)
$$

where

$$
\begin{align*}
Y(t) & = [\tilde{u}_0(t), \ldots, \tilde{u}_{N-1}(t), \tilde{v}_1(t), \ldots, \tilde{v}_{M-1}(t), \\
& \quad \tilde{u}_1(t), \ldots, \tilde{u}_{N-1}(t), \tilde{v}_0(t), \ldots, \tilde{v}_{N-1}(t)], \\
Y^{n+1} & = Y(t_n + \tau),
\end{align*}
$$

$$
A = \begin{bmatrix} \delta & 0 \\
0 & -\delta \end{bmatrix}, \quad B = \begin{bmatrix} I_{1 \times 1} & 0 \\
0 & I_{1 \times 1} \end{bmatrix}, \quad C = \begin{bmatrix} O_{1 \times 1} & 0 \\
0 & O_{1 \times 1} \end{bmatrix}, \quad f = \begin{bmatrix} f_1(t_n) + f_1(t_{n+1}) \\
\sigma(t_n) + \sigma(t_{n+1}) \end{bmatrix},
$$

where the matrices $I$ and $O$ are identity matrix and zero matrix, respectively. Fig. 1 shows the location of the nonzero entries in the coefficient matrices in both SDPS (A $\otimes$ B + C: $N = 256$, $M = 1$) and MDPS (A $\otimes$ B + C: $N = 16$, $M = 16$) methods. Compared with the SDPS method where the coefficient matrix is dense, the coefficient matrix with large elements in the MDPS method can be a sparse matrix (see matrix $B$ in Eq. (2.19)).


2.3. Numerical scheme for the NLS equation

In this part we obtain the algorithm of the proposed method for the solution of the NLS equation in one and multi-dimensions.

2.3.1. The NLS equation in one dimension

Consider the NLS equation (1.1) in one dimension

$$
\psi_t = i \alpha \psi_x + i \beta |\psi|^2 \psi, \quad a \leq x \leq b, \quad t > 0,
(2.20)
$$

with the initial condition

$$
\psi(x, 0) = \psi_0(x),
(2.21)
$$

and the boundary conditions

$$
\psi(a, t) = \psi_b(t), \quad \psi(b, t) = \psi_a(t).
(2.22)
$$

In order to solve Eq. (2.20) we split it in the following subproblems

$$
\psi_t = \frac{i}{2} (w + |\psi|^2 \psi),
(2.23)
$$

$$
\psi_t = i \alpha \psi_x,
(2.24)
$$

$$
\psi_t = \frac{i}{2} (w + |\psi|^2 \psi),
(2.25)
$$

and then we obtain the algorithm of the proposed method.
To solve Eq. (2.26), we first split it in the following subproblems

\[ \psi_{\beta_{1}} = \exp\left[\frac{\tau}{2}(\hat{u}_{\beta_{1}} + \beta|\psi_{\beta_{1}}|^2)\right]\psi_{\beta_{1}}, \]

(i) Take \( \psi_{\beta_{1}} \) as the initial data, solve (2.23) and obtain \( \psi_{\beta_{1}}^{*} \) as follows

(ii) Take \( \psi_{\beta_{1}}^{*} \) as the initial data, solve (2.24) by using (2.19) and obtain \( \psi_{\beta_{1}}^{**} \).

(iii) Take \( \psi_{\beta_{1}}^{**} \) as the initial data, solve (2.25) and obtain \( \psi_{\beta_{1}}^{*+1} \) as follows

\[ \psi_{\beta_{1}}^{*+1} = \exp\left[\frac{\tau}{2}(\hat{u}_{\beta_{1}} + \beta|\psi_{\beta_{1}}^{*+1}|^2)\right]\psi_{\beta_{1}}^{*+1}. \]

2.3.2. NLSequation in multi-dimensions

Since the process of implementation of the proposed method for two and three dimensions is similar then we only demonstrate its algorithm for three dimensions. Consider the NLS equation (1.1) in the three dimensional case.

\[ \psi_{t} = \imath\alpha(\psi_{x_{1}x_{1}} + \psi_{x_{2}x_{2}} + \psi_{x_{3}x_{3}}) + \imath\omega \psi + \imath\beta|\psi|^2 \psi, \]

with the initial condition

\[ \psi(x_{1}, x_{2}, x_{3}, t_{0}) = \psi^{0}(x_{1}, x_{2}, x_{3}), \]

and the boundary conditions

\[ \psi(a, x_{2}, x_{3}, t) = g_{a}(x_{2}, x_{3}, t), \]

\[ \psi(b, x_{2}, x_{3}, t) = g_{b}(x_{2}, x_{3}, t), \]

\[ \psi(x_{1}, a, x_{3}, t) = g_{a}(x_{1}, x_{3}, t), \]

\[ \psi(x_{1}, x_{2}, a, t) = g_{a}(x_{1}, x_{2}, t). \]

To solve Eq. (2.26), we first split it in the following subproblems

\[ \psi_{t} = \imath/2(w + \beta|\psi|^2)\psi, \]

\[ \psi_{t} = \imath\alpha\psi_{x_{1}x_{1}}, \]

\[ \psi_{t} = \imath\alpha\psi_{x_{2}x_{2}}, \]

\[ \psi_{t} = \imath\alpha\psi_{x_{3}x_{3}}, \]

\[ \psi_{t} = \imath/2(w + \beta|\psi|^2)\psi. \]

Now we obtain the algorithm of the proposed method for this problem.

Algorithm 3D. The detailed algorithm of the time-splitting MDPS method for solving Eqs. (2.29)–(2.33), from \( t_{n} \) to \( t_{n+1} \) with \( n = 0, 1, \ldots \) and \( J_{k} = 1, 2, \ldots, M_{k} \), \( k = 1, 2, 3 \), is given in the following

(i) Take \( \psi_{\beta_{1}j_{2}j_{3}} \) as the initial data, solve (2.29) and obtain \( \psi_{\beta_{1}j_{2}j_{3}}^{*} \) as follows

(ii) Take \( \psi_{\beta_{1}j_{2}j_{3}}^{*} \) as the initial data, solve (2.30) by using (2.19) and obtain \( \psi_{\beta_{1}j_{2}j_{3}}^{**} \).

(iii) Take \( \psi_{\beta_{1}j_{2}j_{3}}^{**} \) as the initial data, solve (2.31) by using (2.19) and obtain \( \psi_{\beta_{1}j_{2}j_{3}}^{*+1} \).

(iv) Take \( \psi_{\beta_{1}j_{2}j_{3}}^{*+1} \) as the initial data, solve (2.32) by using (2.19) and obtain \( \psi_{\beta_{1}j_{2}j_{3}}^{*+2} \).

(v) Take \( \psi_{\beta_{1}j_{2}j_{3}}^{*+2} \) as the initial data, solve (2.33) and obtain \( \psi_{\beta_{1}j_{2}j_{3}}^{*+1} \) as follows

\[ \psi_{\beta_{1}j_{2}j_{3}}^{*+1} = \exp\left[\frac{\tau}{2}(\hat{u}_{\beta_{1}} + \beta|\psi_{\beta_{1}j_{2}j_{3}}^{*+2}|^2)\right]\psi_{\beta_{1}j_{2}j_{3}}^{*+1}. \]

3. Numerical experiments

In this section some numerical experiments are made to verify efficiency and high accuracy of the present method for various NLS equations with the Dirichlet boundary conditions. For estimating the error of the numerical solution, we use the norm of maximum error defined by

\[ L_{\infty}(R(\psi)) = \max_{j} |\text{Real}(\psi_{j,n}^{\text{exact}}) - \text{Real}(\psi_{j,n}^{\text{numerical}})|, \]

\[ L_{\infty}(I(\psi)) = \max_{j} |\text{Imaginary}(\psi_{j,n}^{\text{exact}}) - \text{Imaginary}(\psi_{j,n}^{\text{numerical}})|, \]

where \( \psi_{j,n} \) is the solution at the point \( (x_{j}, t_{n}) \). We will also study the long-time behavior of these equations with the proposed method in large scale domains. The numerical experiments are conducted by taking \( N_{x_{1}} = N_{x_{2}} = N_{x_{3}} = \text{Npoints} \) and \( M_{x_{1}} = M_{x_{2}} = M_{x_{3}} = \text{Npoints} \).
### 3.1. Example 1

Consider the following Eq. (1.1) with $\beta = 2$ and $w \equiv 0$

$$i\psi_t + \alpha \Delta \psi + 2|\psi|^2\psi = 0,$$

(3.1)

with the initial condition

$$\psi^0 = \exp \left( 2i \sum_{j=1}^{k} x_j \right) \sech \left( \sum_{j=1}^{k} x_j \right), \quad k = 1, 2. \tag{3.2}$$

We investigate the numerical solution with the proposed method for this example in one and two dimensions where the analytical solution of this equation is in the following form [27]

$$\psi(x,t) = \exp \left( i \left( 2 \sum_{j=1}^{k} x_j - 3t \right) \right) \sech \left( \sum_{j=1}^{k} x_j - 4t \right),$$

$x = x_1, \ldots , x_k, \ k = 1, 2, \tag{3.3}$

and the Dirichlet boundary conditions are directly obtained from the analytical solution.

**Problem 1D.** We study the following NLS equation (3.1) with $\alpha = 1$ in 1D. To have an overview of the rate of convergence, we plot $\log(L^\infty(R(\psi)))$ and $\log(L^\infty(I(\psi)))$ as a function of $\text{Npoints}$ at time $t = 1$. In Fig. 2 we observe the errors of the numerical solution in the three intervals $[-1, 1], [-5, 5]$ and $[-10, 10]$ with 1, 5 and 10 elements, respectively. This figure shows that the present method can provide very high accuracy with a large enough number of points. Table 1 gives the maximum error of this numerical solution at different times. In Fig. 3, the numerical simulations of real and imaginary parts, and $|\psi|$ are depicted. It is observed that

#### Table 1

The maximum error for the numerical solution of Problem 1D in Example 1 at different times.

<table>
<thead>
<tr>
<th>$T$</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L^\infty(R(\psi))$</td>
<td>4.01E−6</td>
<td>4.83E−6</td>
<td>5.30E−6</td>
<td>6.29E−6</td>
</tr>
<tr>
<td>$L^\infty(I(\psi))$</td>
<td>3.82E−6</td>
<td>4.74E−6</td>
<td>5.12E−6</td>
<td>5.37E−6</td>
</tr>
</tbody>
</table>

#### Table 2

The maximum error for the numerical solution of Problem 2D in Example 1 at different times.

<table>
<thead>
<tr>
<th>$T$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L^\infty(R(\psi))$</td>
<td>1.23E−4</td>
<td>1.28E−4</td>
<td>2.75E−4</td>
<td>1.57E−4</td>
</tr>
<tr>
<td>$L^\infty(I(\psi))$</td>
<td>1.07E−4</td>
<td>1.32E−4</td>
<td>1.50E−4</td>
<td>2.18E−4</td>
</tr>
</tbody>
</table>

$M_{subs}$. The conservation properties for our numerical scheme are examined by calculating discrete analogs of the conserved quantities charge and energy. For studying these conservation laws, we define the functions of charge error and energy error as follows

$$\text{Err}Q(t) = |Q^n - Q^0|,$$

$$\text{Err}E(t) = |E^n - E^0|,$$

where $Q^n$ and $E^n$ are the initial charge and energy with $t = 0$ and $Q^0$ and $E^0$ are the discrete quantities charge and energy at $t = n \times \tau$, respectively. Note that, for studying the conservation laws in a limited time interval, we need to choose a sufficiently large domain where the boundary conditions are approximated by zero.

#### Table 3

The maximum error with different mesh sizes in Example 1.

<table>
<thead>
<tr>
<th>(Npoints, Msubs, $\tau$)</th>
<th>Problem 1D</th>
<th>Problem 2D</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$L^\infty(R(\psi))$</td>
<td>$L^\infty(I(\psi))$</td>
</tr>
<tr>
<td>(16, 4, 0.01)</td>
<td>1.74E−2</td>
<td>1.51E−2</td>
</tr>
<tr>
<td>(16, 8, 0.001)</td>
<td>1.63E−4</td>
<td>1.09E−4</td>
</tr>
<tr>
<td>(16, 16, 0.0001)</td>
<td>3.14E−7</td>
<td>2.03E−7</td>
</tr>
</tbody>
</table>

**Fig. 2.** The relation between the maximum error and $\text{Npoints}$ for Problem 1D in Example 1.
| | preserves its initial shape during the wave motion from left to right. Also Fig. 4 shows the conservation errors charge and energy in time interval $t \in [0, 20]$. Table 1 and Figs. 3 and 4 report the numerical results in the interval $(x_1, t) \in [-20, 100] \times [0, 20]$ with $Npoints = 30$, $Msubs = 20$ and $\tau = 0.0001$.

**Problem 2D.** We study the following NLS equation (3.1) with $\alpha = 0.5$ in 2D. The numerical simulations of $|\psi|_2 = 0.5 \exp \left(i \sum_{j=1}^{2} x_j + t \right)$ in the space interval $(x_1, x_2) \in [-10, 10] \times [-10, 10]$ are depicted in Fig. 5 with $Npoints = 16$, $Msubs = 5$ and $\tau = 0.0001$. Also Table 2 reports the maximum error of this numerical solution at times $t = 1, 2, 3$ and 4.

In Table 3, the comparison of numerical results is presented for this example in both one and two dimensions with different mesh sizes. In this table we set the space interval $x_k \in [-16, 16]$, $k = 1, 2$ at time $t = 0.5$.

### 3.2. Example 2

Consider the following NLS equation (3.1) with the initial condition

$$\psi^0 = 0.5 \exp \left(i \sum_{j=1}^{k} x_j \right) \tanh \left( \left( \sum_{j=1}^{k} x_j \right) / \sqrt{2} \right).$$

\[k = 1, 2.\]  

We investigate the numerical solution with the proposed method for this example in one and two dimensions where the analytical solution of this equation is in the following form [27]

$$\psi(x, t) = 0.5 \exp \left(i \left( \sum_{j=1}^{k} x_j + t \right) \right).$$
Fig. 5. Images $|\psi(x_1, x_2, t)|$ for the numerical solution of Problem 2D in Example 1 at times $t = 0.5, 1, \ldots, 4$ ($x_1, x_2) \in [-10, 10] \times [-10, 10]$.

$$x = x_1, \ldots, x_k, k = 1, 2,$$

and the Dirichlet boundary conditions are directly obtained from the analytical solution.

**Problem 1D.** We study the following NLS equation (3.1) with $\alpha = -0.5$ in 1D. Fig. 6 gives the relation between the maximum error and Npoints at time $t = 1$. This figure shows the errors of the numerical solution in the three intervals $[-1, 1], [-5, 5]$ and $[-10, 10]$ with 1, 5 and 10 elements, respectively. For this example, we also observe that the present method can be quite accurate with a large enough number of points. The space–time graph of the numerical solution is presented in Fig. 7. This figure shows that the solitary wave transfers from the right to the left as time increases while the initial shape of $|\psi|$ does not change.

<table>
<thead>
<tr>
<th>$T$</th>
<th>20</th>
<th>40</th>
<th>60</th>
<th>80</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L_\infty(R(\psi))$</td>
<td>9.56E$^{-9}$</td>
<td>2.73E$^{-8}$</td>
<td>2.75E$^{-8}$</td>
<td>3.28E$^{-8}$</td>
</tr>
<tr>
<td>$L_\infty(I(\psi))$</td>
<td>9.22E$^{-9}$</td>
<td>2.85E$^{-8}$</td>
<td>1.93E$^{-8}$</td>
<td>3.97E$^{-8}$</td>
</tr>
</tbody>
</table>

Table 4 gives the maximum error of this numerical solution at different times. Fig. 7 and Table 4 report the numerical results and also Fig. 8 shows the curve errors of the discrete conservation properties, charge and energy, in the interval $(x_1, t) \in [-90, 10] \times [0, 80]$ with Npoints $= 25$, Msubs $= 20$ and $\tau = 0.0001$.

**Problem 2D.** We study the following NLS equation (3.1) with $\alpha = -0.25$ in 2D. The numerical simulations of $|\psi(x_1, x_2, t)|$ in the space interval $(x_1, x_2) \in [-30, 30] \times [-30, 30]$ and $t = 5, 10, \ldots, 40$ are given in Fig. 9. Table 5 reports the maximum error of this numerical solution at times $t = 10, 20, 30$ and 40. These results also
show the efficiency of the present method for long time simulation in two dimensions. In Fig. 9 and Table 5, we set Npoints = 50, Msubs = 4 and τ = 0.0001.

In Table 6, the comparison of numerical results is reported for this example in both one and two dimensions with different mesh sizes. In this table, we set the space interval \( x_k \in [-30, 30], k = 1, 2 \) at time \( t = 0.5 \).

### 3.3. Example 3

Consider the following Eq. (1.1) with \( \alpha = 0.5 \) and \( \beta = -1 \)

\[
i \psi_t + 0.5 \Delta \psi + w \psi - |\psi|^2 \psi = 0,
\]

where the initial condition is

\[
\psi^0 = \exp \left( - \sum_{j=1}^{k} (x_j - 8)^2 + i x_j \right), \quad k = 1, 2, 3.
\]
We test the efficiency and accuracy of the proposed scheme by comparing the analytical solutions in one, two and three dimensions where the analytical solution of this equation is [36]

$$
\psi(x, t) = \exp \left( - \sum_{j=1}^{k} (x_j - 8 - t)^2 + i \left( \sum_{j=1}^{k} x_j - t \right) \right),
$$

$$
\psi(x_1, x_2, t) = \exp \left( - \sum_{j=1}^{k} (x_j - 8 - t)^2 + i \left( \sum_{j=1}^{k} x_j - t \right) \right),
$$

and the Dirichlet boundary conditions are directly obtained from the analytical solution.

**Problem 1D.** We study the following NLS equation (3.6) in 1D with the potential function

$$
\psi(x_1, t) = 0.5 - 2(x_1 - 8 - t)^2 + \exp(-2(x_1 - 8 - t)^2).
$$

Like the previous examples, in this case we also study the relation between the maximum error and Npoints at time t = 1 in Fig. 10.

---

**Table 6**

<table>
<thead>
<tr>
<th>(Npoints, Msubs, ( \tau ))</th>
<th>Problem 1D ( L_\infty(\psi) )</th>
<th>Problem 2D ( L_\infty(\psi) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>(16, 4, 0.01)</td>
<td>7.8E-4</td>
<td>1.0E-2</td>
</tr>
<tr>
<td>(16, 8, 0.001)</td>
<td>9.9E-6</td>
<td>4.9E-4</td>
</tr>
<tr>
<td>(16, 16, 0.0001)</td>
<td>5.91E-8</td>
<td>2.0E-5</td>
</tr>
</tbody>
</table>

---

**Fig. 9.** Images \(|\psi(x_1, x_2, t)|\) for the numerical solution of Problem 2D in Example 2 at times \( t = 5, 10, \ldots, 40 \) \((x_1, x_2) \in [-30, 30] \times [-30, 30] \).
In this figure we observe the errors of the numerical solution in the three intervals \([10, 12], [10, 20]\) and \([10, 30]\), with 1, 5 and 10 elements, respectively. This figure shows that the present method can provide the spectral accuracy with a large enough number of points. It can be observed that the errors of the numerical results are consistent to the above examples. Fig. 11 shows the propagation of the solitary wave in this problem. This figure clearly shows \(|\psi|\) preserves the initial shape as time increases. Also Table 7 gives the maximum error of this numerical solution at different times up to \(t = 80\). Fig. 11 and Table 7 report the numerical results in the interval \((x_1, t) \in [0, 100] \times [0, 80]\) with \(Npoints = 25, Msubs = 20\) and \(\tau = 0.0001\).

**Problem 2D.** We study the following NLS equation (3.6) in 2D with the potential function

\[
  w(x_1, x_2, t) = 2 - 2 \sum_{j=1}^{2} (x_j - 8 - t)^2 + \exp \left( -2 \sum_{j=1}^{2} (x_j - 8 - t)^2 \right). 
\]

(3.10)

The images of numerical simulations \(|\psi(x_1, x_2, t)|; t = 2.5, 5, \ldots, 20\) in \((x_1, x_2) \in [0, 40] \times [0, 40]\) are depicted in Fig. 12 with \(Npoints = 100, Msubs = 2\) and \(\tau = 0.0001\). Also Table 8 reports the maximum error of this numerical solution at times \(t = 5, 10, 15\) and 20.
different times. The maximum error for the numerical solution of Problem 2D in Example 3 at different times.

Table 8
<table>
<thead>
<tr>
<th>T</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L_\infty(R(\psi))$</td>
<td>1.03E−8</td>
<td>2.57E−8</td>
<td>2.84E−8</td>
<td>4.72E−8</td>
</tr>
<tr>
<td>$L_\infty(I(\psi))$</td>
<td>1.15E−8</td>
<td>2.32E−8</td>
<td>3.02E−8</td>
<td>4.21E−8</td>
</tr>
</tbody>
</table>

**Problem 3D.** We study the following NLS equation (3.6) in 3D with the potential function

$$w(x_1, x_2, x_3, t) = 3.5 - 2 \sum_{j=1}^{3} (x_j - 8 - t)^2 + \exp \left(-2 \sum_{j=1}^{3} (x_j - 8 - t)^2\right).$$

(3.11)

Fig. 13 depicts the behavior of maximum error for the numerical solution of Problem 3D at different step sizes in time up to $t = 20$ in $(x_1, x_2, x_3) \in [0, 40] \times [0, 40] \times [0, 40]$ with $\text{Npoints} = 50$ and $\text{Msubs} = 4$. As shown in this figure, the proposed method gives high accurate results even if we consider long time interval. It also shows that small step size $\tau$ can obtain higher accuracy.

In Table 9 we present the maximum error of the numerical solution in the interval $x_k \in [0, 20]$, $k = 1, 2, 3$ at time $t = 1$ for the three problems in Example 3. In this table, various step sizes with fixed time are tested. We also investigate the behavior of the maximum error in this example for the large interval $x_k \in [0, 120]$, $k = 1, 2, 3$ with different mesh sizes at time $t = 0.5$, see Table 9. Fig. 14 includes tests for the discrete charge conservation law in one, two and three dimensions from $t = 0$ to $t = 20$ where we set $x_k \in [0, 40]$, $k = 1, 2, 3$ and $(\text{Npoints}, \text{Msubs}, \tau) = (50, 4, 0.0001)$. As can be seen from the figures and tables, the obtained results of the proposed method are in a good agreement with the exact solution, even at large values of time and space.

**4. Conclusion**

In this paper, we studied an efficient and stable method for the numerical solution of the nonlinear Schrödinger equation in one, two and three dimensions. To avoid solving the nonlinear partial differential equation, we applied the Strang splitting method.

Table 9
<table>
<thead>
<tr>
<th>$\tau = 0.01 \times 10^2$</th>
<th>$\tau = 0.001 \times 10^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L_\infty(R(\psi))$</td>
<td>$L_\infty(I(\psi))$</td>
</tr>
<tr>
<td>1D</td>
<td>5.6E−5</td>
</tr>
<tr>
<td>2D</td>
<td>7.3E−5</td>
</tr>
<tr>
<td>3D</td>
<td>1.0E−4</td>
</tr>
</tbody>
</table>

Table 10
<table>
<thead>
<tr>
<th>$(\text{Npoints} = 300, \text{Msubs} = 2, \tau = 0.001)$</th>
<th>$(\text{Npoints} = 150, \text{Msubs} = 2, \tau = 0.01)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L_\infty(R(\psi))$</td>
<td>$L_\infty(I(\psi))$</td>
</tr>
<tr>
<td>1D</td>
<td>6.2E−7</td>
</tr>
<tr>
<td>2D</td>
<td>8.3E−7</td>
</tr>
<tr>
<td>3D</td>
<td>9.1E−7</td>
</tr>
</tbody>
</table>
deal with the high dimensional cases, we employed the alternating direction implicit (ADI) technique. This technique makes contributions in many multi-dimensional problems because of its efficiency in saving CPU time and computer memory. In this paper, at each time step, the nonlinear Schrödinger equation was decoupled into a nonlinear ordinary differential equation and a linear partial differential equation. The nonlinear ordinary differential equation was explicitly calculated. Applying ADI technique, the linear partial differential equation in high dimensions was reduced to equations in one dimension. For the linear partial differential equation in one dimension, we employed an overlapping multi-domain pseudo-spectral method for the approximation in the space variable and the Crank–Nicolson method in time derivative. Using the multi-domain scheme in space variable, the matrices arising in the corresponding problem can be sparse, reducing the computation storage more than the single-domain, especially in high dimensional problems. According to numerical experiments, we find that the present method provides quite accurate results in one and high dimensions and even in some cases we find spectral accuracy for large computational domains. Numerical results also show that the proposed method preserves conserved quantities charge and energy.
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