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Abstract

Independent component analysis problem is often posed as the maximization/minimization of an objective/cost function under a unitary constraint, which presumes the prewhitening of the observed mixtures. The parallel adaptive algorithms corresponding to this optimization setting, where all the separators are jointly trained, are typically implemented by a gradient based update of the separation matrix followed by the so-called symmetrical orthogonalization procedure to impose the unitary constraint. This article addresses the convergence analysis of such algorithms, which has been considered as a difficult task due to the complication caused by the minimum-(Frobenius or induced 2-norm) distance mapping step. We first provide a general characterization of the stationary points corresponding to these algorithms. Furthermore, we show that fixed point algorithms employing symmetrical orthogonalization are monotonically convergent for convex objective functions. We later generalize this convergence result for non-convex objective functions. At the last part of the article, we concentrate on the kurtosis objective function as a special case. We provide a new set of critical points based on Householder reflection and we also provide the analysis for the minima/maxima/saddle-point classification of these critical points.
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I. INTRODUCTION

In the area of Independent Component Analysis and Blind Source Separation, several approaches and connected algorithms have been proposed [1]. Among these, the contrast function optimization based approaches have attracted particular attention, especially after the introduction of the FastICA algorithm [2]. The algorithms in this field are derived from search methods aiming to maximize a given contrast function that reflects a measure of independence and/or non-Gaussianity. We can organize them under two major categories:

- **Deflationary algorithms**, where each separator corresponding to an individual independent component (or source) is obtained separately. Therefore, the overall algorithm is a combination of consecutive sub-algorithms, referred to as one-unit algorithms. Each sub-algorithm is typically posed as the maximization of an objective function of the corresponding separator output under the unit 2-norm constraint on the separator vector. The algorithm for each sub-section has usually two steps (see [1], [3]):
  - a gradient based update on the separation vector, ignoring the constraint, followed by
  - the enforcement of the unit 2-norm constraint by the normalization of the resulting vector.

In the deflationary algorithm, once the execution of a sub-algorithm is finished, the corresponding extracted source is removed from the mixture.

- **Parallel algorithms**, where all separators are simultaneously adapted. In this case the problem is usually formulated as the maximization of an objective function of the output vector, i.e. the collection of all outputs, under the unitary constraint on the separator matrix (see for example [1], [4]). A typical parallel algorithm also has two steps:
  - a gradient based update of the separation matrix, ignoring the constraint, followed by
  - the enforcement of the unitariness constraint. This step is most usually implemented by either a Gram-Schmidt based QR factorization or a polar-decomposition based minimum distance (in Frobenius norm or induced 2-norm sense) unitary mapping. The later is usually referred as **symmetric orthogonalization** as the orthogonalization procedure is invariant with respect to the specific ordering of the columns of the separation matrix.
The major convenience of the deflationary algorithm is that it leads to a more tractable analysis (see for example [5]). This stems from the fact that the unit 2-norm constraint of the one-unit approach is easier to tackle than the unitary constraint of the parallel approach. However, the error propagation and growth is a major concern in the deflationary algorithms as the estimation errors generated in the previous steps cause growing estimation errors in the following steps. This drawback of the deflationary approach would cause the favoring of parallel algorithms especially if their convergence analyses are properly executed. In fact, the goal of this article is to contribute to the convergence analysis of the parallel algorithms.

In the past, a major result about the convergence of the one-unit algorithms was provided in [2], where it is shown that the one-unit FastICA algorithm has cubic convergence for the special choice of Kurtosis objective function. In [3], Regalia & Kofidis have shown the monotonic convergence of the one-unit fixed point algorithms for a larger set of objective functions. In [6], Hao & Huper used a dynamical systems framework for the local convergence analysis of FastICA as an extension of [3].

For the convergence analysis of the symmetric ICA algorithms, Oja proposed a convergence analysis for the symmetric FastICA algorithm based on a Kurtosis objective function [7], which also appeared in [8]. Furthermore, in [9], both one-unit and symmetric ICA algorithms are shown to approach the Cramer-Rao lower bound for certain scenarios.

In this article, we extend the monotonic convergence results for the one unit algorithm provided in [3] to the parallel ICA algorithm using symmetric orthogonalization. Furthermore, we provide a convenient characterization of critical (stationary) points of both gradient ascent and fixed point parallel algorithms using symmetric orthogonalization. Based on this characterization, we extend the set of stationary points reported in [7], [8] for the Kurtosis objective function. The extension consists of the Householder transformation matrices with the hyperplane of reflection defined by the normal vectors whose nonzero entries have equivalent magnitude. We also provide the classification of these critical points as maximum, minimum or saddle points. Our initial results were reported in the conference article [10], where we provide some partial results for real valued sources.

The organization of the article is as follows: In Section II, the ICA setup for one-unit and symmetric ICA algorithms and the corresponding notation used in the article are introduced. In Section III, we provide the characterizations of the critical points of the symmetric ICA problem
and the stationary points of the gradient ascent and fixed point parallel ICA algorithms based on symmetric orthogonalization. The convergence properties of these algorithms are analyzed in Section IV, where we first prove the monotonic convergence of the fixed point algorithms based on convex objective functions and then we provide the approach guaranteeing monotonic convergence for nonconvex objective functions. In Section V, the Kurtosis objective function is analyzed as a special case, where we show that some Householder transformation based orthogonal matrices form critical points and we provide their classification. Finally, Section VI is the conclusion.

II. ICA SET UP

We consider the following setup for the independent component analysis problem:

- There are \( p \) independent components (or sources): \( s_1, \ldots, s_p \in \mathbb{C} \) where we define
  \[
  \mathbf{s} = \begin{bmatrix} s_1 & s_2 & \ldots & s_p \end{bmatrix}^T.
  \]

  Without loss of generality, we assume that the original sources have zero mean and unit variance, and therefore,
  \[
  \mathbf{R}_s = E(\mathbf{s}\mathbf{s}^H) = \mathbf{I}.
  \]

- These independent components are mixed through the memoryless channel \( \mathbf{H} \in \mathbb{C}^{q \times p} \) to obtain \( q \) mixtures: \( y_1, y_2, \ldots, y_q \). Therefore, the linear mapping between the independent components and mixtures is given by
  \[
  \mathbf{y} = \mathbf{H}\mathbf{s},
  \]
  where
  \[
  \mathbf{y} = \begin{bmatrix} y_1 & y_2 & \ldots & y_q \end{bmatrix}^T.
  \]

  Here, we assume that \( q \geq p \), i.e., the number of mixtures is greater than or equal to the number of independent components. This scenario corresponds to the (overcomplete or square) instantaneous blind source separation problem.

- The goal is to adaptively obtain separator \( \mathbf{W} \in \mathbb{C}^{q \times p} \) from the realizations of mixtures \( \mathbf{y} \) such that the separator outputs
  \[
  \mathbf{z} = \mathbf{W}^T\mathbf{y}
  \]
are equal to or an approximation of the scaled and permuted version of the original sources.

- We assume that the observed mixtures are preprocessed by a whitening transformation such that the whitened observation vector given by

\[ x = W^T_{\text{pre}} y, \]

where \( W_{\text{pre}} \in \mathbb{C}^{q \times p} \), has the covariance

\[ R_x = E(xx^H) = I. \]

Therefore, the effective mapping between the sources and whitened observations, which is given by

\[ C = W^T_{\text{pre}} H, \]

is a \( p \times p \) unitary matrix, i.e.,

\[ CC^H = C^H C = I. \]

Therefore, the goal of two-stage independent component analysis approaches that use pre-whitening is to adaptively obtain a unitary matrix \( \Theta \in \mathbb{C}^{p \times p} \) such that the overall map between the sources and the separator outputs given by

\[ \Psi = \Theta^T C, \tag{1} \]

satisfies

\[ \Psi = P \Lambda \tag{2} \]

where \( P \in \mathbb{R}^{p \times p} \) is a permutation matrix (reflecting inherent permutation ambiguity) and \( \Lambda \in \mathbb{C}^{p \times p} \) is a diagonal matrix with complex entries located on the unit circle (reflecting inherent phase ambiguity).

- Based on the information above, the overall separator matrix is written as

\[ W = W_{\text{pre}} \Theta, \]

i.e., the product of the whitening matrix and the unitary separator matrix, and therefore, the separator outputs can be written as

\[ z = W^T y = \Theta^T W^T_{\text{pre}} y = \Theta^T x. \]
In the contrast function maximization based approach, the problem of obtaining $\Theta$ is posed as the optimization problem given by

$$\text{maximize} \quad \mathcal{J}(\Theta)$$

subject to \(\Theta \Theta^H = I\).

The objective function $\mathcal{J}$ is a measure of mutual independence and/or non-Gaussianity of outputs. As an example of objective functions, we can give (multiuser) Kurtosis [11], [12]:

$$\mathcal{J}(\Theta) = \sum_{k=1}^{p} |\mathcal{K}(\Theta_{:,k}^T x)|,$$

where $\mathcal{K}(\cdot)$ is the kurtosis of its argument which is defined as

$$\mathcal{K}(a) = E(|a|^4) - 2(E(|a|^2))^2 - |E(a^2)|^2,$$

and $\Theta_{:,k}$ is the $k^{th}$ column of $\Theta$. Note that as in the example given by (4), the objective function would be a purely real function of its complex argument $\Theta$. Therefore, it wouldn’t satisfy the Cauchy-Riemann conditions which implies that it is not differentiable in the usual complex derivative sense. However, we can still define the complex gradient and Hessian based on ”Wirtinger calculus” (see e.g., [13], [14], [15], [16], [12], [17] for details), which will be assumed for the rest of the discussion. We assume that $\mathcal{J}$ is a smooth function of

$$\begin{bmatrix} \Re \{t \} \\ \Im \{t \} \end{bmatrix},$$

where

$$t = \text{vec}(\Theta) = \begin{bmatrix} \Theta_{:,1}^T & \Theta_{:,2}^T & \cdots & \Theta_{:,p}^T \end{bmatrix}^T.$$

Equivalently, $\mathcal{J}$ is a smooth function (with respect to Wirtinger calculus) of the conjugate coordinates

$$t_c = \begin{bmatrix} t \\ \bar{t} \end{bmatrix}$$

which implies that the partial derivative of $\mathcal{J}$ with respect to $t$ exists assuming that conjugate coordinate $\bar{t}$ is constant, and vice versa. We define the gradient operator as

$$\nabla_\Theta \mathcal{J}(\Theta) = \text{reshape}(\frac{\partial \mathcal{J}}{\partial t}),$$

\(^1x\) notation stands for the vector obtained by taking complex conjugate of elements of $x$. 
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where \textit{reshape} is the reverse of the \textit{vec} operator in (5), i.e.,
\[
\text{reshape} \left( \begin{bmatrix}
  t_1 \\
  t_2 \\
  \vdots \\
  t_{p^2}
\end{bmatrix} \right) = \begin{bmatrix}
  t_1 & t_{p+1} & \cdots & t_{p(p-1)+1} \\
  t_2 & t_{p+2} & \cdots & t_{p(p-1)+2} \\
  \vdots & \vdots & \vdots & \vdots \\
  t_p & t_{2p} & \cdots & t_{2p^2}
\end{bmatrix}.
\]

- In the deflationary approach, the problem in (3) is divided into a sequence of \( p \) subproblems corresponding to each column of \( \Theta \):

\[
\begin{align*}
\text{maximize} & \quad J_s(\Theta_{:,k}) \\
\text{subject to} & \quad \|\Theta_{:,k}\|_2 = 1.
\end{align*}
\]

Each subproblem is solved through the one-unit algorithm. Right after the execution of the one-unit algorithm, the extracted source is removed from the mixture.

- In the parallel approach, all columns of \( \Theta \) are trained simultaneously. For this purpose, the problem in (3) is directly solved through an algorithm which typically consists of 2-step iterations given by

\[
\begin{align}
\Theta^{(i+1)} & = \Phi(\Theta^{(i)}, \nabla_\Theta J(\Theta^{(i)})), \quad (\text{i}) \\
\Theta^{(i+1)} & = \mathcal{M}_U(\Theta^{(i+1)}), \quad (\text{ii})
\end{align}
\]

where

- In (7.i), the mapping \( \Phi \) represents the gradient based update. Among the different options, two common ones are

  * \textit{Gradient Ascent Update}:

  \[
  \Phi(\Theta^{(i)}, \nabla_\Theta J(\Theta^{(i)})) = \Theta^{(i)} + \mu^{(i)} \nabla_\Theta J(\Theta^{(i)}),
  \]

  where \( \mu^{(i)} \) is the nonnegative step size.

  * \textit{Fixed Point Update}:

  \[
  \Phi(\Theta^{(i)}, \nabla_\Theta J(\Theta^{(i)})) = \nabla_\Theta J(\Theta^{(i)}).
  \]

- In (7.ii) \( \mathcal{M}_U \) represents the mapping to the set of unitary matrices. There are two popular approaches for this mapping:
* **QR Factorization Based:** Gram-Schmidt procedure is applied to the updated matrix to convert its columns to orthonormal vectors.

* **Symmetric Orthogonalization (based on Minimum Distance Unitary Mapping (MDUM)):**
  In this case, the argument is mapped to the closest unitary matrix in both Frobenius norm and induced-2-norm sense:

  Given \( \Upsilon \) is a non-singular square matrix with a singular value decomposition (SVD)
  \[
  \Upsilon = U \Sigma \Upsilon V_H
  \]
  then the closest unitary matrix (in Frobenius norm sense) to \( \Upsilon \) is unique and is given by
  \[
  M_{MDUM}^U(\Upsilon) = U \Upsilon V_H.
  \]  
  (11)

  Note that, if we write
  \[
  \Upsilon = U \Sigma \Upsilon V_H = \underbrace{U \Sigma \Upsilon}_{\Pi} \underbrace{V_H}_{Q}
  \]
  \[
  \Pi Q
  \]
  (12)

  where \( \Pi \) is positive definite and \( Q \) is unitary, the expression in (12) is referred as the polar decomposition of \( \Upsilon \). Therefore, the MDUM maps a matrix to the unitary matrix obtained from its polar decomposition.

  An alternative, and probably the most common representation for the MDUM symmetric orthogonalization, is given by
  \[
  M_{MDUM}^U(\Upsilon) = (\Upsilon \Upsilon^H)^{-1/2} \Upsilon,
  \]  
  (13)

  where the square root matrix in the above expression refers to the symmetrical square-root. Note that the mappings in (11) and (13) are identical and produce the same result.

  The following lemma's list some important properties of MDUM symmetrical orthogonalization that will be used in the following sections:

  **Lemma 1:** For a full rank square matrix \( A \) and unitary matrix \( \Theta \),
  \[
  M_{MDUM}^U(\Theta A) = \Theta M_{MDUM}^U(A).
  \]
Proof: Proof directly follows from the fact that if \( U_A \Sigma_A V_A^H \) is a SVD of \( A \) then \( \Theta U_A \Sigma_A V_A^H \) is an SVD of \( \Theta A \). Therefore, \( M_{UDUM}^\Theta (\Theta A) = \Theta U_A V_A^H = \Theta M_{UDUM}^A (A) \).

Lemma 2: For a full rank square matrix \( A \), \( M_{UDUM}^A (A) = I \) if and only if \( A \) is a positive definite matrix.

Proof: Let \( U_A \Sigma_A V_A^H \) represent an SVD of \( A \):

if direction: if \( A \) is a positive definite matrix then singular values and singular vectors of \( A \) coincide with the eigenvalues and eigenvectors of \( A \) respectively (with proper magnitude ordering). Therefore, an SVD of \( A \) can be written as \( U_A \Sigma_A U_A^H \) where \( \Sigma_A \) contains the eigenvalues of \( A \) on the diagonal which are also the singular values. As a consequence, \( M_{UDUM}^A (A) = U_A U_A^H = I \).

only if direction: if \( M_{UDUM}^A (A) = I \) then equivalently \( U_A V_A^H = I \). Therefore, \( U_A = V_A \).

Which further implies, \( A = U_A \Sigma_A U_A^H \). Therefore, since \( \Sigma_A \) is a diagonal matrix with positive entries (for a full rank matrix), \( A \) is a Hermitian positive definite matrix.

• We should note that there are other alternative ICA approaches based on the optimization over general matrix manifolds. Readers are referred to [18] and references there in, for details on such algorithms.

III. CRITICAL POINTS OF SYMMETRICAL ICA ALGORITHMS

In the analysis of convergence behavior of algorithms, it is important to characterize “to which points” the algorithm converges as well as “how” it converges. Therefore, in this section we’ll obtain a general characterization of the critical points of the symmetric ICA algorithms based on symmetric (MDUM) orthogonalization. We’ll assume that the gradient of the objective function is of full rank over the set of unitary matrices.

The following theorem provides the description of the critical points of the optimization problem in (3) regardless of the chosen iterative algorithm:

Theorem 1: Let \( \Theta_* \) be a local maximum of the problem (3). Then there exists an \( S \in \mathbb{C}^{p \times p} \) such that

\[
\nabla_{\Theta} J(\Theta_*) = \Theta_* S \text{ and } S = S^H.
\]

Proof: According to the Proposition 4.7.3 in [19], if \( \Theta_* \) is a local maxima of (3), then the
gradient $\nabla_{\Theta} J(\Theta_*)$ should be a member of the polar cone of the tangent cone of the constraint set at $\Theta_*$, which is the vector space given by $\{\Theta_* S \mid S = S^H\}$. ■

According to this theorem, if $\Theta_*$ is a critical point of the problem in (3) then the gradient of the objective function $J$ is in the normal space [4] of the constraint set.

Using the linear relation in (1), we can rewrite the condition in (14), in terms of the overall mapping $\Psi$ as

$$\nabla_{\Psi} J(\Psi_*) = \Psi_* S' \text{ and } S' = S'^H,$$

where $\Psi_* = \Theta_*^TC$ and $S' = C^HSC$.

A separator matrix is referred as the fixed point or the stationary point of an algorithm if the algorithm iterations starting from this point remains at the same point. If the algorithm reaches to one of these stationary points it becomes "trapped" at that point. The following theorem provides the fixed point characterization of the symmetric ICA algorithms using gradient ascent update and the symmetric (MDUM) orthogonalization:

**Theorem 2:** For the ICA algorithm with update rule given in (8) using $M_{MDUM}^U$ symmetric orthogonalization, where the step sizes in (8) are sufficiently small such that $\Theta$ in (7) is a full rank matrix, a unitary matrix $\Theta_*$ is the stationary point if and only if there exists an $S \in \mathbb{C}^{p \times p}$ for which the condition in (14) holds.

**Proof:** $\Theta_*$ is the stationary point of the algorithm if and only if the $\Theta_*$ is mapped back to itself after the two step update in (7), which can be mathematically stated as

$$\Theta_* = M_{MDUM}^U(\Theta_* + \mu^{(k)} \nabla_{\Theta} J(\Theta_*))$$

$$= M_{MDUM}^U(\Theta_* (I + \mu^{(k)} \Theta_*^H \nabla_{\Theta} J(\Theta_*)))$$

$$= \Theta_* M_{MDUM}^U(I + \mu^{(k)} \Theta_*^H \nabla_{\Theta} J(\Theta_*)) \quad (16)$$

where the last equality follows from Lemma 1. As a result, from (16) the condition for $\Theta_*$ to be stationary point can be rewritten as,

$$M_{MDUM}^U(I + \mu^{(k)} \Theta_*^H \nabla_{\Theta} J(\Theta_*)) = I.$$

Due to the constraint on the step sizes, the argument of $M_{MDUM}^U$ above is a full rank matrix. Therefore, according to Lemma 2, A unitary matrix $\Theta_*$ is a stationary point if and only if
\( I + \mu^{(k)} \Theta_*^H \nabla_{\Theta} J(\Theta_*) \) is a positive-definite matrix, which is further equivalent to the condition that \( \Theta_*^H \nabla_{\Theta} J(\Theta_*) \) is equal to a Hermitian matrix. \( \blacksquare \)

Note that the constraint on the step size in Theorem 2 implies, if \( \Theta_*^H \nabla_{\Theta} J(\Theta_*) \) is a positive-definite Hermitian matrix, then \( \Theta_* \) is a stationary point for all nonnegative \( \mu^{(k)} \)'s. If \( \Theta_*^H \nabla_{\Theta} J(\Theta_*) \) is a Hermitian matrix with negative eigenvalues, then \( \Theta_* \) is a stationary point for the non-negative step sizes that satisfy the condition\(^2\)

\[
\mu^{(k)} < \frac{1}{|\lambda_{\min}(\Theta_*^H \nabla_{\Theta} J(\Theta_*))|} \quad \forall k \geq 0.
\]

Note that for the step size constraint defined above, the critical points of the optimization problem in (3) specified by Theorem 1 and the stationary points of the conventional gradient ascent, specified by Theorem 2, match.

For the symmetric algorithm based on fixed point update and symmetric (MDUM) orthogonalization, we can provide a similar characterization. The following theorem shows that the set of stationary points of the fixed point algorithm is a subset of the stationary points of the conventional gradient ascent algorithm:

*Theorem 3:* A unitary matrix \( \Theta_* \) is a stationary point of the fixed point ICA algorithm with symmetric orthogonalization if and only if there exists a positive-definite \( S \in \mathbb{C}^{p \times p} \) such that the condition in (14) holds.

*Proof:* \( \Theta_* \) is a stationary point if and only if:

\[
\Theta_* = \mathcal{M}_U^{MDUM}(\nabla_{\Theta} J(\Theta_*)) \Leftrightarrow \Theta_*^H \mathcal{M}_U^{MDUM}(\nabla_{\Theta} J(\Theta_*)) = I.
\]

Using Lemma 1 an equivalent condition can be written as

\[
\mathcal{M}_U^{MDUM}(\Theta_*^H \nabla_{\Theta} J(\Theta_*)) = I.
\]

Due to Lemma 2 and due to the standing full rank assumption on the gradient matrix, this condition is equivalent to \( \Theta_*^H \nabla_{\Theta} J(\Theta_*) \) being a positive-definite matrix. \( \blacksquare \)

**IV. CONVERGENCE OF SYMMETRIC ICA ALGORITHMS**

A major concern about the symmetric ICA algorithms is about their convergence property. Especially in the case of symmetric (MDUM) orthogonalization based parallel algorithms, the

\( ^2 \lambda_{\min}(A) \) notation refers to the minimum eigenvalue of matrix \( A \)
convergence analysis is obstructed by the complication caused by the orthogonalization step. However, in this section we’ll show that we can extend the convergence results obtained for one-unit algorithms in [3] to parallel fixed-point ICA algorithms employing MDUM orthogonalization. Following a treatment similar to [3], we’ll first concentrate on the convergence analysis of the convex objective functions. After that, we’ll provide the modified fixed point algorithms and the corresponding convergence analysis for the nonconvex objective functions.

A. Convergence Analysis for Convex Objective Functions

When the objective function in (3) is convex, we can prove the monotonic convergence property of fixed point algorithms with MDUM orthogonalization. However, we first introduce the following lemma which would be useful in the proof of monotonic convergence:

Lemma 3: Given a full rank matrix \( \mathbf{A} \in \mathbb{C}^{n \times n} \). The unique global maximum of the problem

\[
\begin{align*}
\text{maximize} & \quad \Re\{\text{Tr}(\mathbf{A}^H \Theta)\} \\
\text{subject to} & \quad \Theta^H \Theta = \Theta \Theta^H = \mathbf{I}.
\end{align*}
\]

is given by \( \Theta = \mathcal{M}_{\text{MDUM}}^M(\mathbf{A}) \).

Proof: Based on the Proposition 4.7.3 in [19], a local optimum \( \Theta^* \) of the problem in (17) should satisfy

\[
\Theta^* S = \mathbf{A} \quad \text{for some} \quad S = S^H.
\]

Assuming \( \mathbf{A} \) has the singular value decomposition

\[
\mathbf{A} = U_A \Sigma_A V_A^H,
\]

from (18), for the critical points of the problem in (17) we can write

\[
S^H S = \mathbf{A}^H \mathbf{A} = V_A \Sigma_A U_A^H U_A \Sigma_A V_A^H = V_A \Sigma_A^2 V_A^H.
\]

From which we conclude that \( S \) is a Hermitian matrix with

\[
S = V_A \Lambda V_A^H
\]
where $\Lambda = \Sigma_A F$ and $F$ is a diagonal matrix with 1’s, and/or −1’s on the diagonal. Note that the objective function value at the critical point $\Theta_*$ is equal to

$$\Re \{ \text{Tr}(A^H \Theta_*) \} = \Re \{ \text{Tr}(S) \} = \text{Tr}(V_A \Sigma_A J V_A^H) = \text{Tr}(\Sigma_A F).$$

Among all critical points specified by (18), the global maximum value is achieved for $F = I$. Note that this case corresponds to $\Theta_* = U_A V_A^H = M_{MDU} U (A)$. the global maximum point for the problem in (17) is obtained by projecting $A$ to the set of unitary matrices using mapping $M_U (MDU)$. Furthermore, the value of $\Re \{ \text{Tr}(A^H \Theta_*) \}$ at the global maximum point is strictly greater than its values at other critical points obtained for the choices of $F \neq I$.

Based on the lemma above, we can state the following theorem about the monotonic convergence property of some fixed point algorithms:

**Theorem 4:** A Symmetric Fixed Point ICA algorithm with MDUM orthogonalization corresponding to the optimization setting in (3) where $J$ is a smooth convex objective function (over a convex set containing the set of unitary matrices), which is bounded on the set of unitary matrices, is monotonically convergent to one of the stationary points defined by Theorem 3.

**Proof:** Given $J$ is a smooth (with respect to conjugate coordinates described in Section II) convex function of $\Theta$, for any $\Theta^{(k)}, \Theta^{(k+1)}$ pair in (7), with the update rule given in (9), we have (from the subgradient inequality in Appendix I)

$$J(\Theta^{(k+1)}) \geq J(\Theta^{(k)})$$

$$+ 2 \Re \{ \text{Tr}(\nabla_\Theta J(\Theta^{(k)}) (\Theta^{(k+1)} - \Theta^{(k)}) ) \}. \quad (19)$$

According to Lemma 3, given $\Theta^{(k)}$ is not a stationary point of the algorithm, i.e., $\Theta^{(k)} \neq M_{MDU} (\nabla_\Theta J(\Theta^{(k)}))$ (due to Theorem 3), the choice

$$\Theta^{(k+1)} = M_{MDU} (\nabla_\Theta J(\Theta^{(k)})),$$

guarantees that

$$\Re \{ \text{Tr}(\nabla_\Theta J(\Theta^{(k)})^H \Theta^{(k+1)}) \} > \Re \{ \text{Tr}(\nabla_\Theta J(\Theta^{(k)})^H \Theta^{(k)}) \}$$
Therefore, combined with (19), we obtain $J(\Theta^{(k+1)}) > J(\Theta^{(k)})$. This fact, together with the boundedness of $J$, implies the convergence. 

**B. Extension for Non-convex Objective Functions**

The monotonic convergence property of the symmetric fixed point ICA algorithms, specified by Theorem 4, is valid for the convex objective functions. For a nonconvex objective function, we need to modify the fixed point update expression such that the resulting algorithm is guaranteed to be monotonically convergent. For this modification, we follow the similar steps used for the one-unit algorithm in [3].

We first start by defining the Hessian of $J(\Theta)$ with respect to vectorized conjugate coordinates $t_c$ (defined by (5) and (6)) as [13], [14]

$$H^J(\Theta) = \begin{bmatrix} H^J_{tt} & H^J_{t\bar{t}} \\ H^J_{t\bar{t}} & H^J_{\bar{t}\bar{t}} \end{bmatrix}, \tag{20}$$

where

$$H^J_{tt} = \frac{\partial}{\partial t} \left( \frac{\partial J}{\partial t} \right)^H, \quad H^J_{t\bar{t}} = \frac{\partial}{\partial \bar{t}} \left( \frac{\partial J}{\partial t} \right)^H, \quad H^J_{t\bar{t}} = \frac{\partial}{\partial t} \left( \frac{\partial J}{\partial \bar{t}} \right)^H, \quad H^J_{\bar{t}\bar{t}} = \frac{\partial}{\partial \bar{t}} \left( \frac{\partial J}{\partial \bar{t}} \right)^H.$$

Based on this definition, $J$ would be convex on a convex domain containing the set of unitary matrices if and only if $H^J$ is positive semidefinite over its domain. In the case when $H^J$ is not positive semidefinite, we can introduce an auxiliary objective function

$$P(\Theta) = J(\Theta) + \gamma \text{Tr}(\Theta\Theta^H - I)$$

over the domain $D = \{\Theta \mid \Theta^H\Theta \preceq I\}$. We note that $P(\Theta) = J(\Theta)$ over the constraint set, i.e. $\{\Theta \mid \Theta^H\Theta = I\}$. Here, we choose

$$\gamma \geq -\inf_{\Theta \in D} \lambda_{\min}(H^J(\Theta)) \tag{21}$$

where $\lambda_{\min}(H^J(\Theta))$ stands for the minimum eigenvalue of $H^J(\Theta)$ which has negative values over $D$ due to the fact that $J$ is not convex. The choice in (21) guarantees that the Hessian of $P$, which is given by

$$H^P(\Theta) = H^J(\Theta) + \gamma I,$$

3The generalized inequality $\preceq$: $A \preceq B$ means $B - A$ is a positive semi-definite matrix.
is positive semidefinite over $D$. Therefore, the resulting $P$ would be a convex function over $D$. As a result, the corresponding fixed point algorithm would be monotonically convergent due to Theorem 4. The fixed point algorithm corresponding to this function can be written as

\[
\Theta^{(k+1)} = \gamma \Theta^{(k)} + \nabla_{\Theta} J(\Theta^{(k)}) \tag{22}
\]
\[
\Theta^{(k+1)} = M^{M_{\text{DUU}}}_U (\Theta^{(k+1)}) \tag{23}
\]

Based on the convexity of the defined auxiliary objective function $P$, we can write

\[
P(\Theta^{(k+1)}) - P(\Theta^{(k)}) \geq 2 \Re\{\text{Tr}((\gamma \Theta^{(k)} + \nabla_{\Theta} J(\Theta^{(k)}))^H(M^{M_{\text{DUU}}}_U (\gamma \Theta^{(k)} + \nabla_{\Theta} J(\Theta^{(k)})) - \Theta^{(k)}))\}, (24)
\]

which yields a lower bound on the increments of the auxiliary objective function $P$ as well as the original objective function $J$ as they have the same value over the constraint set. The following theorem asserts that this lower bound is maximized for

\[
\gamma = -\inf_{\Theta \in D} \lambda_{\text{min}}(H^J(\Theta)). \tag{25}
\]

**Theorem 5:** The lower bound expression on the right side of (24) is a monotonic non-increasing function of $\gamma$ and therefore it is maximized for the minimum value of $\gamma$ in the range specified by (21).

**Proof:** Let $U^{(k+1)} \Sigma^{(k+1)} V^{(k+1)}$ denote an SVD of $\Theta^{(k+1)}$ in (22), then the lower bound in (24) can be written as

\[
L(\gamma) = 2 \Re\{\text{Tr}((\gamma \Theta^{(k)} + \nabla_{\Theta} J(\Theta^{(k)}))^H(M^{M_{\text{DUU}}}_U (\gamma \Theta^{(k)} + \nabla_{\Theta} J(\Theta^{(k)})) - \Theta^{(k)}))\}
\]

\[
= 2 \Re\{\text{Tr}(U^{(k+1)} \Sigma^{(k+1)} V^{(k+1)} U^{(k+1)} V^{(k+1)})\} - 2 \Re\{\text{Tr}(\gamma \Theta^{(k)} H \Theta^{(k)}) + \text{Tr}(\nabla_{\Theta} J(\Theta^{(k)}) H \Theta^{(k)})\}
\]

\[
= 2 \text{Tr}(\Sigma^{(k+1)}) - 2p\gamma - 2 \Re\{\text{Tr}(\nabla_{\Theta} J(\Theta^{(k)}) H \Theta^{(k)})\}.
\]

Therefore, the derivative of this lower bound with respect to $\gamma$ can be written as

\[
\frac{dL(\gamma)}{d\gamma} = 2 \frac{d\text{Tr}(\Sigma^{(k+1)})}{d\gamma} - 2p.
\]

In order to derive an expression for $\frac{d\text{Tr}(\Sigma^{(k+1)})}{d\gamma}$, we first write down the singular value decomposition of $\Theta^{(k+1)}$ in the form

\[
\Theta^{(k+1)} = \sum_{m=1}^{N_d^{(k+1)}} \sigma_m^{(k+1)} U_m^{(k+1)} V_m^{(k+1)H},
\]

where
• $N_{d}^{(k+1)}$ is the number of distinct singular values of $\Theta^{(k+1)}$,

• $\sigma_{m}^{(k+1)}$ is the $m^{th}$ distinct singular value of $\Theta^{(k+1)}$ with multiplicity $r_{m}^{(k+1)}$ (Note that $\sum_{m=1}^{N_{d}^{(k+1)}} r_{m}^{(k+1)} = p$),

• $U_{m}^{(k+1)} \in \mathbb{C}^{p \times r_{m}^{(k+1)}}$ and $V_{m}^{(k+1)} \in \mathbb{C}^{p \times r_{m}^{(k+1)}}$ are semi-orthogonal matrices containing left and right singular vectors of $\Theta^{(k+1)}$ corresponding to $\sigma_{m}^{(k+1)}$ respectively. Note that $U_{m}^{(k+1)} = [U_{1}^{(k+1)} \ U_{2}^{(k+1)} \ldots \ U_{N_{d}^{(k+1)}}^{(k+1)}]$, (26)

and

$$V_{m}^{(k+1)} = [V_{1}^{(k+1)} \ V_{2}^{(k+1)} \ldots \ V_{N_{d}^{(k+1)}}^{(k+1)}].$$

Based on Property 4.1 in [20], we can write

$$\frac{d\text{Tr}(\Sigma^{(k+1)})}{d\gamma} = \frac{1}{2} \sum_{m=1}^{N_{d}^{(k+1)}} \sum_{n=1}^{r_{m}^{(k+1)}} \lambda_{n}(U_{m}^{(k+1)}H \Theta(k) V_{m}^{(k+1)} + V_{m}^{(k+1)}H \Theta(k) U_{m}^{(k+1)}),$$

where $\lambda_{n}(\cdot)$ is the $n^{th}$ eigenvalue of its argument. Since

$$|\lambda_{n}(\Gamma_{m}^{(k+1)})| \leq \sup_{q \in C_{r_{m}^{(k+1)}}^{(k+1)}, ||q||_{2}=1} |q^{H} \Gamma_{m}^{(k+1)} q|$$

$$\leq \sup_{q \in C_{r_{m}^{(k+1)}}^{(k+1)}, ||q||_{2}=1} \left| ((U_{m}^{(k+1)} q)^{H} \Theta(k) V_{m}^{(k+1)} q) + ((\Theta(k) V_{m}^{(k+1)} q)^{H} U_{m}^{(k+1)} q) \right|$$

$$\leq \sup_{q \in C_{r_{m}^{(k+1)}}^{(k+1)}, ||q||_{2}=1} 2 ||U_{m}^{(k+1)} q||_{2} ||\Theta(k) V_{m}^{(k+1)} q||_{2}$$

$$= 2,$$

for all $n = 1, \ldots, r_{m}^{(k+1)}$, we can deduce that

$$\frac{d\text{Tr}(\Sigma^{(k+1)})}{d\gamma} \leq p,$$

and therefore,

$$\frac{d\mathcal{L}(\gamma)}{d\gamma} \leq 0.$$
V. KURTOSIS OBJECTIVE FUNCTION AS A SPECIAL CASE

Kurtosis is one of the most popular objective functions in blind adaptive signal processing [21], [22], [11], [23]. In this section, we’ll provide a converge analysis of the multiuser kurtosis function in (4) in the light of results provided in the previous sections:

We write the kurtosis objective as a function of the overall mapping \( \Psi \) in (1), where it can be shown that (see for example [11]):

\[
J_{MUK}(\Psi) = \sum_{m=0}^{p} |\kappa_m| \sum_{n=0}^{p} |\Psi_{n,m}|^4,
\]

(28)

where \( \kappa_m \) is the kurtosis of the \( m^{th} \) source, \( \Psi_{n,m} \) is the \((n,m)\)-th element of \( \Psi \), and MUK stands for Multi User Kurtosis. We assume that all of the sources are non-Gaussian. In [11], the convergence analysis of the BSS algorithm corresponding to this objective function using Gram-Schmidt orthogonalization was provided. In what follows, we’ll look at the convergence analysis for the algorithm based on MDUM orthogonalization.

The gradient of the objective function in (28) can be written as

\[
\nabla_{\Psi} J_{MUK}(\Psi) = (2\Psi^{\odot 2} \odot \bar{\Psi})K,
\]

(29)

where

\[
K = diag(|\kappa_1|, |\kappa_2|, \ldots, |\kappa_p|),
\]

\( \odot \) represents Hadamard, i.e. elementwise, power or product operation, and \( \bar{\Psi} \) stands for matrix obtained by complex conjugating the elements of \( \Psi \). It is shown in Appendix II that the gradient in (29) is always full rank when \( \Psi \) is a unitary matrix. Hessian (as defined in 20) of the Kurtosis objective function is given by

\[
\mathcal{H}_{\Psi}^{J_{MUK}}(\Psi) = \begin{bmatrix}
4\text{diag}(\text{vec}((\Psi \odot \bar{\Psi})K)) & 2\text{diag}(\text{vec}((\Psi^{\odot 2})K)) \\
2\text{diag}(\text{vec}((\bar{\Psi}^{\odot 2})K)) & 4\text{diag}(\text{vec}((\Psi \odot \bar{\Psi})K))
\end{bmatrix}.
\]

Since \( \mathcal{H}_{\Psi}^{J} \) is a diagonally dominant Hermitian matrix, with non-negative diagonal entries, it is positive semidefinite. Therefore, the objective function in (28) is a convex function of its argument. We also note that

\[
\inf_{\Psi \in D} \lambda_{\min}(\mathcal{J}(\Psi)) = 0.
\]
A. Critical Points

We can now outline some specific examples of critical points based on (15) and (29):

- If $\Psi$ satisfies the perfect separation condition in (2), then
  \[
  \nabla_{\Psi} J(\Psi) = 2PA^2\Lambda K = 2PAK\Lambda \bar{\Lambda}
  \]
  \[
  = 2\Psi K\Lambda \bar{\Lambda}
  \]
  Therefore, $\Psi^H \nabla_{\Psi} J(\Psi) = 2K\Lambda \bar{\Lambda}$ is a Hermitian matrix, which is also positive definite. As a result, not surprisingly, the perfect separation matrices are the critical points of the optimization problem, the stationary points for the symmetrical gradient ascent algorithm for any positive $\mu^{(k)}$ and the stationary points for the symmetrical fixed point algorithm.

- If $\Psi$ has columns with nonzero entries having a constant magnitude, i.e., all the non-zero elements in column-$j$ have magnitude equal to $\beta_j$, (the example provided in [7]), then
  \[
  \nabla_{\Psi} J(\Psi) = 2\Psi B^2K
  \]
  where $B = \text{diag}(\beta_1, \beta_2, \ldots, \beta_p)$. Therefore, $\Psi^H \nabla_{\Psi} J(\Psi) = 2B^2K$ is a Hermitian positive-definite matrix, therefore, we can make the same comments as in the previous case.

- Let $\Psi_*$ be a matrix satisfying the critical point condition in (15). If we define
  \[
  \Phi = \Psi_* \Pi,
  \]
  where $\Pi$ is a perfect separation matrix, then based on (29), we can write
  \[
  \nabla_{\Psi} J(\Phi) = \nabla_{\Psi} J(\Psi_*) \Pi
  \]
  Therefore,
  \[
  \Phi^H \nabla_{\Psi} J(\Phi) = \Pi^H \Psi_*^H \nabla_{\Psi} J(\Psi_*) \Pi
  \]
  would be a Hermitian matrix with the same inertia as $\Psi_*^H \nabla_{\Psi} J(\Psi_*)$ and in consequence, $\Psi_*$ and $\Phi$ would share the same critical/stationary point property.
  Similarly, defining $\Xi = \Pi \Psi_*$ would yield
  \[
  \Xi^H \nabla_{\Psi} J(\Xi) = \Psi_*^H \nabla_{\Psi} J(\Psi_*),
  \]
  and therefore, $\Xi$ would also share the same critical/stationary point property as $\Psi_*$.

- As a more interesting example, consider the case where
\[
\Psi = \frac{1}{6} \begin{bmatrix}
2 & -2 & 2 & 2 & 4 & 2 \\
2 & 4 & 2 & 2 & -2 & 2 \\
4 & 2 & -2 & -2 & 2 & -2 \\
-2 & 2 & -2 & -2 & 2 & 4 \\
-2 & 2 & 4 & -2 & 2 & -2 \\
-2 & 2 & -2 & 4 & 2 & -2 \\
\end{bmatrix}
\]  \tag{30}

and \( K = I \). If we look at the product \( \Psi^H \nabla_{\Psi} J(\Psi) \), it is equal to
\[
\begin{bmatrix}
7 & 2 & -2 & -2 & 2 & -2 \\
2 & 7 & 2 & 2 & -2 & 2 \\
-2 & 2 & 7 & -2 & 2 & -2 \\
-2 & 2 & -2 & 7 & 2 & -2 \\
2 & -2 & 2 & 2 & 7 & 2 \\
-2 & 2 & -2 & -2 & 2 & 7 \\
\end{bmatrix}
\frac{2}{9}
\]  \tag{31}

which is clearly a symmetric matrix, and therefore, \( \Psi \) in (30) is a critical point. Furthermore, since the smallest eigenvalue of the matrix in (31) is equal to \(-\frac{2}{3}\), it would be a stationary point for the conventional gradient ascent algorithm if \( \mu^{(k)} < \frac{3}{2} \). Due to the fact that the symmetric matrix in (31) isn’t positive definite, \( \Psi \) in (30) is not a stationary point of the fixed point algorithm. In fact, if we apply one iteration of fixed point update (with MDUM symmetric orthogonalization) we obtain
\[
\begin{bmatrix}
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
\end{bmatrix},
\]

as new \( \Psi \), which is a perfect separation point.

- The last example can be obtained as a permuted version of more general set of critical points, for \( K = \kappa I \) which is a typical scenario in separation of digital communications.
signals, given by

$$\Psi = I - 2v v^H$$ (32)

where \(v \in C^{p \times 1}\) has \(L\) nonzero entries with magnitude \(\frac{1}{\sqrt{L}}\). The matrices in this category correspond to Householder transformations where the axis of reflection has the normal vector whose nonzero elements have the same magnitude. It is interesting to note here that such vectors are the critical points for the one-unit Kurtosis maximization algorithm. For this case

$$\nabla_\Psi J(\Psi) = 2\kappa \Psi^2 \odot \Psi = 2\kappa \Psi \odot \Psi \odot \Psi$$

$$= 2\kappa \Psi \odot (I - 2vv^H) \odot (I - 2\bar{v}v^T)$$

$$= 2\kappa \Psi \odot (I - 4\text{diag}(a) + 4aa^T)$$

$$= 2\kappa I + 12\left(\frac{2 - L}{L}\right)\text{diag}(a) - \frac{16}{L^2}vv^H,$$

where \(a\) is the vector obtained by replacing nonzero entries of \(v\) with \(\frac{1}{L}\). As a result, the product

$$\Psi^H \nabla_\Psi J(\Psi) = \kappa(I - 2vv^H)(2I + 12\left(\frac{2 - L}{L}\right)\text{diag}(a) - \frac{16}{L^2}vv^H)$$

$$= \kappa(2I + 12\left(\frac{2 - L}{L}\right)\text{diag}(a) - \frac{2L^2 - 12L + 16}{L^2}vv^H) = S_v$$

Note that \(S_v = S_v^H\), and therefore, \(\Psi\) in (32) is a critical point. The eigenvalues of \(S_v\) are given by

$$\lambda_n = \begin{cases} 
2\kappa - \frac{L^2 + 6L - 4}{L^2} & n = 1, \\
2\kappa \frac{L^2 - 6L + 12}{L^2} & 2 \leq n \leq L, \\
2\kappa & L + 1 \leq n \leq p
\end{cases}$$

All eigenvalues, except \(\lambda_1\) are always positive. \(\lambda_1\) is positive for \(0 \leq L \leq 5\) and it is negative for \(L \geq 6\). Therefore, the critical point in (32) is a stationary point of the fixed point symmetrical ICA algorithm only when \(0 \leq L \leq 5\).

The following theorem provides the minima-maxima-saddle point characterization of the critical points in (32):

**Theorem 6:** The critical points in (32), for \(K = \kappa I\), are classified as follows:

- **Global Maxima:** \(L = 1\) and \(L = 2\) corresponds to Global Maxima for all \(p \geq 2\).
– **Global Minima**: \( L = p = 4 \) corresponds to Global Minima,

– **Saddle Points**: All remaining cases are saddle points.

**Proof**: The proof is in Appendix III.

### VI. CONCLUSION

In this article, various analytical results related to the convergence behavior of the ICA/BSS algorithms based on symmetric orthogonalization are presented. In particular,

- a convenient characterization of the stationary points of fixed point (gradient ascent) algorithms is obtained where it is shown that a point is stationary if and only if the corresponding gradient matrix is equal to the separator matrix multiplied by a positive-definite (Hermitian) matrix,

- in the convex objective function case, the monotonic convergence property of the corresponding fixed point algorithms with symmetric orthogonalization is proven,

- the modification of the fixed point algorithm to guarantee monotonic convergence in the case of non-convex objective functions is proposed,

- an analysis of stationary points of the kurtosis objective function is provided based on the general characterization introduced previously,

- a rigorous study of the stability behavior of a new family of stationary points for kurtosis objective function (which are based on Householder transformation) is provided,

- the full rank property of the kurtosis objective function (over the set of unitary matrices) is shown.
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### APPENDIX I

**Subgradient Inequality for Real Valued Function of Complex Matrices**

Let \( J(\Theta) \) is a real valued function of \( \Theta \in \mathbb{C}^{p \times p} \), which is also a smooth convex function of the real vector \( \hat{t} = \begin{bmatrix} \Re\{t\} \\ \Im\{t\} \end{bmatrix} \), where \( t = \text{vec}(\Theta) \). Defining \( t^{(1)} = \text{vec}(\Theta^{(1)}) \), \( t^{(2)} = \text{vec}(\Theta^{(2)}) \),

\[
\hat{t}^{(k)} = \begin{bmatrix} \Re\{t^{(k)}\} \\ \Im\{t^{(k)}\} \end{bmatrix} \quad k = 1, 2,
\]
where $\Theta_1, \Theta_2 \in \mathbb{C}^{p \times p}$, the usual subgradient inequality for $\mathcal{J}$, which is a convex real function of real vector $\hat{t}$ can be written as [24]

$$\mathcal{J}(\hat{t}^{(2)}) \geq \mathcal{J}(\hat{t}^{(1)}) + \nabla_{\hat{t}} \mathcal{J}(\hat{t}^{(1)})^T (\hat{t}^{(2)} - \hat{t}^{(1)}).$$

Noting that

$$\nabla_{\hat{t}} \mathcal{J} = \begin{bmatrix} \nabla_{\Re\{t\}} \mathcal{J} \\ \nabla_{\Im\{t\}} \mathcal{J} \end{bmatrix}$$

and (from [14]),

$$\nabla_{\hat{t}} \mathcal{J} = \frac{1}{2}(\nabla_{\Re\{t\}} \mathcal{J} + i\nabla_{\Im\{t\}} \mathcal{J})$$

we can write

$$\nabla_{\hat{t}} \mathcal{J}(\hat{t}^{(1)})^T (\hat{t}^{(2)} - \hat{t}^{(1)}) = 2\Re\{\nabla_{\hat{t}} \mathcal{J}(\hat{t}^{(1)})^H (\hat{t}^{(2)} - \hat{t}^{(1)})\}.$$ 

Using the equality

$$\nabla_{\hat{t}} \mathcal{J}(\hat{t}^{(1)})^H (\hat{t}^{(2)} - \hat{t}^{(1)}) = \text{Tr}(\nabla_{\Theta} \mathcal{J}(\Theta^{(1)})^H (\Theta^{(2)} - \Theta^{(1)}))$$

we obtain the desired form of the subgradient inequality

$$\mathcal{J}(\Theta^{(2)}) \geq \mathcal{J}(\Theta^{(1)}) + 2\Re\{\text{Tr}(\nabla_{\Theta} \mathcal{J}(\Theta^{(1)})^H (\Theta^{(2)} - \Theta^{(1)}))\}.$$ 

**APPENDIX II**

**FULL RANK PROPERTY OF KURTOSIS OBJECTIVE FUNCTION GRADIENT**

Given a unitary matrix $\Psi \in \mathbb{C}^{p \times p}$, we can write

$$\Psi = \sum_{k=0}^{p} \lambda_k q_k q_k^H$$

where $\lambda_k \in \mathbb{C}^*$ and $q_k \in \mathbb{C}^{p \times 1}$ are the eigenvalues and the corresponding eigenvectors of $\Psi$. Based on this expansion, the gradient of the Kurtosis objective function in (29) can be written as

$$\nabla_{\Psi} \mathcal{J}(\Psi) = (2\Psi \circ \Psi \circ \Psi)K$$

$$= (2 \sum_{k=1}^{p} \sum_{l=1}^{p} \sum_{m=1}^{p} \lambda_k \lambda_l \lambda_m v_{klm} v_{klm}^H)K$$

$$= VDV^H K$$

where $v_{klm} = q_k \circ q_l \circ \bar{q}_m$,

$$V = \begin{bmatrix} v_{111} & v_{112} & \cdots & v_{ppp} \end{bmatrix}.$$
and \( D = diag(2\lambda_1|\lambda_1|^2, 2\lambda_1^2\bar{\lambda}_2, \ldots, 2|\lambda_p|^2\lambda_p) \). Therefore, for the range of \( \nabla_{\Psi} J(\Psi) \), we can write

\[
\mathcal{R}(\nabla_{\Psi} J(\Psi)) = \mathcal{R}(V) = \text{Span}\{q_1 \odot q_1 \odot \bar{q}_1, q_1 \odot q_1 \odot q_2, \ldots, q_p \odot q_p \odot q_p\}.
\]

We show that \( V \) is a full-rank matrix, based on the approach introduced in [25], [26]. We first define the mapping \( g : \mathbb{C}^{p \times 1} \mapsto \mathbb{C}^{p \times 1} \) as

\[
g(x) = x \odot x \odot \bar{x}.
\]

Then the set in (34) would be equivalent to the range space of the mapping \( f : \mathbb{C}^{p \times 1} \mapsto \mathbb{C}^{p \times 1} \) defined as \( f(x) = g(Qx) \) where

\[
Q = \begin{bmatrix} q_1 & q_2 & \ldots & q_p \end{bmatrix}.
\]

Since \( g \) is an onto mapping, and \( Q \) is an invertible (unitary) matrix, the span of \( f \) is equal to \( \mathbb{C}^{p \times 1} \). Therefore, \( V \) in (33) has full rank, which further implies that \( \nabla_{\Psi} J(\Psi) \) is a full-rank matrix.

### III. Proof of Theorem 6

To simplify the expressions, without loss of generality, we will assume that \( \kappa = 1 \).

**Global Maxima and Global Minima:**

Without loss of generality, assuming that the first \( L \) entries of the \( v \) vector is nonzero, we can write a matrix given by (32) more explicitly as

\[
\Psi = I - 2vv^H
\]

\[
= \begin{bmatrix}
(1 - \frac{2}{L}) & -\frac{2}{L}e^{j\Theta_{12}} & \ldots & -\frac{2}{L}e^{j\Theta_{1L}} & 0 & 0 & \ldots & 0 \\
-\frac{2}{L}e^{-j\Theta_{12}} & (1 - \frac{2}{L}) & \ldots & -\frac{2}{L}e^{j\Theta_{2L}} & 0 & 0 & \ldots & 0 \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
-\frac{2}{L}e^{-j\Theta_{1L}} & -\frac{2}{L}e^{-j\Theta_{2L}} & \ldots & (1 - \frac{2}{L}) & 0 & 0 & \ldots & 0 \\
0 & 0 & \ldots & 0 & 1 & 0 & \ldots & 0 \\
0 & 0 & \ldots & 0 & 0 & 1 & \ldots & 0 \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
0 & 0 & \ldots & 0 & 0 & 0 & \ldots & 1
\end{bmatrix}
\] (34)
where $\Theta_{kl} = \angle v_k - \angle v_l$, where $\angle$ is the phase operator.

- When $L = 1$, the matrix in (34) is a diagonal matrix. Therefore, it corresponds to a perfect separation matrix, or equivalently, a global maximum.
- When $L = 2$, first two diagonal entries are equal to zero and the corresponding matrix has only one nonzero entry per row (or per column). Therefore, this case also corresponds to a global maximum.
- When $L = p = 4$, the matrix in (34) would be equivalent to

$$
\Psi = \begin{bmatrix}
\frac{1}{2} & -\frac{1}{2} e^{j\Theta_{12}} & -\frac{1}{2} e^{j\Theta_{13}} & -\frac{1}{2} e^{j\Theta_{14}} \\
-\frac{1}{2} e^{-j\Theta_{12}} & \frac{1}{2} & -\frac{1}{2} e^{j\Theta_{23}} & -\frac{1}{2} e^{j\Theta_{24}} \\
-\frac{1}{2} e^{-j\Theta_{13}} & -\frac{1}{2} e^{-j\Theta_{23}} & \frac{1}{2} & -\frac{1}{2} e^{j\Theta_{34}} \\
-\frac{1}{2} e^{-j\Theta_{14}} & -\frac{1}{2} e^{-j\Theta_{24}} & -\frac{1}{2} e^{-j\Theta_{34}} & \frac{1}{2}
\end{bmatrix},
$$

(35)

which is a matrix with equal magnitude ($\frac{1}{\sqrt{p}}$) entries that corresponds to a global minimum of the objective function.

**Saddle Points:**

In order to show that the remaining cases correspond to saddle points, we start by defining

$$
\Omega = \Psi \odot \overline{\Psi} = I - 4\text{diag}(a) + 4aa^T
$$

Based on this definition, we can write

$$
J_{MUK}(\Psi) = \|\Omega\|_F^2 = \text{Tr}(\Omega^H \Omega)
$$

$$
= \text{Tr}((I - 4\text{diag}(a) + 4aa^T)(I - 4\text{diag}(a) + 4aa^T)).
$$

After some simplifications, assuming $L$ nonzero elements, we obtain

$$
J_{MUK}(\Psi) = p - 8 + 24\|a\|_2^2 - 32\|a\|_3^3 + 16\|a\|_2^4,
$$

(36)

where $\|a\|_N = (\sum_{k=1}^p |a_k|^N)^{1/N}$, which can be further simplified to

$$
J_{MUK}(\Psi_c) = p - 8 + 8\left(3\frac{1}{L} - 2\frac{1}{L^2}\right).
$$

Based on the expression in (36) we can perform the stability analysis as follows:

- When $2 < L < p$:
Assuming one nonzero component of \(a\) increased by a small positive amount \(\epsilon\) while another nonzero component of \(a\) decreased by the same amount (preserving \(\|v\|_2 = 1\)), then the objective function at the perturbed point is given by

\[
J_{MUK}(\Psi') = p - 8 + 24\left(\frac{L - 2}{L^2} + \left(\frac{1}{L} - \epsilon\right)^2 + \left(\frac{1}{L} + \epsilon\right)^2\right) - 32\left(\frac{L - 2}{L^3} + \left(\frac{1}{L} + \epsilon\right)^3 + \left(\frac{1}{L} - \epsilon\right)^3\right) + 16\left(\frac{L - 2}{L^2} + \left(\frac{1}{L} - \epsilon\right)^2 + \left(\frac{1}{L} + \epsilon\right)^2\right)^2
\]

\[
= J_{MUK}(\Psi_c) + \frac{48L - 128}{L} \epsilon^2 + 64\epsilon^4.
\]

Therefore, the prescribed perturbation leads to an increase in the MUK objective function. Therefore, the corresponding critical point is not a maximum point.

Assuming that one nonzero component of \(a\) increased by a small positive amount \(\epsilon\) while a zero component of \(a\) increased by the same amount, then the objective function at the perturbed point is given by

\[
J_{MUK}(\Psi') = p - 8 + 24\left(\frac{L - 1}{L^2} + \left(\frac{1}{L} - \epsilon\right)^2 + \epsilon^2\right) - 32\left(\frac{L - 1}{L^3} + \left(\frac{1}{L} + \epsilon\right)^3 + \epsilon^3\right) + 16\left(\frac{L - 1}{L^2} + \left(\frac{1}{L} - \epsilon\right)^2 + \epsilon^2\right)^2
\]

\[
= J_{MUK}(\Psi_c) + \frac{32 - 48L}{L^2} \epsilon + \frac{48L^2 - 32L + 64}{L^2} \epsilon^2 - \frac{128}{L} \epsilon^3 + 64\epsilon^4
\]

For \(2 < L < p\) and sufficiently small \(\epsilon\), the sum of the terms with positive powers of \(\epsilon\) in the above expression will always be negative. Therefore, the prescribed perturbation leads to a decrease in the objective function.

As a result for \(2 < L < p\), the corresponding \(\Psi_c\)'s are neither maxima nor minima. They are non-stable saddle points.

- The case with \(2 < L = p\) needs a special treatment:
  - The case with \(p = 4\) is previously shown to correspond to global minima.
  - For other cases, we need to analyze the perturbation in more detail, i.e., the behavior of the objective function in all neighboring points. For this purpose, we parameterize the neighbors of the critical point \(\Psi_c\) with

\[
\Psi_{\epsilon,A} = \Psi_c e^{\epsilon A},
\]

where \(A\) is a skew-Hermitian matrix with Frobenius norm equal to 1, i.e., \(\|A\|_F = 1\),
and $\epsilon \neq 0$ is a small real number. For sufficiently small $\epsilon$

$$\|\Psi_c - \Psi_{c,A}\|_F \approx \epsilon.$$ 

Based on the power series expansion,

$$\Psi_{c,A} = \Psi_c \sum_{k=0}^{\infty} \frac{\epsilon^k A^k}{k!},$$

we can write the difference between critical point and its neighbor as

$$\Psi_{\epsilon,A} - \Psi_c = \Psi_c \sum_{k=0}^{\infty} \frac{\epsilon^k A^k}{k!} - \Psi_c = \Psi_c \sum_{k=1}^{\infty} \frac{\epsilon^k A^k}{k!}$$

$$= \epsilon \Psi_c A + \frac{\epsilon^2}{2} \Psi_c A^2 + \ldots$$

Using this expression, the value of the objective function at the neighboring point can be written as

$$\mathcal{J}(\Psi_{\epsilon,A}) = \mathcal{J}(\Psi_c) + 2\Re\{\operatorname{Tr}(\nabla_{\Psi} \mathcal{J}(\Psi_c)^H (\epsilon \Psi_c A + \frac{\epsilon^2}{2} \Psi_c A^2))\}$$

$$= 2\Re\{\operatorname{Tr}(\nabla_{\Psi} \mathcal{J}(\Psi_c)^H (\frac{\epsilon^2}{2} \Psi_c A^2))\} + \Delta \mathcal{J}_1(\epsilon, A)$$

$$+ \Re\{\operatorname{vec}(\epsilon \Psi_c A)^H H_{it}(\Psi_c) \operatorname{vec}(\epsilon \Psi_c A)\}$$

$$+ \Re\{\operatorname{vec}(\epsilon \Psi_c A)^H H_{it}(\Psi_c) \operatorname{vec}(\epsilon \Psi_c A)\} + o(\epsilon^3). \quad (37)$$

The terms $\Delta \mathcal{J}_1(\epsilon, A), \Delta \mathcal{J}_2(\epsilon, A), \Delta \mathcal{J}_3(\epsilon, A)$ in (37) can be reduced as follows:

* $\Delta \mathcal{J}_1(\epsilon, A)$:

$$\Delta \mathcal{J}_1(\epsilon, A) = 2\Re\{\operatorname{Tr}(\nabla_{\Psi} \mathcal{J}(\Psi_c)^H (\epsilon \Psi_c A + \frac{\epsilon^2}{2} \Psi_c A^2))\}$$

$$= 2\Re\{\operatorname{Tr}(\nabla_{\Psi} \mathcal{J}(\Psi_c)^H (\frac{\epsilon^2}{2} \Psi_c A^2))\}, \quad (38)$$

which is due to the fact that, at the critical point $\Psi_c$

$$\nabla_{\Psi} \mathcal{J}(\Psi_c) = \Psi_c S \quad \text{for some} \ S = S^*,$$

and therefore,

$$\Re\{\operatorname{Tr}(\nabla_{\Psi} \mathcal{J}(\Psi_c)^H (\epsilon \Psi_c A))\} = \Re\{\operatorname{Tr}(\epsilon \Psi_c A)\} = 0.$$
For the $L=p$ case, the gradient $\nabla_{\Psi}J(\Psi_c)$ can be written as
\[
\nabla_{\Psi}J(\Psi_c) = 2\Psi_c \odot \Psi_c \odot \Psi_c = 2\Psi_c \odot (I - 2vH) \odot (I - 2vT) = 2\Psi_c(I(1 - \frac{4}{p}) + \frac{4}{p^2}11^T) = (2(1 - \frac{6}{p} + \frac{12}{p^2})I - \frac{16}{p^2}vH)
\]

Based on this expression, we can further simplify (38) as follows:
\[
\Delta J_1(\epsilon, A) = \epsilon^2 \Re\{\text{Tr}(\nabla_{\Psi}J(\Psi_c)^H(\Psi_cA^2))\}
\]
\[
= \epsilon^2 \Re\{\text{Tr}((2(1 - \frac{6}{p} + \frac{12}{p^2})I - \frac{16}{p^2}vH)(I - 2vH)A^2)\}
\]
\[
= \epsilon^2 \Re\{\text{Tr}((2(1 - \frac{6}{p} + \frac{12}{p^2})I - (4 - \frac{24}{p} + \frac{32}{p^2})vH)A^2)\}
\]
\[
= \epsilon^2(2\frac{p^2}{p^2} - 6p + 12 \frac{p^2}{p^2} \Re\{\text{Tr}(A^2)\} - 4\frac{p^2}{p^2} - 6p + 8 \frac{p^2}{p^2} \Re\{\text{Tr}(vH A^2)\})
\]
\[
= \epsilon^2(-2\frac{p^2}{p^2} - 6p + 12 \frac{p^2}{p^2} - 4\frac{p^2}{p^2} - 6p + 8 \frac{p^2}{p^2} v^HA^2v)
\]
\[
= \epsilon^2(-2\frac{p^2}{p^2} - 6p + 12 \frac{p^2}{p^2} + 4\frac{p^2}{p^2} - 6p + 8 \frac{p^2}{p^2} \|Av\|_2^2), \quad (39)
\]

where we used the fact that for a skew-Hermitian $A$ with $\|A\|_F = 1$, $\Re\{\text{Tr}(A^2)\}$ is equal to $-1$.

* $\Delta J_2(\epsilon, A)$:
\[
\Delta J_2(\epsilon, A) = \epsilon^2 vec(\Psi_cA)^H4\text{diag}(vec(\Psi_c\Psi_c))vec(\Psi_cA)
\]
\[
= 4\epsilon^2\|\Psi_c \odot (\Psi_cA)\|_F^2
\]
\[
= 4\epsilon^2((1 - \frac{4}{p}) \sum_{k=1}^{p} |A_{kk}|^2 + (\frac{16}{p} - 2) \sum_{k=1}^{p} |A_{kk}| \Im\{v_k\xi_k\}
\]
\[
+ 16 \sum_{k=1}^{p} |v_k|^2|\xi_k|^2 + 4 \frac{p^2}{p^2} - \frac{16}{p^2} \|\xi\|_2^2), \quad (40)
\]

where $\xi$ is a vector defined as $\xi = vH A$ and whose $k$-th element is denoted by $\xi_k$, $v_k$ is the $k$-th component of vector $v$ and we skipped some algebraic simplification details due to length constraints.
\* \( \Delta J_3(\epsilon, A) \): 

\[
\Delta J_3(\epsilon, A) = \epsilon^2 \text{Re}\left\{ \text{vec}(\Psi_c A) 2 \text{diag}(\text{vec}(\Psi_c^2)) \text{vec}(\Psi_c A) \right\}
\]

\[
= 2\epsilon^2 \left( \frac{4}{p} - 1 \right) \sum_{k=1}^{p} |A_{kk}|^2 + (4 - \frac{16}{p}) \sum_{k=1}^{p} |A_{kk}| \text{Im}\{v_k \xi_k\}
\]

\[
+ \left( 4 - \frac{16}{p} \right) \text{Re}\left\{ \sum_{k=1}^{p} v_k^* \xi_k^* \right\}^2 + \frac{4}{p^2} \sum_{k=1}^{p} \sum_{l=1}^{p} e^{i2\Theta_{kl}} (A_{kl}^*)^2,
\]  
(41)

where \( \Theta_{kl} = v_k v_l^* \).

Finally, the equations (37,39,40,41) can be combined to obtain

\[
J(\Psi_{\epsilon,A}) - J(\Psi_c) = \alpha(A) \epsilon^2 + o(\epsilon^3)
\]

where

\[
\alpha(A) = -2p^2 - 6p + 4 + 4p^2 - 6p - 8 \|\xi\|^2 + (2 - \frac{8}{p}) \sum_{k=1}^{p} |A_{kk}|^2 + 16 \sum_{k=1}^{p} |v_k|^2 |\xi_k|^2
\]

\[
+ \left( \frac{32}{p} - 8 \right) \sum_{k=1}^{p} \text{Im}\{A_{kk}\} \text{Im}\{v_k \xi_k\} - \text{Re}\left\{ (v_k^* \xi_k^*)^2 \right\} + \frac{8}{p^2} \sum_{k=1}^{p} \sum_{l=1}^{p} e^{i2\Theta_{kl}} (A_{kl}^*)^2.
\]  
(42)

Using the expression in (42), we analyze three different cases of \( A \):

* (Case 1): If we choose \( A_1 = i\mathbf{v}\mathbf{v}^H \), then \( \xi = i\mathbf{v}^H \) and therefore \( \|\xi\| = 1 \). The expression in (42) simplifies to

\[
\alpha(A_1) = 2p^2 - 5p + 4 + \frac{2(p - 1)(p - 4)}{p^2},
\]

which is negative for \( 1 < p < 4 \) and positive for \( p > 4 \).

* (Case 2): If we choose \( A_2 = i\eta\eta^H \), where \( \eta = \sqrt{\frac{p}{2}} \begin{bmatrix} v_2^* & \ldots & v_1^* \end{bmatrix}^T \), then \( \xi = 0 \).

In this case, we obtain

\[
\alpha(A_2) = -\frac{(p - 4)^2}{p^2},
\]

which is negative for all \( p \neq 4 \).

* (Case 3): if we choose \( A_3 = i\eta\eta^H \), where

\[
\eta = \mathbf{f} \odot \mathbf{v},
\]

and \( \mathbf{f} \) is the complex exponential vector

\[
\mathbf{f} = \begin{bmatrix} 1 & e^{i \frac{2\pi}{p}} & e^{i \frac{2\pi}{p^2}} & \ldots & e^{i(p-1)\frac{2\pi}{p}} \end{bmatrix}^T
\]
then $\xi = 0$. Since in (42)

$$\frac{8}{p^2} \sum_{k=1}^{p-1} \sum_{l=1}^{p} e^{2\theta_{kl}} (A_{kl}^*)^2 = \begin{cases} 
-\frac{8}{p^2} & p = 2 \\
0 & p > 2 
\end{cases},$$

we obtain

$$\alpha(A_3) = \begin{cases} 
\frac{-2p^2+14p-24}{p^2} & p = 2 \\
\frac{-2p^2+14p-16}{p^2} & p > 2 
\end{cases}.$$

Therefore, $\alpha(A_3)$ is positive for $3 \leq p \leq 5$ and negative for $p = 2$ or $p > 5$.

- Based on Cases 1 and 2, we can conclude that, for $p > 4$, the perturbation in the "direction" determined by $A_1$ causes increase in the objective function while the perturbation in the "direction" determined by $A_2$ causes decrease.

For $p = 3$, based on Cases 1 and 3, we observe that the perturbation in the "direction" determined by $A_1$ causes decrease in the objective function while the perturbation in the "direction" determined by $A_3$ causes an increase.

As a result, we conclude that for the $2 < L = p$ case, the corresponding Householder reflection based critical points are saddle points except for $p = 4$ which corresponds to global minima.
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