Analysis of a two-node task-splitting feedback tandem queue with infinite buffers by functional equation
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1 Background for the research

A simple Poisson tandem queue with infinite buffers has been studied in the literature, see Brockett, Weibo and Yang (1999) as recent ones, for example. They have formulated and solved a number of general questions using the theory of stochastic differential equations together with a systematic use of the Itô calculus as their fundamental modelling methodology. Miyazawa, Sakume and Yamaguchi (2007) studied asymptotic behaviours of the loss probability for a finite-buffer queue. Their model includes a many-server queue and is described by a truncated quasi birth–death (QBD) process. To avoid large state space, cases that may develop in some systems such as open-networks of mixed finite- and infinite-buffer queues with phase-type distributed service and interarrival times, systems are decomposed in separate systems. This is because matrix-geometric, spectral expansion and other techniques can solve such systems efficiently. However, decomposition is not possible for systems that involve task loss and feedback such as the one we will consider. Retrial queueing systems shown to be good mathematical models for processing information transmission in many telecommunication networks such as telephone switching systems, cellular mobile networks, local and metropolitan area networks under different protocols of random multiple access, etc., see Artalejo (1999), for example. It seems that majority of publications in this area is considering systems with the stationary Poisson arrivals. To catch the typical features of traffic in modern telecommunication networks such as correlation and burstiness, retrial queueing systems with the batch Markovian arrival processes (BMAP) or its partial case, Markovian arrival processes (MAP) have been studied. Retrial queueing systems with the MAP are described by the level dependent QBD processes, see Artalejo, (1999) and Diamond and Alfa (1998), for example. Klimenok and Taramin (2007) studied a tandem queue with loss and blocking. The arrival is assumed to be BMAP. They derived the condition for stability and calculated performance measures. Kist, Lloyd-Smith and Harris (2005) studied a simple internet protocol address flow-blocking model. Flow-based networking can help addressing current performance issues in convergent internet protocol networks. They proposed a model that allows the blocking probability calculation in the case where flows have different rates with known mean and SD and verified their model by simulation.

Feedback queues play an important role in real-life service systems, where tasks may require repeated services. Tandem queues with feedback have been widely studied in the literature. Applications of such systems are in manufacturing systems and computer networks. See Tang and Zhao (2008), for instance. In their article, Tang and Zhao, assumed Markovian arrival and service times. However, upon completion of a service at
the second station, the task either leaves the system with probability \( p \), or goes back, along with all tasks currently waiting in the second queue, to the first station with probability \( 1 - p \). They developed a method to study properties of exactly geometric tail asymptotics as the number of tasks in the other queue increases to infinity. Their objective was to illustrate how to deal with a block generating function of \( GI/M/1 \) type.

It should be noted that none of the tandem models, including Jackson’s (1957) and Brockett, Weibo and Yang (1999), have considered splitting feature with analytical solutions except for a few works of the authors (see Haghhighi and Mishev (2007), for example), although the terminology has been used in a different context (see Ceder and Eldar (2002), for example). We, in this article, will partially fill this gap and this is one of the novelties of the model.

2 Introduction and description of the model

Analysis of many stationary queueing systems involving two servers using generating function leads to a functional equation such as

\[
A(z, w)G(z, w) = B(z, w)G(0, w) + B_2(z, w)G(z, 0) + C(z, w)G(0, 0),
\]

whose unknown is the generating function \( G(z, w) \).

Solution of such a functional equation reduces to solve a Riemann-Hilbert Problem. Fayolle and Iasnogorodski (1979) are the first to introduce the theory of boundary value problems to the field of queueing theory. They analysed a two independent parallel \( M/M/1 \) queueing systems with infinite buffers. See also Fayolle (1979) and Iasnogorodski (1979). Cohen and Boxma (1983) applied the technique to solve some standard queueing models. There are other methods for solving a functional equation. For instance, Jeffe (1992) uses automorphy.

Solution of the functional equation mentioned requires analysis of the function \( A(z, w) \). This analysis has been done in the literature. Fayolle, King and Mitrani (1982) consider steady-state analytic solution of a class of 2D birth-and-death process with ‘limited state-dependency’. They show that the steady-state distribution of the random walk they consider reduces to the solution of a Hilbert problem on a circle. Although the outstanding problem in this area concerns the ergodicity conditions, they are not able to establish the necessary and sufficient conditions in terms of the parameters of the model they are considering. The authors claim that their method leads to numerical implementation, but they do not show how this is possible while they offer a graphic numerical example. Mikou (1988) studies a two-node Jackson’s network in which he considers a functional equation similar to what was mentioned. He has redone the procedure of Fayolle, King and Mitrani (1982) in more detail. Konheim and Reiser (1978) have studied a two-station cyclic tandem queueing system with finite and infinite buffers. For the infinite case, they find the solution as a product-form.

We consider a two-node tandem queueing system, Figure 1. Each node is a single-processing unit with an infinite-sized buffer before it. Tasks arrive from an infinite source according to a Poisson process with mean \( \lambda \) to the first node. No skipping is allowed. After a task completes its processing in either node, it may leave the system with probability \( q_i \), \( i = 1, 2 \), or join one of the node with probability \( p_i^j \), \( i, j = 1, 2 \). It is also possible that leaving a node, a task goes for split with probability \( p_{s_i} \), \( i = 1, 2 \).

\[
q_1 + p_1^1 + p_1^2 + p_1^3 = 1 \quad \text{and} \quad q_2 + p_2^3 + p_2^1 + p_2^2 = 1.
\]

In that case, a task splits into two
subtasks. These subtasks become independent, asynchronous tasks which themselves may further split into subtasks thereby giving sub-subtasks, etc. If an outgoing task from a node splits, one subtask must return the note it exited from. The other subtask could leave the system with probability \( q_i \), \( i = 1, 2 \), or join node \( i \) with probability \( p_i^1 \), \( i = 1, 2 \). The processing distribution in both nodes are exponential with parameters \( \mu_i \), \( i = 1, 2 \). The processing discipline is first-come-first-served.

It should be noted that a model such as described above without splitting and some particular cases have been considered and discussed in Montazer-Haghighi (1976) and the Laplace transform of the generating function for that model is given. It has been noted that no known-method (by then) could solve either the generating function or the particular cases discussed. However, the same model when both buffers are finite and another case when the second buffer is finite has been considered in Haghhighi and Mishev (2007) and solutions are offered.

3 Analysis

Let the random variables \( \xi_i(t) \), \( i = 1, 2 \), denote the number of tasks in node \( i \) at time \( t \), including the one being processed. Let also the joint probability of \( m_1 \), \( 0 \leq m_1 \leq \infty \), tasks at the first node, including the one being processed, and \( m_2 \), \( 0 \leq m_2 \leq \infty \), tasks at the second node, including the one being processed, at time \( t \) be denoted by \( P_{m_1,m_2}(t) \), i.e. \( P_{m_1,m_2}(t) = P\{\xi_1(t) = m_1, \xi_2(t) = m_2\} \). Further, let \( P_{m_1,m_2} = \lim_{t \to \infty} P_{m_1,m_2}(t) \) be the steady-state probability of having \( m_1 \) tasks in node 1 and \( m_2 \) tasks in node 2, i.e. \( m_1 + m_2 \) tasks in the system.

Figure 1 Two-node tandem queueing system
Now suppose that each node acts independently of the other. Then, assuming that arrival rates to the nodes are $\lambda_1$ and $\lambda_2$, and considering the stationary process, the output mean rate of the first node is $\lambda_1$ and of the second node is $\lambda_2$. See Burke (1956) or Takács (1962). From Figure 1, it can be seen that arrival rates $\lambda_i$, $i = 1, 2$ to nodes 1 and 2 can be found from the system of linear equations

$$\begin{align*}
\lambda_1 &= \lambda + \left[ p_1^1 + p_1^q \left( 1 + p_{s_1}^1 \right) \right] \lambda_1 + \left( p_2^1 + p_2^{s_2} p_{s_1}^1 \right) \lambda_2 \\
\lambda_2 &= \left( p_1^2 + p_1^q p_{s_2}^2 \right) \lambda_1 + \left[ p_2^2 + p_2^{s_2} \left( 1 + p_{s_2}^1 \right) \right] \lambda_2
\end{align*}$$

as follows:

$$\lambda_1 = \frac{\left[ 1 - p_2^2 - p_2^{s_2} \left( 1 + p_{s_2}^1 \right) \right] \lambda}{\left[ 1 - p_1^1 - p_1^q \left( 1 + p_{s_1}^1 \right) \right] \left[ 1 - p_2^2 - p_2^{s_2} \left( 1 + p_{s_2}^1 \right) \right] - \left( p_1^2 + p_1^q p_{s_2}^2 \right) \left( p_2^1 + p_2^{s_2} p_{s_1}^1 \right)}$$

(1)

and

$$\lambda_2 = \frac{\left( p_1^2 + p_1^q p_{s_2}^2 \right) \lambda}{\left[ 1 - p_1^1 - p_1^q \left( 1 + p_{s_1}^1 \right) \right] \left[ 1 - p_2^2 - p_2^{s_2} \left( 1 + p_{s_2}^1 \right) \right] - \left( p_1^2 + p_1^q p_{s_2}^2 \right) \left( p_2^1 + p_2^{s_2} p_{s_1}^1 \right)}$$

(2)

Note that for a simple M/M/1 queue with feedback from (1) we will have $\lambda = \lambda / 1 - p_1^1$, as expected. Note also that in our case, the solution exists if and only if

$$\rho_1 = \frac{\lambda_1}{\left( q_1 + q_1^S q_{S_1} \right) \mu_1} < 1, \text{ and } \rho_2 = \frac{\lambda_2}{\left( q_2 + q_2^S q_{S_2} \right) \mu_2} < 1.$$

### 3.1 The functional equation

The system of balance equations for our model is as follows:

$$\begin{align*}
\lambda P_{0.0} &= q_1 \mu_1 P_{1,0} + q_2 \mu_2 P_{0,1} \\
\{ \lambda + [q_1 + p_1^2 + p_1^S \left( p_{S_1}^1 + p_{S_1}^2 \right) \} \mu_1 \} P_{1,0} &= \lambda P_{0,0} + q_1 \mu_1 P_{1,1} + p_1^1 \mu_2 P_{0,1} + q_1 \mu_1 P_{2,0} \\
\{ \lambda + [q_1 + p_1^2 + p_1^S \left( p_{S_1}^1 + p_{S_1}^2 \right) \} \} P_{m,0} &= \left( \lambda + p_1^{S_1} p_{S_1}^1 \mu_1 \right) P_{m-1,0} + q_1 \mu_1 P_{m+1,0} + q_2 \mu_2 P_{m,1} + p_1^1 \mu_2 P_{m-1,1}, m \geq 2 \\
\{ \lambda + [q_2 + p_2^1 + p_2^S \left( p_{S_2}^1 + p_{S_2}^2 \right) \} \mu_2 \} P_{1,0} &= p_2^1 \mu_1 P_{1,0} + q_1 \mu_1 P_{1,1} + q_2 \mu_2 P_{0,2} \\
\{ \lambda + [q_2 + p_2^1 + p_2^S \left( p_{S_2}^1 + p_{S_2}^2 \right) \} \mu_2 \} P_{m,0} &= q_1 \mu_1 P_{m+1,0} + p_2^1 \mu_1 P_{m-1,0} + q_2 \mu_2 P_{m+1,0} + p_2^{S_2} \mu_2 P_{0,m-1} + q_2 \mu_2 P_{0,m+1}, m \geq 2
\end{align*}$$
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\[ \lambda + [q_1 + p_1^2 + p_1^S (p_{S1} + p_{S2})] \mu_1 + [q_2 + p_1^2 + p_1^S (p_{S1} + p_{S2})] \mu_2 \]  
\[ = \lambda + p_2^S p_{S2} \mu_2 P_{0,1} + p_2^2 \mu_2 P_{2,0} + p_1^2 \mu_2 P_{2,2} + q_1 \mu_1 P_{2,1} + q_2 \mu_2 P_{1,2} + p_1^S p_2^S \mu_2 P_{1,0} \]

\[ \lambda + [q_1 + p_1^2 + p_1^S (p_{S1} + p_{S2})] \mu_1 + [q_2 + p_1^2 + p_2^S (p_{S1} + p_{S2})] \mu_2 \]  
\[ = p_1^S p_{S1} \mu_1 P_{m_0,0} + p_1^S \mu_1 P_{m_1,1} + (\lambda + p_1^S p_{S1} \mu_1 + p_2^S p_{S2} \mu_2) P_{m_1,1} \]
\[ + p_1^2 \mu_2 P_{m_1,2} + q_1 \mu_1 P_{m_1+1,1} + q_2 \mu_2 P_{m_1+2,1}, \quad m_1 \geq 2 \]

\[ \lambda + [(q_1 + p_1^2 + p_1^S (p_{S1} + p_{S2})] \mu_1 + [q_2 + p_1^2 + p_2^S (p_{S1} + p_{S2})] \mu_2 \} P_{m_1,1} \]
\[ = (\lambda + p_1^S p_{S1} \mu_1 + p_2^S p_{S2} \mu_2) P_{0,1} + p_1^2 \mu_2 P_{0,1} + (p_1^S p_{S1} \mu_1 + p_2^S p_{S2} \mu_2) P_{0,1} \]
\[ + p_1^2 \mu_2 P_{1,2} + q_1 \mu_1 P_{2,1} + q_2 \mu_2 P_{1,1}, \quad m_1 \geq 2 \]

\[ \lambda + (q_1 + p_1^2 + p_1^S (p_{S1} + p_{S2})] \mu_1 + [q_2 + p_1^2 + p_2^S (p_{S1} + p_{S2})] \mu_2 \} P_{m_1,2} \]
\[ = p_1^2 \mu_2 P_{m_1-1,2} + (\lambda + p_1^S p_{S1} \mu_1 + p_2^S p_{S2} \mu_2) P_{m_1-1,2} \]
\[ + (p_1^S p_{S1} \mu_1 + p_2^S p_{S2} \mu_2) P_{m_1,2} + p_1^2 \mu_1 P_{m_1+1,2} + q_1 \mu_1 P_{m_1+1,2} \]
\[ + q_2 \mu_2 P_{1,2}, \quad m_1, m_2 \geq 2 \]

with \( q_1 + p_1^2 + p_1^S = 1 \), \( q_1 + p_1^2 + p_1^S = 1 \), \( q_2 + p_1^2 + p_2^S = 1 \), \( q_2 + p_2^S = 1 \), \( q_2 + p_2^S = 1 \). The normalization is provided by

\[ \sum_{m_1=0}^{\infty} \sum_{m_2=0}^{\infty} P_{m_1,m_2} = 1. \]  \( \quad \)  \( \tag{4} \)

There are different methods for solving system of equation like (3). For instance, Konhein and Reiser (1976, 1978) use generating functions, Latouche and Nues (1980) use matrix analytic method and Grassmann and Drekic (2000) use eigenvalues method. However, in many cases, there are no closed form solutions.

In this article, we will apply the standard generating function method, obtain a functional equation, and then based on available discussions in the literature, will offer an algorithmic solution for a numerical solution.

Let

\[ G(z,w) = \sum_{m_1=0}^{\infty} \sum_{m_2=0}^{\infty} P_{m_1,m_2} z^{m_1} w^{m_2}, \quad |z| \leq 1, \quad |w| \leq 1, \]  \( \tag{5} \)

with

\[ G(z,0) = \sum_{m_1=0}^{\infty} P_{m_1,0} z^{m_1}, \quad |z| \leq 1, \]  \( \tag{6} \)

and
Applying Equations (5)–(7) on Equation (3) leads to the functional equation

\[ A(z, w)G(z, w) = B_1(z, w)G(0, w) + B_2(z, w)G(z, 0), \]

where

\[
A(z, w) = \left[ (p_1^n p_n^1 \mu_1 + p_2^n p_n^2 \mu_2)z + p_1^2 \mu_1 \right]w^2 + \left( (\lambda + p_1^n p_n^1 \mu_1 + p_2^n p_n^2 \mu_2)z^2 \\
- [q_1 + q_1^n p_n^1 + q_1^n p_n^2 + p_1^2 \mu_1 + (q_2 + p_2^1 + p_2^n p_n^2 + p_2^n p_n^2) \mu_2]z \\
+ q_1 \mu_1 \right]w + \mu_2 z(p_2^1 z + q_2),
\]

\[ B_1(z, w) = \mu_1 w \left[ (p_1^n p_n^1 (1-z) + p_1^2 z + p_1^n)w - [q_1 + p_1^n p_n^1 (1-z) + p_1^2 z + p_1^n]w + q_1 \right], \]

and

\[ B_2(z, w) = \mu_2 z \left( p_2^1 z + p_2^n p_n^2 w^2 - [q_2 + p_2^1 + p_2^n p_n^2 + p_2^n p_n^2 (1-z)]w + p_2^1 z + q_2 \right). \]

**Remarks**

1. The functional Equation (8) says that \( G(z, w) \) is determined by its boundary values \( G(z, 0), |z| \leq 1, \) and \( G(0, w), |w| \leq 1. \) Setting \( z \) or \( w \) equal to zero yields identity. Thus, Equation (8) imposes no restriction on \( G(z, 0) \) and \( G(0, w), \) though \( G(z, w) \) must be analytic for \( |z|, |w| < 1 \) and continuous for \( |z|, |w| \leq 1. \) Therefore, the right-hand side of Equation (8) must be zero when \( A(z, w) \) is with \( |z|, |w| \leq 1. \) Since from Equation (8) we have

\[ G(z, w) = \frac{B_2(z, w)G(0, w) + B_2(z, w)G(z, 0)}{A(z, w)}, \]

it can be seen that this condition is sufficient to determine \( G(z, 0) \) and \( G(0, w). \) Thus, \( G(z, w) \) is uniquely determined up to a multiplicative constant. Our focus, therefore, will be on finding \( G(z, 0) \) and \( G(0, w). \)

2. Fayolle and Iasnogorodski (1979) and Cohen (1998) dealt with an equation similar to Equation (8) from two completely different models. We, in this article, use their suggestions in developing our algorithm.

3. By Hartog’s Theorem, the functions \( A(z, w), B_1(z, w) \) and \( B_2(z, w) \) are analytic since each is a polynomial in each variable \( z \) or \( w, \) see Krantz (1992, p.107).

4. Since \( G(z, w) \) is a probability generating function, it is finite. For \( G(z, w) \) to exist, from Equation (6) we see that the numerator must vanish whenever \( A(z, w) \) does in \( |z| < 1 \) and \( |w| < 1. \) It is, therefore, necessary to examine the algebraic curve defined by \( A(z, w) = 0. \) \( A(z, w) \) is a third degree polynomial with respect to \( z \) and \( w. \) However, it is a second degree polynomial in each \( z \) and \( w \) alone. Thus, the number of zeros and poles of \( G(z, w) \) are the same.
Ergodicity of the system makes it easy to compute \( G(0,1) \) and \( G(1,0) \). To do that, we note that the factor \((w - 1)\) cancels when we replace \( z \) by 1 in Equation (8). Hence, setting \( w = 1 \) gives the following system of equations:

\[
(p_i^n p_i^1 + p_i^2) \mu_i G(0,1) + (p_i^2 p_i^2 - q_i - p_i^1) \mu_2 G(1,0) = (p_i^n p_i^1 + p_i^2) \mu_i + (p_i^2 p_i^2 - q_i - p_i^1) \mu_2.
\]

The linear system Equation (13) can be solved by the Cramer’s Rule. Thus, we have:

\[
G(0,1) = \frac{\lambda(p_i^n p_i^2 + p_i^2)}{[(p_i^n p_i^2 + p_i^2)(p_i^2 p_i^1 + p_i^2) - (p_i^2 p_i^2 - q_i - p_i^1)(p_i^n p_i^1 - q_i - p_i^1)] \mu_i},
\]

\[
G(1,0) = 1 + \frac{\lambda(p_i^n p_i^2 + p_i^2)}{[(p_i^n p_i^2 + p_i^2)(p_i^2 p_i^1 + p_i^2) - (p_i^2 p_i^2 - q_i - p_i^1)(p_i^n p_i^1 - q_i - p_i^1)] \mu_2}.
\]

\( A(w, z) \) defined in Equation (9) is the kernel of the functional Equation (8). This kernel is, for each \( z \), a polynomial equation of degree two in \( w \). Thus, for each \( z \), there are two possible values of \( w \), say, \( w_1(z) \) and \( w_2(z) \), such that \( A(z, w_1(z)) = A(z, w_2(z)) = 0 \). Similarly, since \( A(z, w) \) is, for each \( w \), a polynomial function of degree two in \( z \), for each \( w \) there are two possible values of \( z \), say \( z_1(w) \) and \( z_2(w) \), such that \( A(z_1(w), w) = A(z_2(w), w) = 0 \). Hence, we now will have the following lemmas similar to those of Resing and Örmeci (2003) and Fayolle and Iasnogorodski (1979) that will lead to the solution of Equation (8).

**Lemma 1.** The algebraic function \( \omega(z) \) (which is one \( w_1(z) \) and \( w_2(z) \) ) of defined by \( A(z, \omega(z)) = 0 \) has four real branch points \( 0 \leq z^*_1 < z^*_2 < 1 < z^*_3 < z^*_4 \).

**Proof**

Branch points are zeros of the discriminant, \( D(z) \), of \( A(z, w) = 0 \) as a function of \( z \), i.e.

\[
D(z) = \\
\left\{ \begin{array}{c}
(\lambda + p_i^n p_i^1 \mu_i + p_i^2 p_i^1 \mu_2) z^2 - [\lambda + (q_i + p_i^n p_i^1 + p_i^2 p_i^2) \mu_1] z + q_i \mu_i \\
+ (q_i + p_i^n p_i^1 + p_i^2 p_i^2) \mu_2 z + q_i \mu_i \\
- 4[(p_i^n p_i^2 \mu_i + p_i^2 p_i^2 \mu_2)] z + p_i^2 \mu_i (p_i^2 z + q_i) \mu_2 z
\end{array} \right\}^2
\]

It is clear that

\[ D(0) = (q_i \mu_i)^2 \\
D(1) = \left[ (p_i^n p_i^2 \mu_i + p_i^2 p_i^2 \mu_2) z + p_i^2 \mu_i \right]^2 > 0
\]
c \[ \lim_{z \to \infty} D(z) = \infty \]

d we will now prove that there are two numbers, say \( z_1^0 \) and \( z_2^0 \), 0 < \( z_1^0 \) < 1 < \( z_2^0 \), such that \( D(z_1^0) < 0 \) and \( D(z_2^0) < 0 \).

To prove (d) let

\[
(\lambda + p_1^0 p_1^1 \mu_1 + p_2^0 p_2^1 \mu_2)z^2 - [(\lambda + (q_1 + p_1^0 p_1^1 + p_1^0 p_1^2 + p_1^2) \mu_1
\quad + (q_2 + p_2^1 p_2^1 + p_2^1 p_2^2 + p_2^2) \mu_2)]z + q_1 \mu_1 = 0. \tag{15}
\]

The discriminant of the quadratic Equation (15) is

\[
D_0 = \left[ (\lambda + p_1^0 p_1^1 \mu_1 + p_2^0 p_2^1 \mu_2) - q_1 \mu_1 \right]^2
\quad + 2 \left[ (\lambda + p_1^0 p_1^1 \mu_1 + p_2^0 p_2^1 \mu_2) + q_1 \mu_1 \right] \quad \left[ q_2 \mu_2 + p_1^0 p_1^1 \mu_1 + p_2^0 p_2^1 \mu_2 + p_1^2 \mu_1 + p_2^1 \mu_2 \right]
\quad + \left[ q_2 \mu_2 + p_1^0 p_1^2 \mu_1 + p_2^0 p_2^2 \mu_2 + p_1^2 \mu_1 + p_2^2 \mu_2 \right]^2 > 0.
\]

Therefore, Equation (15) has two real solutions, say \( z_1^0 \) and \( z_2^0 \). Since \( z_1^0 + z_2^0 > 1 \) and \( z_1^0 \cdot z_2^0 > 0 \), \( z_1^0 > 0 \) and \( z_2^0 > 0 \). Also since \( D(0) > 0 \), \( D(1) < 0 \), and \( \lim_{z \to \infty} D(z) = \infty \), we will have 0 < \( z_1^0 \) < 1 < \( z_2^0 \). Hence, \( D(z_1^0) < 0 \) and \( D(z_2^0) < 0 \). This completes proof of (d).

(a), (b), (c) and (d) imply the existence of four points \( z_1^*, z_2^*, z_3^* \) and \( z_4^* \) such that

0 ≤ \( z_1^* \) < \( z_2^* \) ≤ \( z_3^* \) < \( z_4^* \) and \( D(z_i^*) = 0 \), \( i = 1, 2, 3, 4 \). This completes the proof of Lemma 1.

Lemma 2. For each \( z \in [z_1^*, z_2^*] \), the two roots \( w_1(z) \) and \( w_2(z) \) are complex conjugates. Hence, the interval \( [z_1^*, z_2^*] \) is mapped by \( z \to \omega(z) \) onto a closed contour \( L \), which is symmetric with respect to the real line.

Proof

The statement of the lemma follows directly from the facts that \( D(z_1^*) = D(z_2^*) = 0 \) and \( D(z) < 0 \) for \( z_1^* < z < z_2^* \).

Note that if \( \overline{\omega}(z) \) indicates the complex conjugate of \( \omega(z) \), then \( w_2(z) = \overline{\omega}(z) \) and

\[
w_1(z) \cdot w_2(z) = w_1(z) \overline{w_1}(z) = \frac{(q_2 \mu_2 + p_1^1 \mu_2 z)z}{(p_1^0 p_1^2 \mu_1 + p_2^0 p_2^2 \mu_2)z + p_1^2 \mu_1}. \tag{16}
\]

Lemma 3. The algebraic function \( \zeta(w) \) defined by \( A(\zeta(w), w) = 0 \) has four real branch points \( 0 < w_1^* < w_2^* \leq 1 < w_3^* < w_4^* \).

Lemma 4. For each \( w \in [w_1^*, w_2^*] \), the two roots \( r_1(w) \) and \( r_2(w) \) are complex conjugates. Hence, the interval \( [w_1^*, w_2^*] \) is mapped by \( w \to r(w) \) onto a closed contour \( L \), which is symmetric with respect to the real line.

Proofs of the last two lemmas are similar to the first two.
3.2 Solution of the functional equation

We will now concentrate on \( G(0, w) \). Let \( w(z) \) be an algebraic curve, say \( L \), defined over the complex plane by \( A(z, \alpha(z)) = 0 \) such that

\[
B_1(z, \alpha(z)) G(0, \alpha(z)) + B_2(z, \alpha(z)) G(z, 0) = 0. \tag{17}
\]

Similarly, let \( \zeta(z) \) be an algebraic curve defined over the complex plane by \( A(\zeta(w), w) = 0 \) such that

\[
B_1(\zeta(w), w) G(0, w) + B_2(\zeta(w), w) G(\zeta(w), 0) = 0. \tag{18}
\]

Now from Equation (18), we have

\[
G(z, 0) = -\frac{B_1(\zeta(w), w)}{B_2(\zeta(w), w)} G(0, w), \quad z \in [z_1^*, z_2^*], \quad w \in L. \tag{19}
\]

Thus, if we find \( G(0, w) \), we will have \( G(z, 0) \) and in turn \( G(z, w) \).

Note that \( G(z, 0) \) being real on the cut \([z_1^*, z_2^*]\) implies that the right-hand side of Equation (19) is real on the cut. We wish to move away from the cut \([z_1^*, z_2^*]\) and get on the contour \( L \), and particularly on the unit circle \( L_0 \). This can be done by conformal mapping as we will see below.

For \( w \in L \), let

\[
\Psi(w) = G(0, w) = u(w) + iv(w), \tag{20}
\]

and

\[
B(w) = -\frac{B_1(\zeta(w), w)}{B_2(\zeta(w), w)} = b(w) + ia(w), \tag{21}
\]

where \( u, v, a \) and \( b \) are real functions of \( w \). Then, Equation (19) can be rewritten as

\[
G(z, 0) = B(w)\Psi(w) = [b(w)u(w) - a(w)v(w)] + i[a(w)u(w) + b(w)v(w)], \quad w \in L. \tag{22}
\]

Thus, for \( t \) such that \( z_1^* \leq t \leq z_2^* \), we must have

\[
\text{Im}[B(w)\Psi(w)] = a(w)u(w) + b(w)v(w) = 0, \quad \text{for} \ w \in L. \tag{23}
\]

Equation (23) is a homogenous Hilbert boundary value problem, see Gakhov (1996) or Problem \( H_0 \), with index \( \chi \) that needs to be solved. The solution will be the unknown function \( G(0, w) \) analytic in and continuous on \( L \). It is well-known that the Problem \( H_0 \) has a unique solution if and only if \( \chi = 0 \), as in our case, see Gakhov (1996), Muskhelishvili (1953), or Smirnov (1964).
Now dividing the boundary conditions Equation (23) by \( \sqrt{[a(w)]^2 + [b(w)]^2} \), it will be reduced to the case when
\[
[a_t(w)]^2 + [b_t(w)]^2 = 1,
\]
where
\[
a_t(w) = a(w)/\sqrt{[a(w)]^2 + [b(w)]^2} \quad \text{and} \quad b_t(w) = b(w)/\sqrt{[a(w)]^2 + [b(w)]^2}.
\] (24)
Thus, Equation (23) can be rewritten as
\[
\text{Im}[B_0(w)\Psi(w)] = a_t(w)u(w) + b_t(w)v(w) = 0, \quad \text{for } w \in L, \quad \text{for } w \in L,
\] (25)
where
\[
B_0(w) = B(w)/\sqrt{[a(w)]^2 + [b(w)]^2},
\]
and
\[
B(w) = -\frac{B_1(\zeta(w), w)}{B_2(\zeta(w), w)}, \quad \text{for } w \in L.
\]
The standard way to solve this type of boundary value problem is to transform the boundary condition (Equation (24)) on the unit circle (see Muskhelishvili (1953) and Cohen and Boxma (1983)) and then transform back on the region \( L' \). Thus, we introduce the conformal mapping \( t = f(w): L' \rightarrow L'' \) onto its inverse \( w = f^{-1}(t): L'' \rightarrow L' \), where the plus (+) sign indicate the region interior of the curve. Using these mappings, we can reduce the Riemann-Hilbert problem on \( L \) to the same on the unit circle. Hence, the new \( H_0 \) is as follows:

Determine a function \( \Psi_0(t) \) such that
\[
\text{Im}[\tilde{B}_0(t)\Psi_0(t)] = \tilde{a}_t(t)u(t) + \tilde{b}_t(t)v(t) = 0 \quad \text{for } t \in L'',
\] (26)
where
\[
\tilde{B}_0(t) = B_0\left(f^{-1}(t)\right),
\]
\[
\tilde{a}_t(t) = a_t\left(f^{-1}(t)\right) = \frac{a\left(f^{-1}(t)\right)}{\sqrt{\left[a\left(f^{-1}(t)\right)\right]^2 + \left[b\left(f^{-1}(t)\right)\right]^2}},
\] (27)
and
\[
\tilde{b}_t(t) = b_t\left(f^{-1}(t)\right) = \frac{b\left(f^{-1}(t)\right)}{\sqrt{\left[a\left(f^{-1}(t)\right)\right]^2 + \left[b\left(f^{-1}(t)\right)\right]^2}}.
\] (28)
Hence, the solution of Equation (25) is
\[
\Psi(w) = \Psi_0\left(f(w)\right), \quad w \in L'.
\] (29)
Therefore, the solution of Equation (26) is
\[ \Psi_0(t) = ce^{j\sigma(t)}, \quad t \text{ is within the unit circle}, \] (30)
where
\[ \sigma(t) = \frac{1}{2\pi i} \int_{L_o} \left[ \frac{\arctan \frac{\hat{b}(s)}{\hat{a}(s)}}{s-t} \right] ds, \] (31)
where \( \hat{a}(t) \) and \( \hat{b}(t) \) are given by Equations (27) and (28), respectively. See Cohen and Boxma (1983, p.58).

Thus, from Equations (29)–(31), we have established the following theorem:

**Theorem 1.** The solution of the boundary value problem \( H_0 \) defined in Equation (23) is given by:
\[ G(0, w) = \Psi(w) = C \exp \left[ \frac{1}{2\pi i} \int_{L_o} \left[ \frac{\arctan \frac{b\left(f^{-1}(s)\right)}{a\left(f^{-1}(s)\right)}}{s+f(w)} ds \right] \right], \quad w \in L^+. \] (32)

Similar to Equations (19) and (21), we have:
\[ G(0, w) = -\frac{B_2(z, \omega(z))}{B_1(z, \omega(z))} G(z, 0), \quad w \in [w_1^*, w_2^*], \quad z \in L. \] (33)
and
\[ B(z) = -\frac{B_2(z, \omega(z))}{B_1(z, \omega(z))} \equiv d(z) + ic(z). \] (34)

We now introduce the conformal mapping \( t = g(z) : L^* \rightarrow L^+_o \) onto its inverse \( z = g^{-1}(t) : L^+_o \rightarrow L^* \), similar to what we did before.

Based on what we have established in this subsection, we pause to state the following theorem.

**Theorem 2.** Similar to Equation (32) we have
\[ G(z, 0) = C \exp \left[ \frac{1}{2\pi i} \int_{L_o} \left[ \frac{\arctan \frac{d_1\left(g^{-1}(s)\right)}{c_1\left(g^{-1}(s)\right)}}{s+g(z)} ds \right] \right], \quad z \in L^+. \] (35)

Thus, Equations (32) and (35) will give \( G(z, w) \) given in Equation (12).

### 3.3 Construction of the conformal mappings

We will construct the conformal mapping for \( f \) and \( g \) separately.
3.3.1 The conformal mapping for $f$

The construction of the conformal mapping $f(w)$ may not be trivial. However, we can construct its inverse to find the expected value of the queue lengths in each station. To do so let $f^{-1}(t)$ be the inverse of $f(w)$ and write $L$ in polar coordinates with $\rho$ and $\theta$ as parameters, i.e.

$$L = \{w: w = \rho(\theta)e^{i\theta}, 0 \leq \theta < 2\pi, \rho(\theta) > 0\}. \quad (36)$$

Then,

$$f^{-1}(t) = \int_0^{2\pi} \frac{e^{it} \ln(\rho(\theta t))}{e^{i\theta t} - 1} \, dt, \quad |t| < 1, \quad (37)$$

where $\theta(\nu)$ is uniquely determined as the solution of Theodorson’s integral equation

$$\theta(\nu) = \nu - \int_0^{2\pi} \ln(\rho(\theta(\tau))) \cot\left(\frac{1}{2}(\tau - \nu)\right) d\tau, \quad 0 \leq \nu \leq 2\pi. \quad (38)$$


We now construct $\rho(\theta)$ following the Van Leeuwaarden and Resing (2005). From Equation (16) we have

$$w_1 \cdot w_2 = |\omega(z)|^2 = \frac{(q_2 \mu_2 + p_2^1 \mu_2 z)}{(p_1^h \mu_1 + p_2^2 \mu_2)z + p_1^2 \mu_1},$$

that can be re-written as

$$|\omega(z)|^2 = \frac{p_1^2 \mu_2}{p_1^h \mu_1 + p_2^2 \mu_2} - \frac{q_2 \mu_2}{p_1^h \mu_1 + p_2^2 \mu_2} \left( \frac{p_2^1 \mu_2}{p_1^h \mu_1 + p_2^2 \mu_2} \right)^2 - \frac{p_2^1 \mu_2}{p_1^h \mu_1 + p_2^2 \mu_2} \left( \frac{p_1^2 \mu_1}{p_1^h \mu_1 + p_2^2 \mu_2} \right)^2 \quad (39)$$

On the other hand, from Remark 6 and Lemma 2, we have

$$w_1 + w_2 = 2\text{Re}(\omega(z)) = -\left( \frac{(\lambda + p_1^h \mu_1 + p_2^1 \mu_2)z^2 - (\lambda + q_1 \mu_1 + p_1^h \mu_1)}{(p_1^h \mu_1 + p_2^2 \mu_2)z + p_1^2 \mu_1} \right). \quad (40)$$
The variable $z$ can be found from Equation (40) as

$$z = \frac{1}{2(\lambda + p_1^h p_2^s \mu_1 + p_2^h p_1^s \mu_2)}$$

$$\times \left[ \left( 2(p_1^h p_2^s \mu_1 + p_2^h p_1^s \mu_2) \cdot \text{Re}(o(z)) - (\lambda + q_1 \mu_1 + p_1^h p_2^s \mu_1 + p_1^h p_2^s p_1^s \mu_2 + q_2 \mu_2) \right)^2 \right.$$

$$\left. - \left(\lambda + q_1 \mu_1 + p_1^h p_2^s \mu_1 + p_1^h p_2^s p_1^s \mu_2 + q_2 \mu_2\right) \times \left( p_1^h p_2^s \mu_1 + p_2^h p_1^s \mu_2 \right) \right]$$

$$+ \left[ -4 \left( \lambda + q_1 \mu_1 + p_1^h p_2^s \mu_1 + p_2^h p_1^s \mu_2 \right) \times \left( q_1 \mu_1 + 2 p_2^s \mu_2 \times \text{Re}(o(z)) \right) \right]$$

(41)

Substituting $z$ from Equation (41) into Equation (39), we obtain

$$F(\text{Re}(o(z))) = |o(z)|^2$$

$$= \frac{p_1^h \mu_2}{2(p_1^h p_2^s \mu_1 + p_2^h p_1^s \mu_2)(\lambda + p_1^h p_2^s \mu_1 + p_2^h p_1^s \mu_2)}$$

$$\times \left[ \left( 2(p_1^h p_2^s \mu_1 + p_2^h p_1^s \mu_2) \cdot \text{Re}(o(z)) - (\lambda + q_1 \mu_1 + p_1^h p_2^s \mu_1 \right)^2 \right.$$

$$\left. - (\lambda + q_1 \mu_1 + p_1^h p_2^s \mu_1 + p_2^h p_1^s \mu_2 + p_1^h p_2^s p_1^s \mu_2 + q_2 \mu_2) \times \left( p_1^h p_2^s \mu_1 + p_2^h p_1^s \mu_2 \right) \right]$$

$$+ \left[ -4 \left( \lambda + p_1^h p_2^s \mu_1 + p_2^h p_1^s \mu_2 \right) \times \left( q_1 \mu_1 + 2 p_2^s \mu_2 \times \text{Re}(o(z)) \right) \right]$$

$$+ \frac{q_2 \mu_2}{p_1^h p_2^s \mu_1 + p_2^h p_1^s \mu_2} - \frac{p_2^h \mu_2 p_1^h \mu_1}{\left( p_1^h p_2^s \mu_1 + p_2^h p_1^s \mu_2 \right)^2}$$

$$- \left[ \frac{p_1^h \mu_1 q_2 \mu_2}{p_1^h p_2^s \mu_1 + p_2^h p_1^s \mu_2} - \frac{p_2^h \mu_2 \left( p_1^h \mu_1 \right)^2}{\left( p_1^h p_2^s \mu_1 + p_2^h p_1^s \mu_2 \right)^2} \right]$$
Now let $\delta = \text{Re}(\omega(z))$. For each point $\omega(z)$ on $L$, from Equation (42) we have, since $\theta$ is a coordinate of a point in $L$, 

$$|\omega(z)|^2 = F(\delta), \quad (43)$$

where, $F(\delta) = F(\text{Re}(\omega(z)))$ is given by Equation (42). From Equation (43) we have

$$|\omega(z)| = \sqrt{F(\delta)} \quad (44)$$

Also from the properties of the polar coordinate, we have

$$\frac{\delta}{|\omega(z)|} = \cos \theta. \quad (45)$$

Hence, from Equations (44) and (45) we obtain

$$\delta - \sqrt{F(\delta)} \cos \theta = 0, \ 0 \leq \theta \leq 2\pi, \ \delta = \delta(\theta), \quad (46)$$

and thus,

$$|\omega(z)| = \rho(\theta) = \frac{\delta(\theta)}{\cos \theta} \quad (47)$$

where $\delta$ is a solution of Equation (46). It can be approximated using Newton’s method.
3.3.2 The conformal mapping for \( g \)

To construct \( \rho(\theta) \) for this case, following Van Leeuwaarden and Resing (2005), we will have:

\[
H(\text{Re}(\zeta(w))) = |\zeta(w)|^2
\]

\[
= \frac{p_1^2 \mu_1}{2(p_1^1 p_2^1 \mu_1 + p_2^1 p_3^1 \mu_2)(\lambda + p_1^1 p_2^1 \mu_1 + p_2^1 p_3^1 \mu_2)}
\]

\[
\times \left\{ -\frac{2(\lambda + p_1^1 p_2^1 \mu_1 + p_2^1 p_3^1 \mu_2) \times \text{Re}(\zeta(w)) - (\lambda + q_1 \mu_1 + p_1^1 p_2^1 \mu_1)}{\lambda + p_1^1 p_2^1 \mu_1 + p_2^1 p_3^1 \mu_2} \right\}^2
\]

\[
+ \frac{q_1 \mu_1}{\lambda + p_1^1 p_2^1 \mu_1 + p_2^1 p_3^1 \mu_2} - \frac{p_1^1 \mu_1}{\lambda + p_1^2 p_2^1 \mu_1 + p_2^1 p_3^1 \mu_2} \left( \lambda + p_1^1 p_2^1 \mu_1 + p_2^1 p_3^1 \mu_2 \right)^2
\]

\[
- \frac{\lambda + p_1^1 p_2^1 \mu_1 + p_2^2 p_3^1 \mu_2}{2(p_1^1 p_2^1 \mu_1 + p_2^1 p_3^1 \mu_2)}
\]

\[
\times \left\{ -\frac{2(\lambda + p_1^1 p_2^1 \mu_1 + p_2^1 p_3^1 \mu_2) \times \text{Re}(\zeta(w)) - (\lambda + q_1 \mu_1 + p_1^1 p_2^1 \mu_1)}{\lambda + p_1^1 p_2^1 \mu_1 + p_2^1 p_3^1 \mu_2} \right\}^2
\]

\[
+ \frac{p_1^1 \mu_2}{\lambda + p_1^1 p_2^1 \mu_1 + p_2^1 p_3^1 \mu_2} \right\}^{-1}
\]

(48)
Now letting $\delta = \text{Re}(\zeta(w))$ and following the same pattern as before, we will have:

$$\delta - \sqrt{H(\delta)} \cos \theta = 0, \ 0 \leq \theta \leq 2\pi, \ \delta = \delta(\theta),$$

and thus,

$$\zeta(w) = \rho(\theta) = \frac{\delta(\theta)}{\cos \theta},$$

where $\delta$ is a solution of Equation (49).

4 Computation of expected value of the queue lengths in each node

Now if we let $f(l) = \eta$, i.e.

$$f^{-1}(\eta) = 1.$$  

Then,

$$f'(l) = \frac{1}{d/dt [f^{-1}(t)]}_{t=\eta}.$$  

From Equations (37) and (52), we have

$$f'(1) = \left\{ \frac{1}{f(1)} + \frac{1}{2\pi} \int_0^{2\pi} \ln(\rho(\theta)) \frac{2e^{iu}}{[e^{iu} - f(1)]^2} du \right\}^{-1}.$$  

Note that $f(1)$ can be obtained as a unique solution of Equation (51) in $[0, 1]$ using Equation (37) and the Newton's method.

Similarly,

$$\frac{d}{dt} [g^{-1}(t)]_{t=\eta} = \left\{ \frac{1}{g(1)} + \frac{1}{2\pi} \int_0^{2\pi} \ln(\rho(\theta)) \frac{2e^{iu}}{[e^{iu} - g(1)]^2} du \right\}^{-1}.$$  

Note that to obtain $g(1)$, we will follow the same rout as before. That is, we let $g(1) = \eta$, or $g^{-1}(\eta) = 1$. Also $g'(1) = \frac{1}{d/dt [g^{-1}(t)]}_{t=\eta}$.

Although, we have solved a functional equation that leads to the generation function of the joint queue length of the system, numerical computation is a challenging task.
However, from the generating function obtained, we can find the mean queue lengths at each node by:

\[
\left. \frac{\partial}{\partial w} G(1, w) \right|_{w=1} = -\frac{\left( p_1^2 + p_1^1 p_2^1 \right) \mu_1 + p_2^2 p_2^1 \mu_2}{\left[ \left( p_1^2 + p_1^1 p_2^1 \right) \mu_1 + \left( p_2^2 p_2^1 - p_1^1 - q_2 \right) \mu_2 \right]^2} \\
\times \left[ \left( p_1^2 + p_1^1 p_2^1 \right) \mu_1 G(0,1) + \left( p_2^2 p_2^1 - p_1^1 - q_2 \right) \mu_2 G(1,0) \right] \\
+ \frac{1}{\left( p_1^2 + p_1^1 p_2^1 \right) \mu_1 + \left( p_2^2 p_2^1 - p_1^1 - q_2 \right) \mu_2} \\
\times \left( p_2^2 p_2^1 \mu_2 G(0,1) + \left( p_1^2 + p_1^1 p_2^1 \right) \mu_1 \times G(1,0) + \left. \frac{\partial}{\partial w} G(0, w) \right|_{w=1} \right] \\
\] (55)

and

\[
\left. \frac{\partial}{\partial z} G(z,1) \right|_{z=1} = \left( \lambda + \left[ p_2^2 + p_2^1 p_2^1 \right] \mu_2 \right) \left( q_1 + p_1^1 \right) \mu_1 \\
\left[ \lambda + \left( p_2^2 + p_2^1 p_1^1 \right) \mu_2 - \left( q_1 + p_1^1 \right) \mu_1 \right]^2 \\
\times \left[ \left( \lambda + \left( p_1^1 p_2^1 + p_2^1 \right) \mu_1 + p_2^2 p_1^1 \mu_2 \right) \left( p_1^2 \mu_1 - p_2^1 \mu_2 \right) \right] \\
- \left( q_1 + p_1^2 \right) \mu_1 \left( p_2^2 p_2^1 + p_1^2 \mu_1 \right) \\
+ \left[ \lambda + \left( p_1^1 p_1^1 + p_2^1 \right) \mu_1 + p_2^2 p_2^1 \mu_2 - \left( q_1 + p_1^2 \right) \mu_1 \right]^2 \\
\times \left( p_2^2 p_2^1 \mu_2 + p_2^1 \mu_1 \right) \\
\left[ \lambda + \left( p_1^1 p_1^1 + p_2^1 \right) \mu_1 + p_2^2 p_1^1 \mu_2 - \left( q_1 + p_1^2 \right) \mu_1 \right] \left. \frac{\partial}{\partial z} G(z, 0) \right|_{z=1} \\
\] (56)

Thus, to compute the expected values of the queue length at each node, we need to evaluate \( \frac{\partial}{\partial z} G(z, 0) \) and \( \left. \frac{\partial}{\partial w} G(0, w) \right|_{w=1} \). But, from Equation (55) we have

\[
\left. \frac{\partial}{\partial w} G(0, w) = \Psi'(w) \right|_{w=1} = C \int_{L_w} \tan^{-1} \left[ \frac{h_1 \left( f^{-1}(s) \right)}{a_1 \left( f^{-1}(s) \right)} \right] \frac{f'(w)}{[s - f(w)]^2} ds \\
\times \exp \left\{ \frac{1}{2\pi} \int_{L_w} \tan^{-1} \left[ \frac{h_1 \left( f^{-1}(s) \right)}{a_1 \left( f^{-1}(s) \right)} \right] \frac{s + f(w)}{s - f(w)} ds \right\}, \ w \in L^+ \\
\] (57)

To find \( C \), from Equations (14) and (32) we have

\[
G(0,1) = C \exp \left\{ \frac{1}{2\pi} \int_{L_w} \tan^{-1} \left[ \frac{h_1 \left( f^{-1}(s) \right)}{a_1 \left( f^{-1}(s) \right)} \right] \frac{s + f(1)}{s - f(1)} ds \right\}. 
\]
Thus,
\[
C = G(0,1) \exp \left\{ -\frac{1}{2\pi} \int_{0}^{1/2\pi} \tan^{-1} \left[ \frac{b_1(f^{-1}(s))}{a_1(f^{-1}(s))} \right] \frac{s + f(l)}{s - f(l)} \, ds \right\}.
\]  

To numerically evaluate Equation (57), we will parameterise \(G(0,w)\) given in Equation (32). Thus, let \(s = e^{i\omega} \). Then, Equation (68) becomes
\[
C = G(0,1) \exp \left\{ -\frac{1}{2\pi} \int_{0}^{2\pi} \tan^{-1} \left[ \frac{b_1(f^{-1}(e^{i\omega}))}{a_1(f^{-1}(e^{i\omega}))} \right] \frac{e^{i\omega} + f(l)}{e^{i\omega} - f(l)} \, d\omega \right\}.
\]  
Thus, from Equations (55), (57) and (59) we will have:
\[
\frac{\partial}{\partial w} G(0, w) \bigg|_{w=1} = G(0,1) \frac{i}{\pi} \int_{0}^{2\pi} \tan^{-1} \left[ \frac{b_1(f^{-1}(e^{i\omega}))}{a_1(f^{-1}(e^{i\omega}))} \right] \frac{f'(l)}{[e^{i\omega} - f(l)]^2} \, d\omega,
\]  
where \(G(0,1)\) is given in Equation (14). In order to numerically evaluate Equation (60), we use trapezoidal rule for the integrals on the right-hand side of Equation (62) by using \(K\) equi-length subintervals of length \(2\pi/K\) with endpoints as \(\omega_k = 2\pi k / K, \quad k = 0,1,\ldots,K\) and find the derivative at \(w = 1\). However, we need the values of \(f^{-1}(e^{i\omega_k})\) that require values of \(\theta(\omega_k)\), \(k = 0,1,\ldots,K\), with enough number of iterations. For instance, we may choose the number of iterations such that
\[
\max_{0 \leq k \leq K-1} \left| \theta_{n+1}(\omega_k) - \theta_n(\omega_k) \right| < 10^{-5}.
\]  
Note that this condition may be revised in practice. Thus, assuming that \(\theta(\omega_k)\) is found (as we will show how to do so in the Algorithm below), it follows from Equation (47) and the Pelemlj-Sokhotaki formula that (see Cohen and Boxma (1983, p. 349)):
\[
f^{-1}(e^{i\omega_k}) = \frac{\delta(\theta(\omega_k))}{\cos(\theta(\omega_k))} e^{i\theta(\omega_k)}, \quad k = 0,1,\ldots,K-1.
\]  
The outlines of steps in the numerical evaluation of the integrals are given in the following algorithm.

5 Algorithm to compute mean queue lengths

Step 1. Choose values of \(\lambda\) and \(\mu_i\), such that \(\rho_i = \lambda_i / \mu_i < 1\), \(i = 1,2\).

Step 2. From Equation (9), solve \(A(z, w) = 0\) for \(w\). This gives two roots as functions of \(z\), say \(w_1(z)\) and \(w_2(z)\).

Step 3. For \(z\) on the unit circles, choose the unique root \(w_i(z)\), \(i = 1\) or 2, of \(A(z, w) = 0\) such that \(|w_i(z)| \leq 1\).
To do this, choose \( z \), say \( 1/2^{\sqrt{3}/2i} \), such that \( |z| = 1 \). Then, try the values of roots in Step 2 at this \( z \), choose the one with absolute value less than or equal to 1 and call it \( \omega(z) \).

**Step 4.** From Equation (9), solve \( A(z, w) = 0 \) for \( z \). This gives two roots as functions of \( w \), say \( z_1(w) \) and \( z_2(w) \).

**Step 5.** For \( w \) on the unit circle, choose the unique root \( z_i(w) \), \( i = 1 \) or 2, of \( A(z, w) = 0 \) such that \( |z_i(w)| \leq 1 \).

To do this, choose \( w \), say \( \sqrt{3}/2 + (1/2)i \), such that \( |w| = 1 \). Then, try the values of roots in Step 4 at this \( w \), choose the one with absolute value less than or equal to 1 and call it \( \zeta(w) \). Note that \( \zeta(w) \) is the inverse of \( \omega(z) \). Thus, check to make sure that \( \omega(\zeta(w)) = w \).

**Step 6.** From Equation (21), find \( a(w) = \text{Im}(B(w)) \) and \( b(w) = \text{Re}(B(w)) \).

**Step 7.** From Step 6 and Equation (22), find \( a_i(w) \) and \( b_i(w) \).

**Step 8.** Find \( \theta_k(w) \).

To do that, we do as follows (for more detail see Cohen and Boxma (1983, p.IV.1.3)):

**Step 8.1.** Set \( \theta_0(u_k) = u_k = 2\pi k / k, \ k = 0,1,\ldots,K \). Using Newton’s method, solve equation

\[
\delta(\theta_0(u_k)) - \cos(\theta_0(u_k))\sqrt{F(\delta(\theta_0(u_k)))} = 0 \text{ for } \delta(\theta_0(u_k)), \ k = 0,1,\ldots,K.
\]

We note that the proper choice of a starting point is very important in the Newton’s method since it is possible that the method fails. Because of this, we numerically find locations of the roots of Equation (63) through the sign of discriminant of the radical in Equation (42) and bisection method. Then, by inspection, we choose an initial value that leads to a quick convergence of the method.

**Step 8.2.** Using the Trapezoidal rule, find \( \theta_1(u_k) \), for each \( k = 0,1,\ldots,K \) from

\[
\theta_1(u_k) = u_k - \int_0^{2\pi} \ln[\rho(\theta_0(\tau))] \cot \left[ \frac{1}{2}(\tau - u_k) \right] d\tau,
\]

where \( \rho(\theta_0(\tau)) = \frac{\delta(\theta_0(\tau))}{\cos(\theta_0(\tau))} \).

The integrand in Equation (64) has a singularity at \( \tau = u_k \). To deal with this singularity, we can rewrite the integrand as:

\[
\left\{ \ln\left[ \rho(\theta_0(\tau)) \right] - \ln\left[ \rho(\theta_0(u_k)) \right] \right\} \cot \left[ \frac{1}{2}(\tau - u_k) \right] + \ln\left[ \rho(\theta_0(u_k)) \right] \cot \left[ \frac{1}{2}(\tau - u_k) \right].
\]

The integral of the last term equals zero; the value of the first integrand at \( \tau = u_k \) can easily be determined by the l’Hôpital’s Rule. Therefore, the resulting integral can be
evaluated using a standard numerical integration procedure, i.e. the trapezoidal rule. Thus, we can rewrite Equation (64) as

\[ \theta_i(u_k) = v_k - \int_0^{2\pi} \left\{ \ln\left[ \frac{\rho(\theta_0(\tau))}{\rho(\theta_0(u_k))} \right] - \ln\left[ \frac{\rho(\theta_0(\tau))}{\rho(\theta_0(u_k))} \right] \right\} \cot\left( \frac{\tau - u_k}{2} \right) \, d\tau. \]

In applying the trapezoidal rule, denote the integrand of the integral in Equation (64) by \( h(\tau) \), i.e.

\[ h(\tau) = \left\{ \ln\left[ \frac{\rho(\theta_0(\tau))}{\rho(\theta_0(u_k))} \right] - \ln\left[ \frac{\rho(\theta_0(\tau))}{\rho(\theta_0(u_k))} \right] \right\} \cot\left( \frac{\tau - u_k}{2} \right). \]

Then,

\[ \int_0^{2\pi} h(\tau) \, d\tau \approx \frac{\pi}{K} \left[ h(v_0) + 2h(u_1) + \cdots + 2h(u_K) + \cdots + 2h(u_{K-1}) + h(u_K) \right], \]

where \( u_k = 2\pi k / K, \quad k = 0,1,\ldots,K. \)

To find \( h(u_k) \), we can rewrite \( h(\tau) \) as

\[ h(\tau) = \frac{\ln\left[ \frac{\rho(\theta_0(\tau))}{\rho(\theta_0(u_k))} \right]}{\tan\left( \frac{\tau - u_k}{2} \right)}. \]

However,

\[ \lim_{\tau \to u_k} \frac{\ln\left[ \frac{\rho(\theta_0(\tau))}{\rho(\theta_0(u_k))} \right]}{\tan\left( \frac{\tau - u_k}{2} \right)} = \frac{2}{\rho(\theta_0(u_k))} \left. \frac{d}{d\tau} \rho(\theta_0(\tau)) \right|_{\tau=u_k}. \]

Therefore, for this case, we have

\[ h(u_k) = \frac{2}{\rho(\theta_0(u_k))} \left. \frac{d}{d\tau} \rho(\theta_0(\tau)) \right|_{\tau=u_k}. \]

**Step 8.3.** For \( n = 1,2,\ldots, \) repeat Step 8.1 and Step 8.2 to find \( \theta_n(u_k) \) and \( \theta_{n+1}(u_k) \), \( k = 0,1,\ldots,K \) until condition Equation (61) is satisfied. As we noted before, the condition Equation (61) may be revised in practice. The last iteration in this process will be \( \theta(u_k), \quad k = 0,1,\ldots,K, \quad k = 0,1,\ldots,K \)

**Step 9.** Find \( f(1) \).

To do this, use the Newton’s method and solve \( f^{-1}(\eta) = 1 \) in \([0, 1]\). Thus, \( f(1) = \eta \). Make sure that \( \eta < 1 \).
Step 10. Find \( f'(1) \).

To do this, use the Trapezoidal rule for the integral on the right-hand side of Equation (52).

Step 11. From Equation (60), find \( f^{-1}(e^{\psi_k}) \).

Step 12. Find \( (\partial / \partial w)G(0,w)_{m=1} \) from Equation (58), using Trapezoidal rule.

Step 13. Find \( (\partial / \partial w)G(1,w)_{m=1} \) from Equation (55).

Similarly, for \( G(z,0) \) we will have:

\[
\frac{\partial}{\partial z} G(z,0) = \frac{Ci}{\pi} \int_{0}^{2\pi} \left\{ \tan^{-1} \left[ \frac{d_1 \left( g^{-1}(e^{\psi}) \right)}{c_1 \left( g^{-1}(e^{\psi}) \right)} \right] \frac{g'(z)}{\left[e^\psi - f(z)\right]^2} \right\} e^{\psi} \, d\psi \times \exp \left[ \frac{1}{2\pi} \int_{0}^{2\pi} \left\{ \tan^{-1} \left[ \frac{d_1 \left( g^{-1}(e^{\psi}) \right)}{c_1 \left( g^{-1}(e^{\psi}) \right)} \right] \frac{e^{\psi} + g(z)}{e^{\psi} - g(z)} \right\} \right], \quad z \in L^+.
\] (65)

Following the same procedure as for \( G(0,w) \), we can find \( (\partial / \partial z)G(z,0)_{z=1} \) and then use Equation (56) to find \( (\partial / \partial z)G(z,1)_{z=1} \).

We note that in the computational process, we used \( N_1 \) and \( N_2 \) for service stations (nodes) 1 and 2, respectively. Thus, we refer to the activities related to computing \( (\partial / \partial z)G(z,1)_{z=1} \) by \( N_1 \) and to \( (\partial / \partial w)G(1,w)_{m=1} \) by \( N_2 \).

6 Special case

We now consider a special case in which there is no feedback and no splitting, i.e. \( p_1^1 = p_1^h = p_2^1 = p_2^2 = 0 \). This will change our model to a standard \( M/M/1 \) in tandem with independent service times at each station and no blocking. Thus, we let \( \rho_j = \lambda_j / \mu_j, \quad j = 1,2 \), be the traffic intensity at each station. It is well-known that the system is stable if \( \rho_j < 1, \quad j = 1,2 \). For this special case, we can find the probability \( Q_j(t), \quad j = 1,2 \), of each station to be idle at time \( t, \ t > 0 \), assuming that \( Q_j(0) = 1 \). As indicated in Cohen (1982) and Blanc (1985), \( Q_j(t) \) can be found by

\[
\int_{0}^{t} e^{-\eta_j(r)} \, dr = \frac{(1/\mu_j)\eta_j(r)}{1-\eta_j(r)}, \quad j = 1,2,
\] (66)

where,

\[
\eta_j(r) = \left[ \frac{1 + \frac{\rho_j}{\mu_j}}{2\rho_j} \right] - \sqrt{\left[ \frac{1 + \frac{\rho_j}{\mu_j}}{2\rho_j} \right]^2 - \frac{4 \rho_j}{\mu_j}}, \quad j = 1,2,
\] (67)
and the larger branch point of \( \eta_j(r) \) is \( r_j = -\mu_j \left( 1 - \sqrt{\rho_j} \right)^2, \) \( j = 1, 2. \) Using the saddle point method (see Wishart (1966)), from Equation (56) for large value of \( t \), the asymptotic expansion of the queue length at each station is:

\[
Q_j(t) = \begin{cases} 
(1-\rho_j) + \frac{3\sqrt{\rho_j}}{2(1-\sqrt{\rho_j})} \frac{\mu_j e^{-(1-\sqrt{\rho_j})^2}}{2\sqrt{\pi t \mu_j}} \left[ 1 + O\left( \frac{1}{t} \right) \right], & \rho_j \neq 1, \\
\frac{1}{\sqrt{\pi t \mu_j}} \left[ 1 + O\left( \frac{1}{t} \right) \right], & \rho_j = 1.
\end{cases}
\]  

Blanc (1985, p.12) proves that for large value of \( t \), asymptotic expansion of probability that the system is empty, i.e. \( P_{0,0}(t) = p\{\xi(t) = \xi(t) = 0\} \) is as follows:

\[
P_{0,0}(t) = \begin{cases} 
(1-\rho_1)(1-\rho_2) + \frac{1}{2\sqrt{\pi}} \frac{\sqrt{\rho_1}}{(1-\sqrt{\rho_1})^2} \frac{(\sqrt{\rho_2} - \rho_1)^2}{\rho_2 - \rho_1} \frac{e^{\mu_1 t}}{\sqrt{t \mu_1}} - \left[ 1 + O\left( \frac{1}{t} \right) \right], & \rho_2 < \rho_1 < 1, \\
(1-\rho_1)(1-\rho_2) + \frac{1}{2\sqrt{\pi}} \frac{\sqrt{\rho_2}}{(1-\sqrt{\rho_2})^2} \frac{(\sqrt{\rho_1} - \rho_2)^2}{\rho_1 - \rho_2} \frac{e^{\mu_2 t}}{\sqrt{t \mu_2}} - \left[ 1 + O\left( \frac{1}{t} \right) \right], & \rho_1 < \rho_2 < 1, \\
(1-\rho_1)^2 + \frac{1}{2\sqrt{\pi}} \frac{\sqrt{\rho_1}}{(1-\sqrt{\rho_1})^2} \frac{e^{\mu_1 t}}{\sqrt{t \mu_1}} - \left[ 1 + O\left( \frac{1}{t} \right) \right], & \rho_1 < \rho_2 < 1, \rho_1 = \rho_2 < 1.
\end{cases}
\]  

7 Numerical example

We have chosen the following fixed data: \( q_1 = 0.5, \) \( q_2 = 0.7, \) \( p_1^1 = 0.1, \) \( p_2^1 = 0.5, \) \( p_1^2 = 1-(q_1 + p_1^1 + p_2^1), \) \( q_1^S = 0.5, \) \( p_2^1 = 1-(q_1^S + p_2^1), \) \( p_2^S = 0.1, \) \( p_1^2 = 1-(q_2 + p_2^2 + p_2^S), \) \( p_2^2 = 0.1, \) \( p_1^S = 0.1, \) \( q_2^S = 1-(p_1^2 + p_2^1), \) \( q_2^S = 1-(p_2^2 + p_2^S). \) However, we have chosen the value of parameters \( \lambda, \mu_i \) and \( \mu_2 \) fixed for Tables 1 and 2 and to vary for the sake of illustration as in Table 3.
Table 1

<table>
<thead>
<tr>
<th>( k )</th>
<th>( \delta_0 )</th>
<th>( \delta_1 )</th>
<th>( \delta_2 )</th>
<th>( \delta_3 )</th>
<th>( \delta_4 )</th>
<th>( \delta_0 )</th>
<th>( \delta_1 )</th>
<th>( \delta_2 )</th>
<th>( \delta_3 )</th>
<th>( \delta_4 )</th>
<th>( \delta_5 )</th>
<th>( \delta_6 )</th>
<th>( \delta_7 )</th>
<th>( \delta_8 )</th>
<th>( \delta_9 )</th>
<th>( \delta_{10} = \delta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2844.5</td>
<td>10.851</td>
<td>-1.6536</td>
<td>5.2263</td>
<td>3.8659</td>
<td>3.5175</td>
<td>3.5672</td>
<td>3.5125</td>
<td>3.5287</td>
<td>3.5112</td>
<td>3.5184</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>2656.9</td>
<td>9.7932</td>
<td>-4.3078</td>
<td>5.7311</td>
<td>5.4838</td>
<td>1.6578</td>
<td>4.1199</td>
<td>3.3605</td>
<td>3.5605</td>
<td>3.4603</td>
<td>3.5106</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>1455.4</td>
<td>3.9611</td>
<td>2.5467</td>
<td>2.9508</td>
<td>2.9376</td>
<td>2.9376</td>
<td>2.9376</td>
<td>2.9376</td>
<td>2.9376</td>
<td>2.9376</td>
<td>2.9376</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>899.87</td>
<td>1.9224</td>
<td>2.2499</td>
<td>2.2452</td>
<td>2.2452</td>
<td>2.2452</td>
<td>2.2452</td>
<td>2.2452</td>
<td>2.2452</td>
<td>2.2452</td>
<td>2.2452</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>304.52</td>
<td>0.37628</td>
<td>0.96567</td>
<td>0.96286</td>
<td>0.96286</td>
<td>0.96286</td>
<td>0.96286</td>
<td>0.96286</td>
<td>0.96286</td>
<td>0.96286</td>
<td>0.96286</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>-304.65</td>
<td>-4.6495</td>
<td>-1.2679</td>
<td>-1.2301</td>
<td>-1.2301</td>
<td>-1.2301</td>
<td>-1.2301</td>
<td>-1.2301</td>
<td>-1.2301</td>
<td>-1.2301</td>
<td>-1.2301</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>-901.02</td>
<td>-23.552</td>
<td>-5.4547</td>
<td>-4.5876</td>
<td>-4.5812</td>
<td>-4.5812</td>
<td>-4.5812</td>
<td>-4.5812</td>
<td>-4.5812</td>
<td>-4.5812</td>
<td>-4.5812</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$k$</td>
<td>$\delta_0$</td>
<td>$\delta_1$</td>
<td>$\delta_2$</td>
<td>$\delta_3$</td>
<td>$\delta_4$</td>
<td>$\delta_0$</td>
<td>$\delta_1$</td>
<td>$\delta_2$</td>
<td>$\delta_3$</td>
<td>$\delta_4$</td>
<td>$\delta_0$</td>
<td>$\delta_1$</td>
<td>$\delta_2$</td>
<td>$\delta_3$</td>
<td>$\delta_4$</td>
<td>$\delta_0 = \delta$</td>
</tr>
<tr>
<td>-----</td>
<td>-----------</td>
<td>-----------</td>
<td>-----------</td>
<td>-----------</td>
<td>-----------</td>
<td>-----------</td>
<td>-----------</td>
<td>-----------</td>
<td>-----------</td>
<td>-----------</td>
<td>-----------</td>
<td>-----------</td>
<td>-----------</td>
<td>-----------</td>
<td>-----------</td>
<td>-----------</td>
</tr>
<tr>
<td>21</td>
<td>-901.01</td>
<td>-23.552</td>
<td>-5.4547</td>
<td>-4.5876</td>
<td>-4.5812</td>
<td>-4.5812</td>
<td>-4.5812</td>
<td>-4.5812</td>
<td>-4.5812</td>
<td>-4.5812</td>
<td>-4.5812</td>
<td>-4.5812</td>
<td>-4.5812</td>
<td>-4.5812</td>
<td>-4.5812</td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>-304.65</td>
<td>-4.6495</td>
<td>-1.2679</td>
<td>-1.2301</td>
<td>-1.2301</td>
<td>-1.2301</td>
<td>-1.2301</td>
<td>-1.2301</td>
<td>-1.2301</td>
<td>-1.2301</td>
<td>-1.2301</td>
<td>-1.2301</td>
<td>-1.2301</td>
<td>-1.2301</td>
<td>-1.2301</td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>304.52</td>
<td>0.37628</td>
<td>0.96567</td>
<td>0.96286</td>
<td>0.96286</td>
<td>0.96286</td>
<td>0.96286</td>
<td>0.96286</td>
<td>0.96286</td>
<td>0.96286</td>
<td>0.96286</td>
<td>0.96286</td>
<td>0.96286</td>
<td>0.96286</td>
<td>0.96286</td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>899.86</td>
<td>1.9224</td>
<td>2.2457</td>
<td>2.2452</td>
<td>2.2452</td>
<td>2.2452</td>
<td>2.2452</td>
<td>2.2452</td>
<td>2.2452</td>
<td>2.2452</td>
<td>2.2452</td>
<td>2.2452</td>
<td>2.2452</td>
<td>2.2452</td>
<td>2.2452</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>1455.4</td>
<td>3.9611</td>
<td>2.5467</td>
<td>2.9508</td>
<td>2.9375</td>
<td>2.9376</td>
<td>2.9376</td>
<td>2.9376</td>
<td>2.9376</td>
<td>2.9376</td>
<td>2.9376</td>
<td>2.9376</td>
<td>2.9376</td>
<td>2.9376</td>
<td>2.9376</td>
<td></td>
</tr>
</tbody>
</table>
Table 2 \( Re(\delta_{n_2}) ; \lambda = 10, \mu_1 = 50, \mu_2 = 60 \)

<table>
<thead>
<tr>
<th>( k )</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \delta_0 )</td>
<td>3.938</td>
<td>3.936</td>
<td>3.936</td>
<td>3.936</td>
<td>3.936</td>
<td>3.936</td>
<td>3.936</td>
<td>3.936</td>
<td>3.936</td>
<td>3.936</td>
</tr>
<tr>
<td>( \delta_1 )</td>
<td>3.8848</td>
<td>3.8846</td>
<td>3.8846</td>
<td>3.8846</td>
<td>3.8846</td>
<td>3.8846</td>
<td>3.8846</td>
<td>3.8846</td>
<td>3.8846</td>
<td>3.8846</td>
</tr>
</tbody>
</table>

Analysis of a two-node task-splitting feedback tandem queue
<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>k</td>
<td>( \delta_0 )</td>
<td>( \delta_1 )</td>
<td>( \delta_2 )</td>
<td>( \delta_3 )</td>
<td>( \delta_4 )</td>
<td>( \delta_0 )</td>
<td>( \delta_1 )</td>
<td>( \delta_2 )</td>
<td>( \delta_3 )</td>
<td>( \delta_4 )</td>
<td>( \delta_{10} = \delta )</td>
</tr>
<tr>
<td>17</td>
<td>-7.0702</td>
<td>-5.6182</td>
<td>-5.6116</td>
<td>-5.6116</td>
<td>-5.6116</td>
<td>-5.6116</td>
<td>-5.6116</td>
<td>-5.6116</td>
<td>-5.6116</td>
<td>-5.6116</td>
<td>-5.6116</td>
</tr>
<tr>
<td>21</td>
<td>-1.8117</td>
<td>-1.7113</td>
<td>-1.7113</td>
<td>-1.7113</td>
<td>-1.7113</td>
<td>-1.7113</td>
<td>-1.7113</td>
<td>-1.7113</td>
<td>-1.7113</td>
<td>-1.7113</td>
<td>-1.7113</td>
</tr>
<tr>
<td>22</td>
<td>-0.5723</td>
<td>-0.5563</td>
<td>-0.5563</td>
<td>-0.5563</td>
<td>-0.5563</td>
<td>-0.5563</td>
<td>-0.5563</td>
<td>-0.5563</td>
<td>-0.5563</td>
<td>-0.5563</td>
<td>-0.5563</td>
</tr>
<tr>
<td>23</td>
<td>0.53746</td>
<td>0.53247</td>
<td>0.53247</td>
<td>0.53247</td>
<td>0.53247</td>
<td>0.53247</td>
<td>0.53247</td>
<td>0.53247</td>
<td>0.53247</td>
<td>0.53247</td>
<td>0.53247</td>
</tr>
<tr>
<td>25</td>
<td>2.3193</td>
<td>2.3153</td>
<td>2.3153</td>
<td>2.3153</td>
<td>2.3153</td>
<td>2.3153</td>
<td>2.3153</td>
<td>2.3153</td>
<td>2.3153</td>
<td>2.3153</td>
<td>2.3153</td>
</tr>
<tr>
<td>26</td>
<td>2.9862</td>
<td>2.9539</td>
<td>2.9539</td>
<td>2.9539</td>
<td>2.9539</td>
<td>2.9539</td>
<td>2.9539</td>
<td>2.9539</td>
<td>2.9539</td>
<td>2.9539</td>
<td>2.9539</td>
</tr>
</tbody>
</table>

Table 2
Re(\( \delta_n \)), \( \gamma = 10 \), \( \mu_1 = 50 \), \( \mu_2 = 60 \) (continued)
Implementing the Algorithm’s steps, we need to approximate integrals using trapezoidal rule and derivative using Newton’s method. For Step 8, we noticed that results of approximation using $K = 500$ iterations for Trapezoidal method and $N = 10$ iterations for the Newton’s method are very much closed to the ones with $K = 30$ (with substantially less time of running the same programme, 778.148865 sec vs. a few hours). We started the Newton’s method with the initial value for $k = 0$ as $-1.407 \times 10^{-006}$ and for $k = 500$ as $-1.4065 \times 10^{-006}$, in the case $N_1$ and 4.2708 and $-45.729$, in case $N_2$. As in Step 8.1, the initial value for $\theta(t_k)$ was 0 for $k = 0$ and 6.2832 for $k = 500$ in both cases $N_1$ and $N_2$. Thus, we decided to continue our numerical computations with $k = 30$ and $N = 10$ for Step 9, $N = 5$ iterations for the Newton method was enough.

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>$\mu_1$</th>
<th>$\mu_2$</th>
<th>$\rho_1$</th>
<th>$\rho_2$</th>
<th>$G(1,0)$</th>
<th>$G(0,1)$</th>
<th>$E[\hat{z}_1(t)]$</th>
<th>$E[\hat{z}_2(t)]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>50</td>
<td>30</td>
<td>0.097688</td>
<td>0.11813</td>
<td>0.9611</td>
<td>0.94871</td>
<td>1.1772</td>
<td>3.4082</td>
</tr>
<tr>
<td>2</td>
<td>50</td>
<td>50</td>
<td>0.097688</td>
<td>0.070875</td>
<td>0.97666</td>
<td>0.94871</td>
<td>0.38771</td>
<td>1.8611</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>50</td>
<td>0.048844</td>
<td>0.070875</td>
<td>0.97666</td>
<td>0.97436</td>
<td>0.71443</td>
<td>20.214</td>
</tr>
<tr>
<td>2</td>
<td>50</td>
<td>60</td>
<td>0.097688</td>
<td>0.059063</td>
<td>0.98055</td>
<td>0.94871</td>
<td>0.72287</td>
<td>1.1573</td>
</tr>
<tr>
<td>5</td>
<td>30</td>
<td>50</td>
<td>0.40703</td>
<td>0.17719</td>
<td>0.94165</td>
<td>0.78631</td>
<td>1.407</td>
<td>0.25645</td>
</tr>
<tr>
<td>5</td>
<td>50</td>
<td>50</td>
<td>0.24422</td>
<td>0.17719</td>
<td>0.94165</td>
<td>0.87178</td>
<td>0.38155</td>
<td>0.87765</td>
</tr>
<tr>
<td>5</td>
<td>70</td>
<td>50</td>
<td>0.17444</td>
<td>0.17719</td>
<td>0.94165</td>
<td>0.90842</td>
<td>0.04604</td>
<td>1.375</td>
</tr>
<tr>
<td>5</td>
<td>100</td>
<td>50</td>
<td>0.12211</td>
<td>0.17719</td>
<td>0.94165</td>
<td>0.93589</td>
<td>0.07799</td>
<td>12.766</td>
</tr>
<tr>
<td>5</td>
<td>50</td>
<td>30</td>
<td>0.24422</td>
<td>0.29531</td>
<td>0.90274</td>
<td>0.87178</td>
<td>0.58608</td>
<td>0.95233</td>
</tr>
<tr>
<td>5</td>
<td>50</td>
<td>40</td>
<td>0.24422</td>
<td>0.22148</td>
<td>0.92706</td>
<td>0.87178</td>
<td>0.57108</td>
<td>1.3987</td>
</tr>
<tr>
<td>5</td>
<td>50</td>
<td>50</td>
<td>0.24422</td>
<td>0.17719</td>
<td>0.94165</td>
<td>0.87178</td>
<td>0.38155</td>
<td>0.87765</td>
</tr>
<tr>
<td>5</td>
<td>50</td>
<td>60</td>
<td>0.24422</td>
<td>0.14766</td>
<td>0.95137</td>
<td>0.87178</td>
<td>0.71443</td>
<td>20.214</td>
</tr>
<tr>
<td>10</td>
<td>30</td>
<td>50</td>
<td>0.81407</td>
<td>0.35438</td>
<td>0.88329</td>
<td>0.57261</td>
<td>0.01664</td>
<td>0.24786</td>
</tr>
<tr>
<td>10</td>
<td>50</td>
<td>50</td>
<td>0.48844</td>
<td>0.35438</td>
<td>0.88329</td>
<td>0.74357</td>
<td>0.7201</td>
<td>0.40693</td>
</tr>
<tr>
<td>10</td>
<td>70</td>
<td>50</td>
<td>0.34889</td>
<td>0.35438</td>
<td>0.88329</td>
<td>0.81683</td>
<td>0.59333</td>
<td>1.0766</td>
</tr>
<tr>
<td>10</td>
<td>70</td>
<td>60</td>
<td>0.34889</td>
<td>0.29531</td>
<td>0.90274</td>
<td>0.81683</td>
<td>0.17455</td>
<td>0.68649</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>50</td>
<td>0.24422</td>
<td>0.35438</td>
<td>0.88329</td>
<td>0.87178</td>
<td>0.53767</td>
<td>3.0335</td>
</tr>
<tr>
<td>10</td>
<td>50</td>
<td>30</td>
<td>0.48844</td>
<td>0.59063</td>
<td>0.80548</td>
<td>0.74357</td>
<td>0.57548</td>
<td>1.6611</td>
</tr>
<tr>
<td>10</td>
<td>50</td>
<td>40</td>
<td>0.48844</td>
<td>0.44297</td>
<td>0.85411</td>
<td>0.74357</td>
<td>0.6908</td>
<td>0.68781</td>
</tr>
<tr>
<td>10</td>
<td>50</td>
<td>50</td>
<td>0.48844</td>
<td>0.35438</td>
<td>0.88329</td>
<td>0.74357</td>
<td>0.7201</td>
<td>0.40693</td>
</tr>
<tr>
<td>10</td>
<td>50</td>
<td>60</td>
<td>0.48844</td>
<td>0.29531</td>
<td>0.90274</td>
<td>0.74357</td>
<td>0.18762</td>
<td>0.37022</td>
</tr>
<tr>
<td>10</td>
<td>50</td>
<td>70</td>
<td>0.48844</td>
<td>0.25313</td>
<td>0.91664</td>
<td>0.74357</td>
<td>0.78739</td>
<td>0.28348</td>
</tr>
<tr>
<td>20</td>
<td>50</td>
<td>70</td>
<td>0.97688</td>
<td>0.50625</td>
<td>0.83327</td>
<td>0.48714</td>
<td>3.5046</td>
<td>0.31131</td>
</tr>
<tr>
<td>38</td>
<td>100</td>
<td>70</td>
<td>0.92804</td>
<td>0.96188</td>
<td>0.68322</td>
<td>0.51278</td>
<td>1.0523</td>
<td>1.0077</td>
</tr>
</tbody>
</table>
Table 4: Expected queue length at each service station (negative values)

<table>
<thead>
<tr>
<th>x</th>
<th>y</th>
<th>z</th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>d</th>
<th>e</th>
<th>f</th>
<th>g</th>
<th>h</th>
<th>i</th>
<th>j</th>
<th>k</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>30</td>
<td>50</td>
<td>0.16281</td>
<td>0.070875</td>
<td>0.97666</td>
<td>0.91452</td>
<td>-0.89349</td>
<td>0.60557</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>70</td>
<td>50</td>
<td>0.069777</td>
<td>0.070875</td>
<td>0.97666</td>
<td>0.96337</td>
<td>-0.92243</td>
<td>3.5376</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>50</td>
<td>40</td>
<td>0.097688</td>
<td>0.088594</td>
<td>0.97082</td>
<td>0.94871</td>
<td>-0.027217</td>
<td>2.2919</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>50</td>
<td>70</td>
<td>0.097688</td>
<td>0.050625</td>
<td>0.98333</td>
<td>0.94871</td>
<td>-0.81629</td>
<td>0.92479</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>50</td>
<td>70</td>
<td>0.24422</td>
<td>0.12656</td>
<td>0.95832</td>
<td>0.87178</td>
<td>-0.4016</td>
<td>0.49497</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>40</td>
<td>50</td>
<td>0.61055</td>
<td>0.35438</td>
<td>0.88329</td>
<td>0.67946</td>
<td>-0.14492</td>
<td>0.28712</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

We have to choose $\delta_i(\theta_0(u_k)) = \delta_{k,0} \in (-\infty, d_1) \cup (d_2, \infty)$, $k = 0, 1, 2, \ldots, K$, such that the sign of discriminant of the radical in Equation (42) is positive, where $d_{k,1}$ and $d_{2,2}$, $i = 1, 2$, (the roots of the corresponding equations) are as follows:

$$d_{k,1} = \frac{\lambda + c + f) t_2 + (d + e) h - \sqrt{[\lambda + c + f) t_2 + 2(d + e) h]^2 - (\lambda + c + f)^2 (t_2^2 - 4(d + e) b)}}{2(\lambda + c + f)^2},$$

$$d_{2,2} = \frac{\lambda + c + f) t_2 + (d + e) h + \sqrt{[\lambda + c + f) t_2 + 2(d + e) h]^2 - (\lambda + c + f)^2 (t_2^2 - 4(d + e) b)}}{2(\lambda + c + f)^2},$$

$$d_{1,2} = \frac{(d + e) t_2 + 2(\lambda + c + f) g - 2\sqrt{[\lambda + c + f) [g(d + e) t_2 + (\lambda + c + f) g^2 + a(d + e)^2]])}{2(d + e)^2},$$

and

$$d_{2,2} = \frac{(d + e) t_2 + 2(\lambda + c + f) g + 2\sqrt{[\lambda + c + f) [g(d + e) t_2 + (\lambda + c + f) g^2 + a(d + e)^2]]}}{2(d + e)^2},$$

with $a = q_1 \mu_1$, $b = q_2 \mu_2$, $c = p_1 \mu_1$, $d = p_1 \mu_2$, $e = p_1 \mu_2$, $f = p_1 \mu_2$, $g = p_1 \mu_2$, $h = p_1 \mu_2$ and $t_2 = \lambda + a + b + c + d + e + f + g + h$.

We will display values of $\delta_{10}$ as for $\delta$, after $R = 3$ replications of $\theta(u_k)$. In case of $N_1$ and $N_2$, for $\delta_0(\theta_0(u_k)) = \delta_{k,0}$, $k = 0, 1, 2, \ldots, K$, $n = 0, 1, 2, \ldots, N$, $K = 30$, $N = 10$, ($\delta_{k,n} = \delta_{k,0}$, $\delta_{k,N} = \delta_{k,n}$). We have Tables 1 and 2 as follows.

With these, we found the expected number of the queue lengths in stations 1 and 2, $E[\xi_i(t)]$, $i = 1, 2$, as indicated in Tables 3 and 4.

8 Discussion and conclusions

In this article, for the first time, we considered a tandem queueing model that includes feedback and splitting as a unique and novel model for which the joint queue length of the system could be found from the generating function obtained. We also, for the first time, used infinite buffers in a model with splitting and feedback. The generating function method we used lead to a functional equation that we solved analytically by the Riemann-Hilbert boundary value problem and conformal mapping. Numerical
computation for our model was a challenging task. Yet, we were able to find the mean queue length at each node algorithmically by the generating function obtained. Thus, while we have offered, for the first time, an algorithm for numerical computation of the mean queue lengths, an exact distribution of the queue length, that is computationally practical, remains to be an open problem.

As it was mentioned earlier, the splitting feature was considered in a parallel queueing system. Here, in this article, we included this feature in the tandem queue. Thus, including such a novel feature in a combined parallel and tandem queueing system, remains to be considered.

Considering the data we have chosen, these results show that the model is quite efficient as such with all feedbacks and splitting, the queue length at each station is moderately low. In case $\lambda = 10, \mu_1 = 50, \mu_2 = 60$, for instance, the expected number of the queue lengths in stations 1 and 2 as 0.18762 and 0.37022, respectively, with substantially less time of running the same programme, 778.148865 sec, vs. a few hours. The probability that the first station is busy while the second is empty is 0.90274. On the other hand, the probability that the second station is busy while the first is empty is 0.74357. Even with very high traffic intensity such as in case $\lambda = 38, \mu_1 = 100, \mu_2 = 70, \rho_1 = 0.92804, \rho_2 = 0.96188$, the probability that the first station is busy while the second is empty is 0.68322, while the probability that the second station is busy while the first is empty is 0.51278. The expected queue lengths in stations 1 and 2, in this case are 1.0523 and 1.0077, respectively.

We did, however, observed that there are parameter-values for which results were not acceptable. For instance, see Table 4 for some such values. Theses values seems when we have very low traffic intensity or relatively high one, although, in some cases of the later, no problem was observed. We have noticed that negativity is on the expected value in station 1.

As a final observation, note that when the speed of service increases in the first station, the second service station becomes highly congested, which intuitively makes sense.
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