Robust solutions to multi-facility Weber location problem under interval and ellipsoidal uncertainty
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ABSTRACT

In this paper, we consider the multi-facility Weber location problem (MFWP) with uncertain location of demand points and transportation cost parameters. Equivalent formulations of its robust counterparts for both the Euclidean and block norms and interval and ellipsoidal uncertainty sets are given as conic linear optimization problems.
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1. Introduction

Location analysis and location decisions are major applications area between operations research and computer science. There exist different kinds of facility location problems [1–6], among them, multi-facility Weber location problem (MFWP) is a well-known problem in operations research and especially in location analysis which has been studied in depth [1,4]. The MFWP is concerned with locating a set of facilities and allocating their capacities to satisfy the demands of a set of customers with known locations so that the total transportation costs is minimized. In this problem, plants and warehouses may constitute the facilities, while retailers may be considered as customers. Efficient algorithms are developed to solve this problem in the literature, for example see, [1,6–8].

Many real-world optimization problems involve data that are noisy or uncertain. So addressing data uncertainty in mathematical programming models is recognized as a central problem in optimization. In recent years, a body of literature is developing under the name of robust optimization which is based on a description of uncertainty sets. The uncertain parameters are only known to belong to known sets, and one associates with the uncertain problem its robust counterpart, where the constraints are enforced for every possible value of the parameters within their prescribed sets; under such constraints, the worst-case value of the cost function is then minimized to obtain a robust solution of the problem [6,9–20].

Zhang and Wu [21] have considered uncertainty on Euclidean single facility location problems, which is a special case of MFWP with $m = 1$, using robust optimization methodology. They have shown this problem with unknown but bounded data or with an ellipsoidal uncertainty set is equivalent to a second-order cone programming (SOCP) and an semidefinite programming (SDP), respectively. Also, they have shown that this problem with ellipsoidal uncertainty set or with box uncertainty is NP-hard and have proposed an explicit SDP to approximate the problem.

The block norms, $||.||_p$, are those whose contours are polytopes with extreme points $b_k \in \mathbb{R}^2$, $g = 1, \ldots, r$. The class of block norms is a very general one and comprises for example the $l_1$ and $l_{\infty}$ norms. The first application of block norms to solve location problems suggested by Ward and Wendell [22,23]. They have shown that the minimax and minimum single facility location problems with block norms can be written as an LP.
One of the most important applications of location problems with block norms is in solving location problems with $L_p$ norm as distance measure. In this case, the problem can be solved to an arbitrary level of approximation of $L_p$ norm with suitable block norm. More importantly, the problem with block norm can be formulated as LP. Since rectilinear and infinity norms are special cases of block norms, thus our results can be extended to these cases as well. In the following, we state modeling of the problem. Let us first define some notations:

$m$: number of new facilities

$n$: number of existing facilities

$w_{ij}$: nonnegative weight between new facility $j$ and existing facility $i$ by a unit distance

$v_{jk}$: nonnegative weight between the location of new facilities $j$ and $k$ by a unit distance

$d(X_j, P_i)$: distance between the location of new facility $j$ and existing facility $i$

$d(X_j, X_k)$: distance between the location of new facilities $j$ and $k$

$P_i: (a_i, b_i)$ the location coordinates of existing facility $i$

$X_j: (x_j, y_j)$ the location coordinates of existing facility $j$.

Let $n$ existing facilities be located at the known distinct points $P_1, \ldots, P_n$ in the plane. In MFWP, the optimal location of $n$ new facilities, $X_1, \ldots, X_n$, is sought with respect to the set of existing facilities. Let the cost per unit distance between new facility $j$ and existing facility $i$ be denoted by $w_{ij}$ and $v_{jk}$ being the corresponding cost per unit distance between new facilities $j$ and $k$. The total transportation cost associated with new facilities located at $X_1, \ldots, X_n$, is given by

$$f(X_1, \ldots, X_n) = \sum_{j=1}^{m} \sum_{i=1}^{n} w_{ij}d(X_j, P_i) + \frac{1}{2} \sum_{j=1}^{m} \sum_{k=1}^{n} v_{jk}d(X_j, X_k).$$

(1)

The MFWP can be stated as the selection of locations $X_1^*, \ldots, X_n^*$ of new facilities such that total cost in (1) is minimized [2–5].

In this paper, we present robust formulations for locating multiple new facilities with respect to multiple existing facilities and demand points with uncertain data, in two cases, with block and Euclidean norms. The rest of the paper is organized as follows. In Section 2, we study MFWP with block norms and give its robust counterparts for both interval and ellipsoidal uncertainty sets. In Section 3, the robust counterparts of the MFWP with Euclidean norm is given. Finally, we present some conclusions and future research directions.

2. MFWP with block norms

Suppose distances are measured by a block norm $B$. The MFWP with block norm is as follows:

$$\min \sum_{j=1}^{m} \sum_{i=1}^{n} w_{ij}||X_j - P_i||_B + \frac{1}{2} \sum_{j=1}^{m} \sum_{k=1}^{n} v_{jk}||X_j - X_k||_B.$$  

(2)

For $i = 1, \ldots, m, \quad j = 1, \ldots, n, \quad k = 1, \ldots, n$, let

$$||X_j - P_i||_B = \sum_{g=1}^{r} (\beta_{gij}^+ + \beta_{gij}^-),$$

(3)

$$X_j - P_i = \sum_{g=1}^{r} (\beta_{gij}^+ - \beta_{gij}^-)b_g,$$

(4)

$$||X_j - X_k||_B = \sum_{g=1}^{r} (\lambda_{gjk}^+ + \lambda_{gjk}^-),$$

$$X_j - X_k = \sum_{g=1}^{r} (\lambda_{gjk}^+ - \lambda_{gjk}^-)b_g,$$

where $\lambda_{gjk}^+, \lambda_{gjk}^-, \beta_{gij}^+, \beta_{gij}^-$ are nonnegative variables and $b_g$’s are extreme points of polytope corresponding to unit contour of the block norm $||.||_B$. Using these transformations, (3) and (4) becomes the following LP:

$$\min \quad Z = \sum_{j=1}^{m} \sum_{i=1}^{n} \sum_{g=1}^{r} w_{ij}(\beta_{gij}^+ + \beta_{gij}^-) + \frac{1}{2} \sum_{j=1}^{m} \sum_{k=1}^{n} \sum_{g=1}^{r} v_{jk}(\lambda_{gjk}^+ + \lambda_{gjk}^-)$$

s.t. $X_j - X_k = \sum_{g=1}^{r} (\lambda_{gjk}^+ - \lambda_{gjk}^-)b_g, \quad j = 1, \ldots, n, \quad k = 1, \ldots, n,$

$$X_j - P_i = \sum_{g=1}^{r} (\beta_{gij}^+ - \beta_{gij}^-)b_g, \quad i = 1, \ldots, n, \quad j = 1, \ldots, m,$$

$$\lambda_{gjk}^+, \lambda_{gjk}^-, \beta_{gij}^+, \beta_{gij}^- \geq 0, \quad g = 1, \ldots, r, \quad i = 1, \ldots, m, \quad j = 1, \ldots, n, \quad k = 1, \ldots, n.$$  

(5)
Now, let we set
\[
\mathbf{w} = (\mathbf{w}_{11}, \ldots, \mathbf{w}_{1m}, \ldots, \mathbf{w}_{n1}, \ldots, \mathbf{w}_{nm})^T,
\]
\[
\mathbf{v} = (\mathbf{v}_{11}, \ldots, \mathbf{v}_{1n}, \ldots, \mathbf{v}_{n1}, \ldots, \mathbf{v}_{nm})^T,
\]
\[
\lambda^+ = (\lambda_{111}^+, \lambda_{112}^+, \ldots, \lambda_{1m1}^+, \lambda_{1m2}^+, \ldots, \lambda_{nm1}^+, \lambda_{nm2}^+)^T,
\]
\[
\lambda^- = (\lambda_{111}^-, \lambda_{112}^-, \ldots, \lambda_{1m1}^-, \lambda_{1m2}^-, \ldots, \lambda_{nm1}^-, \lambda_{nm2}^-)^T,
\]
\[
\beta^+ = (\beta_{111}^+, \beta_{112}^+, \ldots, \beta_{1m1}^+, \beta_{1m2}^+, \ldots, \beta_{nm1}^+, \beta_{nm2}^+)^T,
\]
\[
\beta^- = (\beta_{111}^-, \beta_{112}^-, \ldots, \beta_{1m1}^-, \beta_{1m2}^-, \ldots, \beta_{nm1}^-, \beta_{nm2}^-)^T.
\]

In following theorems, the robust counterparts of (5) for both interval and ellipsoidal uncertainty sets are given.

**Theorem 1.** Suppose \( \mathbf{w}, \mathbf{v} \) involve interval uncertainties, namely \( \mathbf{w} \in \mathbf{e}_1 = [\mathbf{w}, \tilde{\mathbf{w}}] \) and \( \mathbf{v} \in \mathbf{e}_2 = [\mathbf{v}, \tilde{\mathbf{v}}] \), for given \( \mathbf{w}, \tilde{\mathbf{w}}, \mathbf{v}, \tilde{\mathbf{v}} \). Then the robust counterpart of MFWP with block norm is equivalent to

\[
\begin{align*}
\min & \quad Z = t_1 + t_2 \\
\text{s.t.} & \quad \mathbf{w}^T \beta \leq t_1 \\
& \quad \tilde{\mathbf{v}}^T \lambda \leq 2t_2 \\
& \quad X_j - X_k = \sum_{g=1}^{r} (\lambda_{gk}^+ - \lambda_{gk}^-) \mathbf{b}_g, \quad j = 1, \ldots, n, \quad k = 1, \ldots, n, \\
& \quad X_j - P_i = \sum_{g=1}^{r} (\beta_{gij}^+ - \beta_{gij}^-) \mathbf{b}_g, \quad i = 1, \ldots, m, \quad j = 1, \ldots, n, \\
& \quad \lambda_{jk} = \sum_{g=1}^{r} (\lambda_{gjk}^+ - \lambda_{gjk}^-), \quad j = 1, \ldots, n, \quad k = 1, \ldots, n, \\
& \quad \beta_{gij} = \sum_{g=1}^{r} (\beta_{gij}^+ - \beta_{gij}^-), \quad i = 1, \ldots, m, \quad j = 1, \ldots, n, \\
& \quad \lambda_{gjk}^+ - \lambda_{gjk}^- \geq 0, \quad g = 1, \ldots, r, \quad i = 1, \ldots, m, \quad j = 1, \ldots, n, \quad k = 1, \ldots, n.
\end{align*}
\]

**Proof.** For \( i = 1, \ldots, m, \quad j = 1, \ldots, n, \quad k = 1, \ldots, n, \) let

\[
\beta_{gij} = \sum_{g=1}^{r} (\beta_{gij}^+ - \beta_{gij}^-),
\]

\[
\lambda_{gjk} = \sum_{g=1}^{r} (\lambda_{gjk}^+ - \lambda_{gjk}^-).
\]

Using the same notations for \( \lambda_{gjk}, \lambda_{gjk}^+, \lambda_{gjk}^- \)'s like \( \mathbf{w}, \mathbf{v} \), we have

\[
\mathbf{w}^T \beta = \sum_{j=1}^{n} \sum_{i=1}^{m} \sum_{k=1}^{r} \mathbf{w}_{jk} (\beta_{gij}^+ - \beta_{gij}^-)
\]

and

\[
\tilde{\mathbf{v}}^T \lambda = \sum_{j=1}^{n} \sum_{i=1}^{m} \sum_{k=1}^{r} \tilde{\mathbf{v}}_{jk} (\lambda_{gjk}^+ - \lambda_{gjk}^-).
\]

Since \( \lambda_{gjk}^+, \lambda_{gjk}^-, \beta_{gij}^+, \beta_{gij}^- \)'s are nonnegative, then \( \beta, \lambda \geq 0 \). Now let \( t_1, t_2 \in \mathbb{R} \) are given, then to have \( \mathbf{w}^T \beta \leq t_1 \forall \mathbf{w} \in \mathbf{e}_1 \), it is sufficient to have

\[
\max_{\mathbf{w} \in \mathbf{e}_1} \mathbf{w}^T \beta \leq t_1.
\]

Equivalently, to have \( \tilde{\mathbf{v}}^T \lambda \leq 2t_2 \), it is sufficient to have

\[
\max_{\tilde{\mathbf{v}} \in \mathbf{e}_2} \tilde{\mathbf{v}}^T \lambda \leq 2t_2.
\]

Therefore, we have (7). \( \square \)
Theorem 2. The robust counterpart of MFWP with ellipsoidal uncertainty sets \( w \in \mathcal{E}_1 = \{ w^0 + Q \epsilon, ||\epsilon|| \leq 1 \} \) and \( v \in \mathcal{E}_2 = \{ v^0 + Q' u, ||u|| \leq 1 \} \) where \( ||.|| \) denotes the Euclidean norm and \( Q' \) are matrices in \( \mathbb{R}^{m \times m}, \mathbb{R}^{n \times n} \), respectively, is equivalent to the following conic linear optimization problem:

\[
\begin{align*}
\min & \quad Z = t_1 + t_2 \\
\text{s.t.} \quad & \left\| Q^T \beta \right\| \leq t_1 - (w^0)^T \beta, \\
& \left\| Q^T \lambda \right\| \leq 2t_2 - (v^0)^T \lambda, \\
& X_j - X_k = \sum_{g=1}^{r} (\lambda_{gj}^+ - \lambda_{gk}^-) b_g, \quad j = 1, \ldots, n, \quad k = 1, \ldots, n, \\
& X_j - P_i = \sum_{g=1}^{r} (\beta_{gi}^+ - \beta_{gi}^-) b_g, \quad i = 1, \ldots, m, \quad j = 1, \ldots, n, \\
& \lambda_{jk} = \sum_{g=1}^{r} (\lambda_{gj}^+ + \lambda_{gk}^-), \quad j = 1, \ldots, n, \quad k = 1, \ldots, n, \\
& \beta_{ji} = \sum_{g=1}^{r} (\beta_{gi}^+ + \beta_{gi}^-), \quad i = 1, \ldots, m, \quad j = 1, \ldots, n, \\
& \lambda_{gkj}^+, \lambda_{gjk}^-, \beta_{gi}^+, \beta_{gi}^- \geq 0, \quad g = 1, \ldots, r, \quad i = 1, \ldots, m, \quad j = 1, \ldots, n.
\end{align*}
\]

(13)

Proof. Let \( t_1, t_2 \in \mathbb{R} \) are given, then to have \( w^T \beta \leq t_1 \forall w \in \mathcal{E}_1 \), it is sufficient to have

\[
\max_{w \in \mathcal{E}_1} w^T \beta \leq t_1.
\]

(14)

Since \( w^T \beta = (w^0)^T \beta + (Q \epsilon)^T \beta \), thus we have

\[
\max_{w \in \mathcal{E}_1} w^T \beta = (w^0)^T \beta + \left\| Q^T \beta \right\|.
\]

(15)

Therefore, (14) holds if

\[
\left\| Q^T \beta \right\| \leq t_1 - (w^0)^T \beta.
\]

(16)

By the same approach for \( v^T \lambda \leq 2t_2 \), we have

\[
\left\| Q^T \lambda \right\| \leq 2t_2 - (v^0)^T \lambda.
\]

(17)

Therefore, with (5), (16) and (17), we get (13). \( \square \)

Example. Now, we give a small example with 5 existing facilities to find location of 3 new facilities. The extreme points of contour of the considered \( ||.||_b \) is shown in Table 1 and Fig. 1.

The problem is sensitive to \( w \) and \( v \) variations. In this example, we consider both interval and ellipsoidal uncertainties on \( w \) and \( v \). In the interval uncertainty case, we assume that perturbation of \( w \) and \( v \) are generated randomly in \([0, 1] \). For instance, \( w_{ij} \) have a perturbation \( \delta_{ij} \in [0, 1] \), and value of \( w_{ij} \) is in \([w_{ij} - \delta_{ij}, w_{ij} + \delta_{ij}] \). In ellipsoidal uncertainty case, \( Q \) and \( Q' \) are considered identity matrix. Figs. 2 and 3, show the robust solution of MFWP with block norm under interval and ellipsoidal uncertainties, respectively. As we see, small changes in \( w \) and \( v \), result in new locations for facilities.

Table 1
The extreme points of \( ||.||_b \).

<table>
<thead>
<tr>
<th>Points</th>
<th>( b_1 )</th>
<th>( b_2 )</th>
<th>( b_3 )</th>
<th>( b_4 )</th>
<th>( b_{-1} )</th>
<th>( b_{-2} )</th>
<th>( b_{-3} )</th>
<th>( b_{-4} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>((0,1))</td>
<td>((\frac{\sqrt{2}}{2}, \frac{1}{2}))</td>
<td>((1,0))</td>
<td>((\frac{\sqrt{2}}{2}, -\frac{1}{2}))</td>
<td>((0, -1))</td>
<td>((-\frac{\sqrt{2}}{2}, -\frac{1}{2}))</td>
<td>((-1,0))</td>
<td>((-\frac{\sqrt{2}}{2}, \frac{1}{2}))</td>
<td></td>
</tr>
</tbody>
</table>
Fig. 1. The extreme points and contour of $\| \cdot \|_{p}$.

Fig. 2. Comparison of solutions for exact and robust MFWP with block norm under interval uncertainty.

Fig. 3. Comparison of solutions for exact and robust MFWP with block norm under ellipsoidal uncertainty.
3. MFWP with Euclidean norm

In this section, we consider the Euclidean MFWP as follows:

$$\min \sum_{j=1}^{n} \sum_{i=1}^{m} w_{ji} \|X_j - P_i\| + \frac{1}{2} \sum_{j=1}^{n} \sum_{k=1}^{m} v_{jk} \|X_j - X_k\|,$$

(18)

where $w_{ji}$, $v_{jk}$'s are nonnegative. We consider two types of uncertainty sets. We consider $w_{ji}$. $v_{jk}$. $P_i$ for $i = 1, \ldots, m$, $j = 1, \ldots, n$, $k = 1, \ldots, n$, have both interval and ellipsoidal uncertainties.

**Theorem 3.** The robust counterpart of (18) with interval uncertainty sets $w \in U = [w, \bar{w}]$, $v \in U' = [\bar{v}, \bar{v}]$ and bounded uncertainty sets $U_i^{\rho} = \{P_i + \Delta P_i : \|\Delta P_i\| \leq \rho_i\}$, for $i = 1, \ldots, m$, is equivalent to

$$\min \ s + s'$$

s.t. $\bar{w}^t (t + t') \leq s$,

$$\bar{v}^t t' \leq 2s,$$

$$\|X_j - P_i\| \leq t_{ji}, \quad j = 1, \ldots, n, \quad i = 1, \ldots, m,$$

$$\|X_j - X_k\| \leq t_{jk}, \quad j = 1, \ldots, n, \quad k = 1, \ldots, n,$$

$$\left\| \begin{array}{c} X_j \\ 1 \end{array} \right\| \leq \frac{\bar{v}}{\rho_i}, \quad j = 1, \ldots, n, \quad i = 1, \ldots, m.$$  

**Proof.** From the triangular inequality, for uncertainty on $P_i$s we have

$$\|X_j - (P_i + \Delta P_i)\| = \|(X_j - P_i) + (\Delta P_i)\| \leq \|X_j - P_i\| + \|\Delta P_i\| = \|X_j - P_i\| + \|0, -\Delta P_i\| = \|X_j - P_i\| + \|0, -\Delta P_i\| = \rho_i.$$  

(20)

Now, for each $i = 1, \ldots, m$, let

$$[0, -\Delta P_i] = u_i \bar{v}^t,$$

(21)

where $y = (0 \ 0 \ 1)^T$ and

$$u_i = \begin{cases} \frac{\bar{v} - P_i}{\|\bar{v} - P_i\|}, & X_j - P_i \neq 0, \\ \text{any vector in } \mathbb{R}^2 \text{ of norm } \rho_i, & \text{o.w.} \end{cases}$$

(22)

The term $\|X_j - (P_i + \Delta P_i)\|$ which is bounded from above, takes its maximum with this rank one choice of $[0, -\Delta P_i]$, and $\|0, -\Delta P_i\|_v = \|[0, -\Delta P_i]\| = \rho_i$. Therefore, we can conclude that

$$\max_{\|\Delta P_i\| \leq \rho_i} \|X_j - (P_i + \Delta P_i)\| = \|X_j - P_i\| + \rho_i \left\| \begin{array}{c} X_j \\ 1 \end{array} \right\|.$$  

(23)

Hence, the robust counterpart of problem (18) is equivalent to

$$\min \sum_{j=1}^{n} \sum_{i=1}^{m} w_{ji} \left\| X_j - P_i \right\| + \rho_i \left\| \begin{array}{c} X_j \\ 1 \end{array} \right\| + \frac{1}{2} \sum_{j=1}^{n} \sum_{k=1}^{m} v_{jk} \|X_j - X_k\| \quad w \in U, \quad v \in U',$$

(24)

where $U$, $U'$ are uncertainty sets. Therefore, we have the uncertain MFWP as follows:

$$\min \sum_{j=1}^{n} \sum_{i=1}^{m} w_{ji} (t_{ji} + t_{ji}'\bar{v}^t) + \frac{1}{2} \sum_{j=1}^{n} \sum_{k=1}^{m} v_{jk} t_{jk}\bar{v}^t,$$

(25)

s.t. $\|X_j - P_i\| \leq t_{ji}, \quad j = 1, \ldots, n, \quad i = 1, \ldots, m,$

$$\|X_j - X_k\| \leq t_{jk}, \quad j = 1, \ldots, n, \quad k = 1, \ldots, n,$$

$$\left\| \begin{array}{c} X_j \\ 1 \end{array} \right\| \leq \frac{\bar{v}}{\rho_i}, \quad j = 1, \ldots, n, \quad i = 1, \ldots, m,$$

$$w \in U, \quad v \in U'.$$

Now, let $s, s' \in \mathbb{R}$, since $w^t (t + t'\bar{v}^t) = \sum_{j=1}^{n} \sum_{i=1}^{m} w_{ji} (t_{ji} + t_{ji}'\bar{v}^t)$, $v^t t' = \sum_{j=1}^{n} \sum_{k=1}^{m} v_{jk} t_{jk}\bar{v}^t$, then we can reformulate (25) as:
\[
\begin{align*}
\min & \quad s + s' \\
\text{s.t.} & \quad w^T(t + t^\prime) \leq s, \quad w \in U, \\
& \quad \nabla^2 t \leq 2s', \quad t \in U', \\
& \quad \|X_j - P_i\| \leq t_j, \quad j = 1, \ldots, n, \quad i = 1, \ldots, m, \\
& \quad \|X_j - X_k\| \leq t^\prime_{jk}, \quad j = 1, \ldots, n, \quad k = 1, \ldots, n, \\
& \quad \left\|\frac{X_j}{1}\right\| \leq \frac{t^\prime_{ji}}{\rho_i}, \quad j = 1, \ldots, n, \quad i = 1, \ldots, m.
\end{align*}
\]

Moreover, to have \(w^T(t + t^\prime) \leq s\ \forall w \in U\) and \(\nabla^2 t \leq 2s'\ \forall t \in U'\), it is sufficient to have:

\[
\begin{align*}
\max_{w \in U} & \quad w^T(t + t^\prime) \leq s, \\
\max_{t^\prime \in U'} & \quad \nabla^2 t \leq 2s'.
\end{align*}
\]

Since, \(t\) and \(t^\prime\) are nonnegative, (27) is equivalent to:

\[
\begin{align*}
\max_{w \in U} & \quad w^T(t + t^\prime) \leq s, \\
\max_{t^\prime \in U'} & \quad \nabla^2 t \leq 2s'.
\end{align*}
\]

By substituting (28) in (26) we get (19). \(\Box\)

Now, we consider ellipsoidal uncertainties on \(w_{ji},\ \nu_{jk}\), \(P_i\)'s for \(i = 1, \ldots, m,\ j = 1, \ldots, n,\ k = 1, \ldots, n\), in (18) with the following uncertainty sets:

\[
\begin{align*}
U &= \{w^0 + Qu : \|u\| \leq 1\}, \\
U' &= \{\nu^0 + Q'u : \|u\| \leq 1\}, \\
U_i &= \{P^0_i + Q_i'u : \|u\| \leq 1\},
\end{align*}
\]

where \(w^0,\ \nu^0, P^0_i\)'s are the nominal values in \(\mathbb{R}^{m},\ \mathbb{R}^{n},\ \mathbb{R}^{2}\) and \(Q,\ Q'\) are the given matrices in \(\mathbb{R}^{m \times m},\ \mathbb{R}^{n \times n},\ \mathbb{R}^{2 \times 2}\), respectively. The following technical lemma is crucial for the next theorem.

**Lemma 4.** Uncertain inequality \(\|Ax - b\| \leq \lambda, \forall (A, b) \in \mathcal{E} = \{(A, b) = (A^0, b^0) + \sum_{k=1}^{K} u_k (A^k, b^k) : \|u\| \leq 1\}\), is equivalent to

\[
\begin{pmatrix}
\lambda - \mu & 0 & \cdots & 0 \\
0 & \mu & \cdots & 0 \\
\vdots & & & \ddots \\
0 & 0 & \cdots & \mu \\
A^0x - b^0 & A^1x - b^1 & \cdots & A^Kx - b^K
\end{pmatrix}
\begin{pmatrix}
\lambda \\
\mu \\
\ddots \\
\mu \\
\end{pmatrix}
\geq 0
\]

where \((\lambda, \mu, x) \in \mathbb{R}^{n+2}\).

**Proof.** See [10]. \(\Box\)

**Theorem 5.** The robust counterpart of MFWP with Euclidean norm and ellipsoidal uncertainty sets (29) is equivalent to the following conic linear optimization problem:

\[
\begin{align*}
\min & \quad s + s' \\
\text{s.t.} & \quad \|Q^T t\| \leq s - (w^0)^T t, \\
& \quad \|Q^T t^\prime\| \leq 2s' - (\nu^0)^T t^\prime, \\
& \quad \|X_j - P_i\| \leq t_j, \quad j = 1, \ldots, n, \quad i = 1, \ldots, m, \\
& \quad \|X_j - X_k\| \leq t^\prime_{jk}, \quad j = 1, \ldots, n, \quad k = 1, \ldots, n, \\
& \quad \left\|\begin{array}{cccc}
t_j - \mu_{ji} & 0 & \cdots & 0 \\
0 & \mu_{ji} & \cdots & 0 \\
\vdots & & \ddots & \vdots \\
0 & 0 & \cdots & \mu_{ji}
\end{array}\right\| \begin{pmatrix}
X_j - P^0_i \\
P^0_i \\
-\rho_i \\
t_j I
\end{pmatrix}
\geq 0, \quad j = 1, \ldots, n, \quad i = 1, \ldots, m.
\end{align*}
\]
Theorem 2. The MFWP problem with Euclidean norm for both interval and ellipsoidal uncertainty is equivalent to the convex optimization problem:

\[
\begin{align*}
\text{min} & \quad \|t_i - \mu_{ji}\|_2 \\
\text{subject to} & \quad (X_j - P_i) - t_j I \\
& \quad \text{and} \quad (X_j - P_i)^T (X_j - P_i) \preceq \mu_{ji}^2, j = 1, \ldots, n; \\
& \quad \text{and} \quad (X_j - P_i)^T (X_j - P_i) \preceq \mu_{ji}^2, i = 1, \ldots, m.
\end{align*}
\]

Proof. Let \(s, s' \in \mathbb{R}\) are given, then to have \(w^t t \leq s \ \forall w \in U\) and \(v^t t' \leq 2s' \ \forall v \in U'\), it is sufficient to have

\[
\begin{align*}
\max_{w \in U} & \quad w^t t \leq s, \\
\max_{v \in U'} & \quad v^t t' \leq 2s'.
\end{align*}
\]

(31)

Since \(w^t t = (w^T)^t t + (Qw)^T t\) and \(v^t t' = (v^T)^t t' + (Q^T u)^T t'\), thus we have

\[
\begin{align*}
\max_{w \in U} & \quad w^t t = (w^T)^t t + \|Q^t t\|_2, \\
\max_{v \in U'} & \quad v^t t' = (v^T)^t t' + \|Q^T t\|_2.
\end{align*}
\]

(32)

Therefore, (31) holds if

\[
\begin{align*}
\|Q^T t\|_2 & \leq s - (w^T)^T t, \\
\|Q^T t\|_2 & \leq 2s' - (v^T)^T t'.
\end{align*}
\]

(33)

Moreover, by Lemma 4, \(\|X_j - P_i\|_2 \leq t_j \ \forall P_i \in U_i^r\) is equivalent to

\[
\begin{align*}
\left( \begin{array}{cccc}
 t_j & -\mu_{ji} & 0 & \ldots & 0 \\
 0 & \mu_{ji} & 0 & \ldots & 0 \\
 \vdots & \vdots & \ddots & \ddots & \vdots \\
 0 & 0 & \ldots & \mu_{ji} & 0 \\
 X_j - P_i & -P_i & \ldots & -P_i & t_j I
\end{array} \right) \preceq 0, \quad j = 1, \ldots, n, \\
& \quad \text{and} \quad i = 1, \ldots, m.
\end{align*}
\]

(34)

Thus, with (33) and (34) we get (30). \(\square\)

4. Conclusions

In this paper, we have studied the uncertain MFWP problem with Euclidean and block norms for both interval and ellipsoidal uncertainty sets. It is shown that the robust counterparts are equivalent to conic linear optimization problems. The extension of our approach to other Weber location problems like multi-commodity, multi-period and capacitated multi-facility location problems are left for interested readers.
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