Reverse Monte Carlo modeling of thermal disorder in crystalline materials from EXAFS spectra
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1. Introduction

Reverse Monte Carlo (RMC) method is a simulation technique, which allows one to determine a 3D model of the material atomic structure by minimizing the difference between its structure-related experimental and calculated properties [1]. The method does not require knowledge of interatomic potentials that is its main advantage over such simulation techniques as conventional Monte Carlo or molecular dynamics (MD). However, such information can be utilized to exclude unphysical solutions as has been recently demonstrated in the hybrid RMC method [2].

Practical application of the RMC method relies on the high computing speed, since the involved structural models are usually large, the calculation of properties can be computationally heavy, and the minimization algorithm, based on the random (i.e., Monte Carlo) process, requires very many steps till it converges to a solution. Therefore, the popularity of the RMC method during the last two decades [3,4] is driven by the wide spread occurrence of high-performance computing systems.

Original use of the RMC method [1] and most of its recent applications [3,5] concern with the reconstruction of the atomic structure in the disordered materials (glasses and liquids) from the diffraction (neutron, X-ray, electron) data. However, the application of the method to crystalline [6–10] and nanocrystalline [11–14] compounds is also useful to study deviations from the average atomic structure due to the presence of thermal disorder or local structural distortions.

The application of the RMC method to the analysis of the extended X-ray absorption fine structure data (EXAFS) has been addressed in a number of works [15–26]. Most previous EXAFS studies have been based on the single-scattering approximation formalism, thus accounting only for the contribution of pair-distribution functions, that limits accurate analysis to the first coordination shell around the absorber. At the same time, the sensitivity of EXAFS to higher-order distribution functions through the multiple-scattering (MS) contributions has been discovered as early as in 1975 in metallic copper [27,28]. It was demonstrated in [27,28] that the amplitude of scattered photoelectron wave is strongly affected in nearly collinear atomic chains, thus leading to an increase of the EXAFS signal amplitude from outer coordination shells. This phenomenon, known as the “focusing” effect, has been later found and interpreted in many materials, for example, having perovskite-type structure such as ReO3 [29–31], NaWO3 [32], WO3–x [33], and FeF3 [34]. Note that the accurate description of the “focusing” effect in perovskites allows the quantitative estimation of the bonding angles between structural units, in this case, the coordination octahedra, which are strictly connected to the physical properties of the materials [35]. Besides the outer shell MS contributions, the MS signals generated within the first coordination shell of the absorber can be also important: their contribution depends strongly on the path geometry, i.e., structural units distortion, and the atoms involved in the scattering process [36]. Such MS processes contribute between the peaks of the first and second coordination shells in the Fourier transform of the EXAFS spectra and are easily observed in the case of the octahedral absorber coordination as in perovskites [31,32] or ions of 3d-transition metals in solutions [37,38].
Nowadays it becomes a challenging task to extract the information on the higher-order distribution functions from the total EXAFS signal. The possibility to solve such problem has been demonstrated by Di Cicco et al. [18,19] on the example of liquid copper, where the three-body contribution was clearly identified from the RMC analysis of the Cu K-edge EXAFS $\chi(k) \parallel k$ signal in $k$-space. The extension of this approach to crystalline compounds, having smaller degree of structural and thermal disorder, is heavy computational task, since in the ordered materials the number of multiple-scattering paths increases rapidly upon an increase of the radial distance from the absorber. This problem has been addressed recently within two computer codes – the RMCPotential code [39] and the SpecSwap-RMC code [25]. In the method by Krayzman et al. [24,26], implemented as an extension to the RMCPotential code [39], the calculation of the double- and triple-scattering events is included in the RMC-EXAFS analysis in approximative way by evaluating the scattering amplitudes and phase shifts for each path prior to refinements using the average-configuration model. Another approach is realized within the SpecSwap-RMC code [25]. In this case, the configuration space is reduced and is expressed in terms of a discrete set of local structures, for which the EXAFS signals are pre-computed in advance to decrease significantly the RMC computation time [25].

The RMC modeling scheme, presented in this paper, is primarily designed but not limited to determine the local structural and thermal disorder in crystalline materials from the analysis of the experimental EXAFS signal within the multiple-scattering formalism. Unlike previous works, our RMC algorithm is able to minimize the difference between experimental and calculated EXAFS signals not only in the energy ($k$) or real ($R$) space independently, but also simultaneously by comparing their wavelet transforms [40]. Besides, we use slowly reducing “temperature” parameter in the Metropolis algorithm during the simulations to improve convergence (the so-called simulated annealing method [41]). Since the RMC scheme can be efficiently parallelized, it has been implemented on the high-performance computing (HPC) cluster at the Institute of Solid State Physics (Riga) [42], thus allowing one to solve a typical task within a few days of computational time.

The paper is organized in the four main sections. In Section 2 our RMC simulation scheme is described in details. In Section 3 the application of the RMC method is illustrated on the example of model configuration-averaged EXAFS signal, calculated from the results of the MD simulations [43]. Such approach allows us to validate just the RMC algorithm, thus excluding possible problems related to the accuracy of the EXAFS signal calculation. In Section 4 the RMC method is applied to the analysis of the experimental data: Ge K-edge in crystalline germanium (Ge) [44] and Re L3-edge [45] EXAFS signals in crystalline rhenium trioxide (ReO3).

2. RMC-EXAFS modeling scheme

2.1. Calculation of the EXAFS signal

The RMC procedure requires at each step to calculate the total EXAFS signal $\chi_{tot}(k)$, corresponding to the current atomic configuration, to be compared with the experimental one $\chi_{exp}(k)$. The total EXAFS signal $\chi_{tot}(k)$ equals to the average of the EXAFS signals $\chi(k)$ for all absorbing atoms of the same type in the atomic configuration. These signals can be calculated by one of the ab initio EXAFS codes as, for example, FEFF [46] or GIXAS [47]. In fact, the accuracy of the atomic structure reconstruction by the RMC approach is strongly linked to the accuracy of the EXAFS code and, thus, will be undoubtedly improved in the future following developments within the EXAFS theory [48].

In this work, we use the ab initio self-consistent real space multiple-scattering approach as is implemented in the FEFF8 code [46,49], and the EXAFS signal $\chi(k)$ is described by the equation

$$\chi(k) = S_0^2 \sum_j \left| f_j(k, \vec{r}_1, \ldots, \vec{r}_m) \right|^2 \frac{k^2}{R_j} \times \sin(2kR_j + \phi_j(k, \vec{r}_1, \ldots, \vec{r}_m)).$$  (1)

Here the summation is carried out over all possible scattering paths of the photoelectron up to the eighth order, when required. $k = \sqrt{(2m_e/e^2)(E - E_0)}$ is the photoelectron wavenumber ($m_e$ is the electron mass, $e$ is Planck's constant, $E$ is the X-ray photon energy, and $E_0$ is the photoelectron energy origin ($k = 0$)). $S_0$ is the amplitude reduction factor accounting also for multi-electron processes, and $R_j$ is the half length of the $j$-path.

The scattering amplitude $f_j(k, \vec{r}_1, \ldots, \vec{r}_m)$ and phase shift $\phi_j(k, \vec{r}_1, \ldots, \vec{r}_m)$ functions describe the interaction of the photoelectron with the atoms along the scattering path. They depend on the photoelectron energy and both radial and angular characteristics of the scattering path ($\vec{r}_i$ is the position of the $i$-th atom), thus being responsible for the sensitivity of the total EXAFS signal to many-body distribution functions, i.e., 3D atomic structure.

The calculation of the $f_j$ and $\phi_j$ functions in the FEFF8 code requires the knowledge of the cluster potential. It can be evaluated for the average atomic configuration, thus neglecting the potential variation due to thermal vibrations, or recalculated at each RMC step. In this work, since we deal with the crystalline compounds and only thermal disorder is present, the self-consistent cluster potential was evaluated before the RMC run for the average crystalline structure known from diffraction studies. This allowed us to reduce significantly the total computation time. The self-consistent cluster potential was constructed within the muffin-tin approximation, and the complex exchange-correlation Hedin–Lundqvist potential and default values of muffin-tin radii, as provided within the FEFF8 code [46], were used.

2.2. The RMC scheme

First, we will briefly describe the basic RMC algorithm. More details can be found in [3,4].

The RMC simulation starts with an arbitrary initial configuration of atoms in a cell of chosen size and shape with periodic boundary conditions, for which the total EXAFS signal $\chi_{tot}(k)$ is calculated as described above in Section 2.1. The number of atoms in the cell should give the atomic number density equal to the experimental value. Note that in the case of crystalline material, the cell is often called as a “supercell”, since it can be composed of several unit cells.

Next the current atomic configuration is modified by randomly changing the coordinates of one or all atoms, thus producing the new atomic configuration, for which the total EXAFS signal $\chi_{new}(k)$ is calculated. The two calculated EXAFS signals $\chi_{tot}(k)$ and $\chi_{new}(k)$ are compared with the experimental one $\chi_{exp}(k)$, and the new atomic configuration is either accepted or discarded depending on the results of this comparison. The procedure is repeated as many times as needed till the atoms in the cell will occupy such positions that the sum of weighted squared differences $\tilde{e}_k$ between theoretical $\chi_{tot}(k)$ and experimental $\chi_{exp}(k)$ EXAFS spectra

$$\tilde{e}_k = \frac{\| \chi_{tot}(k) - \chi_{exp}(k) \|^2}{\| \chi_{exp}(k) \|^2}$$  (2)

is minimized in $k$-space. Here $\| \cdot \|$ denotes the Euclidean norm, and $k^n = (n = 1, 2, \text{ or } 3)$ is the usual EXAFS signal weighting factor. The final atomic configuration gives a 3D structure that is consistent with the experimental EXAFS data. Note that the function
\(\chi_{\exp}(k)\) can correspond to the full experimental EXAFS signal or to its part, obtained by the Fourier filtering procedure in the required \(R\)-space range. In fact, the largest distance \(R_{\text{max}}\), which can be included in the analysis, is limited by the number of multiple-scattering paths, which can be treated within the ab initio EXAFS code, and by the computation time. In this work, we used \(R_{\text{max}} = 6\,\text{Å}\).

Alternatively, one can calculate the Fourier transforms of the total theoretical and experimental EXAFS signals and perform minimization of their differences in the real space (\(R\)-space)

\[
\xi_R = \frac{\|FT_{\text{tot}}(R) - FT_{\exp}(R)\|_2}{\|FT_{\exp}(R)\|_2}.
\]

Third and, to our knowledge, previously unused possibility is to minimize the difference between theory and experiment in both \(k\) and \(R\) spaces simultaneously by using the so-called wavelet transform (WT) of the EXAFS signal [40,50]. While different types of the WT are known [50], we use the modified Morlet continuous wavelet transform, described in [40]. In this case, the difference is calculated as

\[
\xi_{k,R} = \frac{\|WT_{\text{tot}}(k,R) - WT_{\exp}(k,R)\|_2}{\|WT_{\exp}(k,R)\|_2},
\]

where \(WT_{\text{tot}}\) and \(WT_{\exp}\) are the WT of calculated and experimental EXAFS signals, respectively.

The three methods (Eqs. (2), (3), and (4)) used to estimate the difference between theoretical and experimental EXAFS signals have different sensitivity to their behavior due to the peculiarities of the scattering amplitude \(f_j\) and phase shift \(\delta_j\) functions for different elements in the Periodic Table. In particular, the criterion in \(k\)-space (Eq. (2)) will better discriminate between heavy and light elements producing stronger contributions into the total EXAFS signal at the large and low \(k\)-values, respectively. On the contrary, the criterion in \(R\)-space (Eq. (3)) will discriminate contributions by frequencies (i.e., radial distances), and it can be affected by the available EXAFS signal range in \(k\)-space and by the choice of the window function used in the Fourier transform. Therefore, we believe that the use of the criterion based on the wavelet transform (Eq. (4)) will provide the best results during minimization since it accounts for the two-dimensional representation of the EXAFS signal with simultaneous localization in energy and frequency space domains [40,50].

Since the lattice parameters of the crystalline material can be determined by diffraction techniques with much higher accuracy (better than \(10^{-3}\) Å), compared to that provided by modern EXAFS analysis (usually about \(10^{-2}\) Å), the RMC simulation of the EXAFS signal for a crystal is performed using a fixed box size, defined by the lattice parameters, and by initial placing of atoms at proper Wyckoff positions. This allows us to account for the information available from diffraction data without the need for the direct simulation of diffraction pattern. However, small random initial displacements for all atoms can be given to include approximately thermal disorder and, thus, to avoid rapid changes of the residual at the beginning of the RMC iteration process. Moreover, the shape of the cell is determined by the crystal symmetry and is not obligatory cubic.

The EXAFS method is sensitive to the local atomic structure (usually up to 10 Å around the absorbing atom) due to the restrictions imposed by the life time of the excitation, including the mean free path of the photoelectron and thermal disorder. Therefore, in a periodic system, one can probe and needs to account for relatively small amount of atoms in a rather small cell, whose size should be at least twice the largest radial distance in the Fourier transform of the EXAFS signal, at which structural contributions are still visible. For example, in the calculations discussed further, the number of atoms is between 100 and 300. To compare, the number of atoms, required for the RMC modeling of disordered materials, is at least 1000 [5].

Once the initial atomic configuration is chosen, one should define the procedure for its modification using random atom displacements. For this purpose at each RMC step, one can either randomly pick one atom and randomly change its coordinates, or can randomly modify coordinates of all atoms. In this work, the latter approach is adopted, and the generation of pseudo-random numbers is performed using the Mersenne–Twister algorithm [51]. Moreover, in the real crystals the displacements of atoms from their equilibrium positions due to thermal vibrations are normally less than few tenths of angstrom. Therefore, in the present work we constrain the displacements of atoms from their equilibrium positions that are known from diffraction experiments to be smaller than 0.2 Å.

### 2.3. The Metropolis algorithm

Next we will discuss the choice of the “temperature” parameter \(T\) in the Metropolis criterion [52] for the acceptance/discarding of the atoms movement.

Let the differences between total calculated and experimental EXAFS signals for the current and new atomic configurations be equal to \(\xi_{\text{old}}\) and \(\xi_{\text{new}}\), respectively. If the new atomic configuration is accepted only for \(\xi_{\text{new}} < \xi_{\text{old}}\) then the difference will always decrease, and after some number of steps it will reach the local minimum. In order to ensure that the global minimum is found, it is necessary to accept some of the atomic displacements for which \(\xi_{\text{new}} > \xi_{\text{old}}\). Such strategy is realized in the most popular algorithm of the movement acceptance/discarding proposed by Metropolis [52]:

\[
\begin{align*}
\text{if } \xi_{\text{new}} &< \xi_{\text{old}}, & \text{the move is accepted,} \\
\text{if } \xi_{\text{new}} &> \xi_{\text{old}}, & \text{the move is accepted, if} \\
\exp\left(-\frac{(\xi_{\text{new}} - \xi_{\text{old}})}{T}\right) > r, & \text{and discarded otherwise,}
\end{align*}
\]

where \(r\) is a random number in the range between 0 and 1.

The significant problem is the choice of “temperature” parameter \(T\). If \(T\) is too large, the system will reach the global minimum, but will fluctuate around it with large amplitude. If \(T\) is too small, the simulation may stuck at some local minimum. The conventional approach (see, for example, in [15]) is to choose \(T\) proportional to the noise level of experimental data, so that the value of \(T\) is small.

In the simulated annealing approach [41], the parameter \(T\) is not fixed but decreases slowly. One starts with large value of \(T\) to stimulate a fast approach to the global minimum. Then the parameter \(T\) decreases, so that the fluctuations of the system becomes damped. At the end of the simulation, \(T\) is equal to 0 and, if the annealing has been carried out slowly enough, the system reaches the global minimum. The efficiency of this approach strongly depends on the so-called “cooling schedule” – the function that controls the decrease of \(T\) during the simulation. Note that different cooling schedules should be used for different parameters of the modeled system.

In our RMC scheme, we suggest to determine the cooling schedule automatically using the information about the average changes of the residual during the simulation.

By looking at Eq. (5), one can see that the parameter \(T\) is equal to \(-\frac{(\xi_{\text{new}} - \xi_{\text{old}})}{\ln p}\), where \(p\) is the probability to accept a move with \(\xi_{\text{new}} > \xi_{\text{old}}\). Let us assume that at the beginning of the simulation \(p = 1\), i.e., all proposed moves are accepted, but at the end
of the simulation $p = 0$, i.e., only the moves with $\xi_{\text{new}} < \xi_{\text{old}}$ are accepted, and in between $p$ changes linearly. By denoting the average change of the difference between theory and experiment per RMC step as $\Delta$ and the length of the simulation as $t_{\text{max}}$, one can obtain simple equation for the parameter $T$ as a function of the RMC steps number $t$

$$T(t) = -\Delta(t)/\ln(1-t/t_{\text{max}}).$$

(6)

The parameter $\Delta$ can be obtained by averaging the differences $\langle \xi_{\text{new}} - \xi_{\text{old}} \rangle_{\text{MD}}$ and depends on the system parameters (for example, $\Delta$ is smaller for larger number of atoms). During the simulation the parameter $\Delta$ changes slowly and can be considered constant.

Following the Hajek theorem [53,54], the simulated annealing algorithm converges if $\sum_{t=1}^{\infty} \exp(-d/T(t)) = \infty$, where $d$ is positive constant that characterize the maximal height of barrier that must be overcome to escape from local minima. In our case, this condition can be rewritten as

$$\lim_{t_{\text{max}} \to \infty} \sum_{t=1}^{t_{\text{max}}} (1-t/t_{\text{max}})^d/\Delta = \infty,$$

(7)

and it is satisfied for all values of $d$ and $\Delta$.

3. Application of the RMC-EXAFS method to model data

3.1. The RMC simulation details

To test our RMC scheme, we apply it first to synthetic Ge K-edge EXAFS signal in crystalline germanium (space group $Fd\bar{3}m$). It was calculated using the results of molecular dynamics (MD) simulation, based on the Stillinger–Weber potential (force field) [43] and performed within the NVT ensemble for the lattice constant $d_{\text{Ge}} = 5.658$ Å [55] at the effective temperature of 395 K. It has been shown in [43], that the theoretical EXAFS signal, obtained within such simulation, is very similar to the real Ge K-edge EXAFS spectrum of crystalline germanium at 300 K.

The RMC simulation cell was composed of 64 unit cells of germanium, forming a $4 \times 4 \times 4$ supercell with 128 atoms inside. The total number of the RMC steps was 40,000. The difference $\xi_k$ between calculated by RMC and model EXAFS signals has been calculated in $k$-space by Eq. (2). The obtained result is shown in Fig. 1, where the supercell, both EXAFS signals and the wavelet transforms of the model EXAFS signal and difference between the model and calculated signals are presented. In Fig. 2 the comparison between the model and calculated signals is separately shown for single-scattering and multiple-scattering contributions. It can be seen, although for the crystalline germanium the changes of EXAFS signal due to the multiple-scattering effects are relatively small, they can be accurately reconstructed and analyzed using our RMC scheme. The time dependencies of the parameters $T$ and $\xi_k$ are shown in Fig. 3.

It should be emphasized that the obtained structural solution, i.e., a set of atomic coordinates, is not unique. Repeating the simulation with the same parameters but with the different sequence of pseudo-random numbers, one will obtain a different set of coordinates. However, the statistical characteristics, such as mean values and dispersions of interatomic distances and bond angles, distribution functions for distances and angles, will be close for both cases, and also close to their "experimental" analogues. This conclusion is supported by the results in Fig. 4, where the radial and angle distribution functions for our MD model are compared with that obtained from RMC simulations: the agreement between both sets of functions for the nearest coordination shells of germanium is very good.

Finally, we compare the values of the mean-square displacements (MSD or $\langle u^2 \rangle$), mean-square relative displacements (MSRD or $\sigma^2$) and the mean coordination shell radii ($R$) for the first three coordination shells of Ge in the starting model and as obtained by the RMC simulation (see Table 1). As one can see, our RMC method is able to recover with very good accuracy (less than 1%) the mean shell radii and reasonably well uncorrelated (MSD) and correlated (MSRD) thermal vibration amplitudes.
3.2. Influence of the cell size and simulation time

The cell size and the simulation time (number of the RMC steps) are important parameters, which can affect the results of the RMC simulation. Therefore, their optimal choice is crucial.

We have repeated our simulations also for two smaller supercells, $2 \times 2 \times 2$ (16 atoms) and $3 \times 3 \times 3$ (54 atoms), varying the number of the RMC steps between 10,000 and 80,000. The obtained results are compared in Fig. 5. The agreement between calculated and model EXAFS signals improves significantly by increasing the supercell size from $2 \times 2 \times 2$ to $3 \times 3 \times 3$. Further increase of the supercell size does not lead to notable improvement of the agreement between calculated and model EXAFS signals.
Therefore the increase of the supercell will not ensure the more precise determination of structure parameters. Instead, multiple RMC calculations with the same supercell but different sequences of pseudo-random numbers can be carried out to improve statistical error.

The results obtained after 20,000, 40,000 or 80,000 RMC steps are very close to each other and to the model data. However, the shorter simulation with just 10,000 RMC steps results in the EXAFS signal, which deviates strongly from the model one giving the $\xi_k$ value about five times larger.

Finally, one can conclude that in the case of crystalline germanium, the good results can be obtained already for the size of the supercell $3 \times 3 \times 3$ and the number of the RMC steps being at least 40,000.

### 3.3. Determination of the lattice parameters

The RMC simulations discussed above were all performed at the fixed cell size. However, when the lattice parameters of the crystal are not known accurately enough (better than 0.01 Å), the cell size and shape should be adjusted during the RMC run. In this case, the values of the lattice constants and angles become additional degrees of freedom and can be slightly and randomly changed at each RMC step.

For cubic crystalline germanium, there is only one parameter, the lattice constant $a_{Ge}$, determining the cell. Therefore, it is a simple case, for which the calculations can be easily performed, and their results are shown in Fig. 6. The RMC simulation was done for $3 \times 3 \times 3$ supercell and 40,000 RMC steps. It should be noted, that the difference between the model and calculated EXAFS signals has been evaluated using the wavelet transform (Eq. (4)), since we found that the calculations in $k$-space were less accurate. This example shows that the use of the WT as a criterion for minimization has an advantage, even if it is more computationally heavy.

As one can see in Fig. 6, the variation of lattice constant $a_{Ge}$ during the RMC process results in a good agreement between the
model and calculated EXAFS signals. The obtained value $a_{\text{Ge}}$ agree with the expected one within about 0.02 Å: such accuracy is sufficient for the conventional EXAFS analysis.

4. Application of the RMC-EXAFS method to experimental data

4.1. Crystalline germanium (Ge)

Next we will apply the proposed RMC scheme to the analysis of experimental Ge K-edge EXAFS in crystalline germanium [44].

While the model discussed in Section 3 is very close to the experimental EXAFS spectrum, nevertheless, there are several factors being responsible for the observed difference: (i) the already mentioned problem with the value of the lattice parameters; (ii) the influence of experimental noise; (iii) the influence of outer coordination shells; (iv) the presence of the $S_0^2$ factor reducing the amplitude of the EXAFS signal and having usually values in the range between 0.7 and 1.0 [49]; (v) the problem of the $E_0$ choice. The parameter $E_0$ is never known precisely and, in principle, can be even different for several measurements of the same sample due to, for example, instability of the monochromator positions during the experiment.

The first problem has been already addressed in Section 3.3. The second and third problems can be treated using proper Fourier or wavelet filtering of the experimental signal. The fourth and the fifth problems require to estimate additional parameters $S_0^2$ and $E_0$. In principle, they can be calculated in the same way as the lattice parameters during the RMC simulations. However, such approach is complicated due to strong correlations between $S_0^2$ and the EXAFS signal amplitude, and between $E_0$ and the EXAFS signal frequency. Therefore, in this work we did not refine $S_0^2$ and $E_0$ during the RMC calculations. Instead, before the simulations we carried out the conventional analysis of the EXAFS signal from the first coordination shell [56], and obtained the values of $S_0^2$ and $E_0$, which were fixed in the further RMC calculations.

For the analysis of the experimental EXAFS spectra of crystalline germanium (taken from [57]), measured in the temperature range from 20 K to 300 K, the $3 \times 3 \times 3$ supercell was constructed, and the RMC simulations were carried out for 40 000 steps. The lattice constant was fixed during the calculations at the known experimental value $a_{\text{Ge}} = 5.658$ Å [55]. The minimization was performed using the wavelet transform criterion (Eq. (4)).

The experimental Ge K-edge EXAFS spectrum, measured at 20 K, and the result of the RMC simulations are compared in Fig. 7. Note that while the theoretical EXAFS signal includes all multiple-scattering contributions in the range up to 6 Å around the absorber, their importance is not crucial in this case [43]. The temperature-dependencies of the mean-square relative displacement (MSRD) for the first, second and third coordination shells, obtained from the RMC simulations and using conventional EXAFS analysis [57], are compared in Fig. 8. The agreement between the two results is good, so one can conclude that the accuracy of the proposed method is sufficient to analyze the thermal disorder in crystalline material.

4.2. Crystalline rhenium trioxide (ReO$_3$)

In this section we apply the RMC method to the analysis of the Re L$_3$-edge EXAFS spectrum from cubic perovskite-type rhenium trioxide (space group $Pm\bar{3}m$). Temperature-dependent experimental EXAFS data were taken from [45]. As before, the $3 \times 3 \times 3$ supercell, containing 108 atoms, was used in the RMC simulations, which were carried out for 40 000 RMC steps. The lattice constant was fixed during the calculations at the experimental value $a_{\text{ReO}_3} = 3.747$ Å [58]. The minimization was performed using the wavelet transform criterion (Eq. (4)).

An example of the used supercell, the experimental Re L$_3$-edge EXAFS spectrum, measured at 10 K [45], and the results of the RMC simulation are shown in Fig. 9. The experimental EXAFS signal is very well reproduced by the simulation in the $k$-space range from 1.5 Å$^{-1}$ to 18 Å$^{-1}$. It can be also seen that opposite to the case of crystalline Ge, the multiple-scattering contributions in the Re L$_3$-edge EXAFS spectrum of ReO$_3$ are very important [31,59–61], giving major contribution at large $k$-values. They are fully taken into account in our RMC simulations.
In Fig. 10 the radial (RDF) and bond angle (BADF) distribution functions, calculated from the final atomic configuration, are shown for low \((T = 10 \text{ K})\) and high \((T = 573 \text{ K})\) temperatures. As one expects, the peaks of the radial distribution function become broadened upon increasing temperature. An interesting feature of the BADF is the peak at \(170^\circ - 180^\circ\), corresponding to the angle \(\text{Re}^0\text{-O}^1\text{-Re}^1\) (here \(\text{Re}^0\) is the absorbing atom, \(\text{O}^1\) and \(\text{Re}^1\) are atoms in the first and second coordination shells, respectively). The BADF peak has asymmetric shape, and its maximum is not located at \(180^\circ\), as one could expect for the linear \(\text{Re}-\text{O}-\text{Re}\) chain in cubic \(\text{ReO}_3\), but is shifted to lower value of \(\sim 172^\circ\). This effect is caused by the large thermal vibrations of oxygen atoms in the directions orthogonal to the \(\text{Re}-\text{Re}\) bonds [59,62,63].

5. Conclusions

In this work we propose the improved Reverse Monte Carlo (RMC) scheme for the analysis of the EXAFS spectra. In our approach, the difference between theoretical and experiment EXAFS signals is minimized during the RMC simulation simultaneously in \(k\) and \(R\) spaces by using the modified Morlet continuous wavelet transform of the EXAFS signal (Eq. (4)) [40]. Besides, to improve convergence during the simulation, we use slowly reducing “temperature” parameter (Eq. (6)) in the Metropolis algorithm (the so-called simulated annealing method [41]).

The use of the method is demonstrated on the example of the EXAFS spectra analysis for the model system and experimental
data for crystalline germanium and rhenium trioxide. It is shown that the method allows one to reconstruct the 3D atomic structure of the compound taking into account the thermal disorder and to obtain the distributions of distances and bond angles describing the local structure around the absorber. Also the uncorrelated (MSD) and correlated (MSRD) thermal vibration amplitudes can be recovered with reasonable accuracy. The obtained results for Ge and ReO$_3$ are in good agreement with that previously found by conventional EXAFS analysis and molecular dynamics simulations.
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