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A B S T R A C T

In this paper we describe and apply a parallel code, named KPPSMOKE, for the prediction of pollutant emissions from combustion devices operating in turbulent conditions. The approach is based on the kinetic post-processing of CFD simulations, which are transformed into equivalent networks of perfectly stirred reactors and solved using a detailed kinetic mechanism (hundreds of species). The numerical algorithm is based on a fully-coupled technique, in which the highly non-linear mass balance equations are solved together, by alternating different resolution methods in order to ensure high accuracy and fast convergence. As a result of KPPSMOKE parallel structure, large reactor networks characterizing industrial devices (10⁷–10⁸ reactors) can be solved in reasonable times (~ hours).

The accuracy and the reliability of the algorithm was demonstrated on a lab-scale burner and on a full-scale industrial device, i.e. a combustor for aircrafts. The numerical performance was also assessed in terms of parallel efficiency and speedup.

© 2013 Elsevier Ltd. All rights reserved.

1. Introduction

The emissions of pollutant species like nitrogen oxides (NOₓ), CO, unburned hydrocarbons and soot particles from combustion devices are regulated from a legislative standpoint in Europe (2010) as well as in the rest of the world. As a result, the design of devices able to reduce the formation of such compounds is vitally important for the concerned industries, and the ability to predict their formation through computational tools with the required accuracy (which is usually of the order of ppm) is then essential.

Such an accuracy can be ensured only by the combination of two factors: an accurate fluid dynamic description of the equipment and a detailed kinetic mechanism, which includes all the elementary chemical reactions involved in the different reaction paths. A full coupling of them, based on a simultaneous resolution of species, momentum and energy equations, is unfeasible because of their mutual dependence and their high degree of non-linearity. This results in an excessive computational load, which can be barely ensured only by modern supercomputers.

In particular, when dealing with turbulent combustion, several assumptions must be made to face the problem: considering a RANS approach (Poinset & Veynante, 2005) to combustion phenomena (currently the most used in industrial cases), either the turbulent flow or the kinetic mechanism must be simplified in order to reach a reasonable size of the problem and consequently a reasonable computational time (Fichet, Kanniche, Plion, & Ciguel, 2010).

In the last fifteen years, a new family of approaches was conceived, which keeps accuracy on both CFD and kinetics by splitting the resolution procedure into more steps: named post processing techniques, they allow to ease the resolution of the overall numerical problem by exploiting the peculiarities of the system under investigation.

Ehrhardt et al. (1998) first introduced a method of this kind, based on the following key steps:

(1) First, they used a CFD code with a fine grid to evaluate fluid dynamic fields with global kinetic schemes;
(2) Then, through proper algorithms, the computational domain was split into volume elements, whose size was much larger than those of the original CFD cells, thus avoiding an excessive computational load. Each of these volumes was considered as a reactor, which exchanged fixed flows with the neighbors. In this way a network of reactors was created;
(3) Finally, the created reactor network was solved with the assumption of the volume elements being perfectly stirred reactors.

This strategy was then adopted by Frassoldati, Frigerio, Colombo, Inzoli, & Faravelli (2005) after being refined by Faravelli et al. (2001) and Falcitelli, Pasini, Rossi, & Tognotti (2002), who respectively extended their applicability to liquids and proposed a general algorithm to build a reactor network from the CFD field,
with positive outcomes on the accuracy of the estimation of pollutants, if compared to experimental data.

A similar approach was introduced by Skjæth-Rasmussen et al. (2004), who solved larger cases without simplifying the computational grid, i.e. considering each computational cell of the CFD grid as a perfectly stirred reactor. They decoupled the material balance from the energy balance by importing and keeping fixed the temperature field from the first step (CFD simulation), thus significantly decreasing the computational load.

A major change in this technique was then introduced by Cuoci, Frassoldati, Buzzi-Ferraris, Faravelli, & Ranzi (2007) and Cuoci et al. (2013), who built up a software, called Kinetic Post Processor (KPP), able to post-process CFD data and solve the network through an efficient alternation of local and global solution methods. In particular, they fully exploited the physical structure of the problem in the resolution procedure and translated it numerically into a large, sparse non-linear system of equations. Monaghan et al. (2012) successfully applied this approach to study the pathways of formation of NO and NO2 in a piloted methane–air diffusion flame. To this purpose, starting from a CFD simulation, they created a reactor network made up of ~1100 perfectly stirred reactors, which was post-processed through the KPP, thus obtaining predictions in very good agreement with experimental data. Van Goethem, Risseeuw, Barendregt, & Frassoldati (2010) effectively exploited the same strategy to study the formation of NOx in industrial furnaces for the production of ethylene, using this tool also in the design phase, in order to optimize the geometries of the desired equipment.

The performances of this tool were then improved through a deeper focus on the numerical strategy taken by the KPP in order to solve the chemical reactor network created downstream of CFD simulation. An evolution of this tool, named KPPSMOKE (as part of OpenSMOKE libraries (Cuoci, Frassoldati, Faravelli, & Ranzi (2011))), was created, thus being able to manage very large reactor networks (up to 10^8 reactors) with very detailed kinetic mechanisms (hundreds of species and thousands of reactions). Indeed, if not treated properly, those systems may have excessive requirements of computational resources.

In this paper the development of KPPSMOKE is described in detail by focusing the attention on the two key concepts representing the cornerstones of the newly conceived software: (i) on the one hand, a flexible and efficient strategy to approach the solution was developed, with the help of external libraries for the resolution of the algebraic problems concerned; (ii) on the other, the potentials of the created algorithm were further extended through a parallel distribution of data and tasks over more processes, thus making available a higher memory and computing power.

These two aspects are described in this paper, which is organized as follows: starting from a description of the mathematical model of the reactor network, as well as its constitutive equations (Section 2), the strategy to pursue the solution is explained through an overview of the different techniques adopted (Section 3). Then, Section 4 describes the very core of the work, i.e. the implementation of the numerical model in a parallel code. Its performances are finally benchmarked in Sections 5 and 6, where the comparison of the KPPSMOKE predictions with the experimental data at different scales is presented and its numerical behavior is checked, respectively.

2. Numerical model

The kinetic post-processing approach was developed by relying on one basic assumption: minor species, like radicals and pollutants, do not affect the thermo-fluid dynamic fields (temperature and velocity) in a significant way because of their small amounts (usually ppm). This hypothesis is reasonable as long as they do not have a role in the radiative heat transfer: i.e., while this assumption is largely acceptable for NOx, CO or polycyclic aromatic hydrocarbons (PAH), it is not for compounds like soot.

Therefore, concerned fluid dynamics can be evaluated upstream through a global, or skeletal, kinetic mechanism, by using one of the available CFD codes for reacting systems (e.g. ANSYS® Fluent (Ansys Inc., 2011), OpenFOAM® (2012), etc.). A fine mesh is usually needed in order to correctly describe the temperature and velocity fields inside the system under investigation. Once this step is complete, the evaluated temperature and velocity fields are exported into the KPPSMOKE and kept fixed during the post-processing analysis (Fig. 1).

The topology of the original computational mesh is imported from the CFD code. Then, a corresponding reactor network model is created in the KPPSMOKE, where each imported cell is assumed as a perfectly stirred reactor, with a fixed temperature and volume. Convective flows among reactors are also obtained in this first step and kept fixed afterwards. These assumptions allow to decouple the mass balances for the species from the energy and momentum balances. Only the former need to be solved, thus decreasing the overall number of equations and especially their non-linearity (linked to the dependence of kinetic constants from temperature through the Arrhenius’ law).

The resulting system is then constituted of $N_c \times N_s$ equations, where $N_c$ and $N_s$ are respectively the number of cells (i.e. reactors) and species, and the unknowns are the related mass fractions. For
the $j$-th reactor and the $i$-th species, the steady mass balance can be written in the following way:

$$
\dot{n}_j(\omega_{j,i}^{in} - \omega_{j,i}^{out}) + \sum_{k=1}^{N_{AD}}(J_{k,j,i} - S_{j,k}) + V_j \cdot MW_j \cdot R_i = 0
$$

(1)

where $\dot{n}_j$ is the convective flow associated to the $j$-th reactor, $\omega_{j,i}^{in}$ is the average inlet mass fraction of the $i$-th species in the $j$-th reactor, $\omega_{j,i}^{out}$ is the mass fraction of the $i$-th species exiting the $j$-th reactor, $J_{k,j,i}$ is the diffusion flux of the $i$-th species across the surface $S_{j,k}$ ($k = 1 \ldots N_{AD}$, i.e. the number of adjacent reactors), $V_j$ the volume of the $j$-th reactor and $MW_j$ and $R_i$ the molecular weight and the overall formation rate of the $i$-th species, respectively. Equations’ non-linearity is only in the reaction term, as the reaction rates depend on species’ concentrations according to the well-known power law. On the other hand, the diffusion fluxes can be written as:

$$
J_i = -\left(\rho D_{im} + \frac{\mu_k}{Sc_t}\right) \nabla \omega_i
$$

(2)

where $\rho$ is the density, $D_{im}$ the effective diffusion coefficient of the $i$-th species, $\nabla \omega_i$ the composition gradient for the $i$-th species, $\mu_k$ the turbulent viscosity and $Sc_t$ the turbulent Schmidt number. In principle, diffusion fluxes are not linear because of $D_{im}$, which is a non-linear function of compositions (Wilke, 1950) (while $\mu_k$ and $Sc_t$ only depend on the flow field and thus are kept fixed during the post-processing phase). Nevertheless, especially with high Reynolds numbers, the contribution of the $\rho D_{im}$ product to (2) is negligible with respect to the turbulent contribution $\mu_k/Sc_t$. Therefore, in the cases concerned, the diffusion flux can be reasonably approximated with the following linear form:

$$
J_i = -\frac{\mu_k}{Sc_t} \nabla \omega_i
$$

(3)

3. Numerical approach

The use of detailed kinetic schemes makes the system obtained in (1) non-linear and highly stiff. Therefore, segregated approaches like those used by traditional CFD codes cannot be applied to this problem because of the strong interactions between transport and source terms. In this case, the literature shows two possible alternatives to face the issue: (i) multi-operator splitting techniques (Oran & Boris, 2001; Ren & Pope, 2008), which basically solve the governing equations by splitting them into sub-equations, each containing one single operator; (ii) fully coupled algorithms, which solve reaction and transport terms together, with a higher consumption of computational resources, but also a higher degree of accuracy (Kee & Miller, 1977). The former class of methods is less computationally heavy, but also less stable because they separately solve transport and source contributions, and less accurate as they intrinsically introduce a further error (splitting error).

The resolution approach was designed considering that the KPPSMOKE is aimed at devices working in steady conditions. In this case, splitting techniques are not always adequate and efficient, because they are generally too slow to face a steady problem (either laminar or turbulent). Actually, Cuoci et al. (2007) showed that a fully coupled strategy, if properly thought, is able to find an accurate steady-state solution. In their steady-state form, mass balances described in (1) form a system of $N_{C} \times N_{S}$ non-linear equations (NLS), which may be summarized as:

$$
F(\omega) = 0
$$

(4)

where the unknowns are the mass fractions of each species in each reactor. Exploiting the particular structure of the system, an appropriate resolution strategy was developed, which alternates different numerical methods, in order to optimize the approach to the final solution. Each of them is described in the following sections.

3.1. KPPSMOKE as a large and sparse non-linear system

The most natural approach to solve the non-linear system of equations (4) is the use of methods belonging to Newton family: the problem is transformed from a non-linear into a linear, iterative one, through a first-order Taylor expansion in a neighborhood of first guess $\omega_0$ (Deuffhard, 2004):

$$
J(\omega^k)\Delta \omega^k = -F(\omega^k), \quad \omega^{k+1} = \omega^k + \Delta \omega^k, \quad k = 0, 1, \ldots
$$

(5)

where $J(\omega^k)$ is the Jacobian matrix. It is typically very sparse, but generically it is not structured, as shown in Fig. 2.

If equations are ordered cell by cell, the resulting Jacobian matrix is block unstructured, each of which has dimension $N_S \times N_S$. The blocks on the main diagonal are dense, because of the presence of the source terms, while those outside of it are only diagonal sub-matrices because they represent the transport contributions of species of different reactors (which only depend on species gradients, with no interactions among different species because of (3)).

However, the Newton’s method is not robust enough to directly solve the non-linear system: the first guess provided by CFD is usually not able to ensure an immediate convergence. Nevertheless, it can be exploited once a better solution is available, as the convergence rate is quadratic if it is sufficiently close to the solution (Deuffhard, 2004).

3.2. Sequential approach

Since in the beginning the problem cannot be solved as a global non-linear system, solution is initially sought by direct substitutions. Under steady-state conditions, the system described in (1) can be viewed in a compact form as:

$$
-C(\omega) + f + R(\omega) = 0
$$

(6)

where the 3 contributions are respectively convection–diffusion, external inlets and reaction terms. A distinction among them can
be made: indeed, if on the one hand convection–diffusion terms depend on the composition of the adjacent cells and of the cell itself, on the other the reaction term only depends on the internal composition of the cell because reactions are a local phenomenon.

Therefore, it is possible to find a local solution by keeping fixed, for each reactor, the inlet transport contributions, evaluated through the composition values of the previous iteration:

\[ |C_{\text{in}}(\omega) + f|^l_{\text{old}} - C_{\text{out}}(\omega) + R(\omega) = 0 \]  \hspace{1cm} (7)

So, instead of having one large \( N_r \times N_s \) system, \( N_r \) systems of \( N_s \) equations can be independently solved. Inlet transport contributions are then updated at the end of each iteration.

Anyway, not always the Newton’s method is robust enough to solve even the \( N_s \) systems. If not, a local time-stepping method is adopted, with the imposition of a false transient (Nauman, 2008), resulting in the following ODE system:

\[ m \frac{d \omega}{dt} = |C_{\text{in}}(\omega) + f|^l_{\text{old}} - C_{\text{out}}(\omega) + R(\omega) \]  \hspace{1cm} (8)

where \( m \) indicates the total mass of the reactor related to each species. The ODE system reported above is integrated over a time interval sufficient to ensure a significant reduction of local residuals. If they are very low before that threshold, integration automatically stops earlier. A stiff solver is obviously required, because of the presence of species with very different reaction rates. In this way mass fractions can get closer to the solution when no global method would be able to do it. As one could expect, this method progressively loses its effectiveness over the iterations.

3.3. Global resolution through time stepping and Newton method

Once the sequential approach has sufficiently approached the solution, the obtained mass fraction values can then be used as a first guess for a global resolution. First of all, the global approach introduced in Section 3.1 is attempted through a global time stepping, as it was done locally (8) in Section 3.2. The resulting ODE system to be solved is:

\[ m \frac{d \omega}{dt} = -C(\omega) + f + R(\omega) \]  \hspace{1cm} (9)

It is solved using the backward Euler method:

\[ \frac{\omega^{n+1} - \omega^n}{\Delta t} = -C(\omega^n) + f + R(\omega^{n+1}) \]  \hspace{1cm} (10)

A non-linear system is thus obtained, which is linearized like in (5). The length of the time step is adjusted at each iteration, according to the calculated mass fractions: in particular, they are checked to be between 0 and 1, and if these physical constraints are violated, the time step is reduced until the constraints are satisfied. Otherwise, time step is increased with a consequent speed-up in convergence.

If the obtained mass fraction values are near enough to the solution, a significant acceleration in the resolution strategy is provided by the direct use of Newton’s method on Eq. (4). It must be remarked that the Jacobian matrix obtained in both resolution via time stepping and Newton's are equal, except for an additive term on the main diagonal in the former, due to the differential term on the left hand side of Eq. (10), which makes the system better conditioned in the first case.

In contrast to its lower robustness, the direct resolution through Newton provides (if successful) a significant acceleration to convergence, thus allowing to reach the final solution of the system in a few iterations.

3.4. Approach to the solution

The methods described above are alternated in order to optimize the approach to the solution. Starting from the first guess provided by the CFD simulation, a sequential approach is applied. This is done with or without time-stepping, according to the positive or negative outcome of local Newton’s method. As indicators of convergence, three different norms are accounted for at each iteration by substituting mass fractions into (4): \( ||F(\omega)||_{\infty} \), \( ||F(\omega)||_{1} \) and \( ||F(\omega)||_{2} \), i.e. residuals’ infinite norm, norm 1 and norm 2. The overall residuals’ trend is checked through norm 1, which is more robust than the others and less sensitive to noise (Ji, 2006). The effectiveness of the sequential method is evaluated through the slope of residuals curve over the iterations: for each iteration, the ratio between the current residuals value and the previous one is evaluated, and the average of these values over the latest \( n \) iterations (with \( n \) usually equal to 5) is then calculated. If it exceeds the user-entered threshold (e.g. 0.95), a global approach is attempted in the form of global ODE, as described in Section 3.3. In this phase, too, the average residuals ratio is monitored: if it drops below a user-defined threshold (e.g. 0.75), thus meaning that the method is quickly approaching the solution, the global Newton’s method is adopted, which significantly accelerates convergence. Otherwise this procedure is repeated, starting from the sequential approach. The whole procedure is graphically summarized in Fig. 3.

4. Algorithm implementation

The KPPSMOKE is part of a collection of libraries named OpenSMOKE (Cuoci et al., 2011), aimed at simulating reacting
systems with detailed kinetic schemes. Like most of the recent CFD tools, it is written in C++ language, which is based on an Object Oriented Programming (OOP) paradigm. Indeed, such a methodology allows to build an organized (i.e. structured) code in a simpler way: doing so, the whole project can be managed and updated in a more friendly way. Therefore, OOP turns out as particularly useful to model physical problems characterized by the same key elements: species, reactions, kinetic mechanisms and so on. To this purpose, the OpenSMOKE library allows an easy management of the involved reacting mixtures, as its classes are based on a policy design (Alexandrescu, 2001) and proper inheritance techniques.

4.1. Strategy of implementation

In the considered case, the modeled system is made up of the same recurring unit, i.e. the perfectly stirred reactor, whose related objects are then the basic units of the model itself. They receive their operating conditions from two input files imported from the CFD simulation, which respectively fix their first guess mass fractions and their topology, along with temperature and mass flow rates fields. Reactors exchange data each other through a shared object (the Reactor Network), committed to handle the whole grid, i.e. assemble it and solve material balances through the procedure described in Fig. 3. The structure of the algorithm is shown in Fig. 4, where the central role of the Reactor Network is pointed out.

The large size of the problems associated with industrial applications made necessary the creation of a structure able to work in distributed memory systems. Most data are stored within reactors: therefore, the modular approach provided by OOP allows an easy distribution over more processes. A static parallelization is carried out by equally splitting the number of total reactors among the available processes, according to the index assigned to each of them by the CFD code. A block-wise distribution among processors was chosen for the reactors: from a physical point of view, it means that the model is block-split in more regions, each of which is assigned to a different process (Fig. 5).

This choice may be disadvantageous in the sequential part of the resolution, where reactors are locally solved. It is possible that the computational load is distributed in a heterogeneous way, e.g. because there are colder regions (i.e. non-reactive) where reactors are usually solved faster than the hotter ones. Therefore, after completing their job some processes may remain idle waiting for the others. On the other hand, this distribution has the advantage that in the global resolution the related linear system is ready to be solved without any need of direct data communication: only the block of the matrix (and right hand side) which pertains to its reactor is assigned to each process, as the adopted linear solver works in a parallel way by splitting the system in blocks.

In order to optimize the computational performances, the adopted parallelization model does not involve any particular hierarchy among processes: a master/slave approach would involve an excessive amount of data passing through the master, and its adoption would then create a bottleneck in the program.

4.2. Local solution

The implementation of such a horizontal parallel algorithm was possible throughout the use of proper libraries of solvers, in both the local and global phases. The former requires the resolution of both differential and non-linear systems whose dimension is $N_x$ (hundreds of equations in the worst case). Such systems are solved through the BzzMath library (Buzzi-Ferraris, 2011), a suite of numerical tools for scientific computing developed at Politecnico di Milano. It constitutes the algebraic skeleton of the program, because of its capability to handle vectors and matrices in a friendly and efficient way. In particular, it is very performing in managing differential stiff systems of equations through the BzzOdeStiff class, which adopts the Gear’s BDF method to solve them (Buzzi-Ferraris & Manenti, 2012). It checks the error and automatically adjusts the order of the method and the integration step accordingly.

![Fig. 4. KPSMOKE object-oriented structure.](image)

![Fig. 5. Example of static distribution of a computational mesh among 4 processors. The sample domain is the HM1 Flame, described in Section 5.1.](image)
Moreover, it is possible to set lower and upper constraints to variables values, which are respectively 0 and 1, as being mass fractions.

Therefore, although the BzzMath libraries are not conceived to work in distributed memory systems, they proved suitable to perform such local, independent tasks that do not require any communication. When the latter is needed, e.g. to update mass flow rates after each iteration, the BzzMath vectors and matrices are translated into equivalent arrays and vectors provided by the PETSc library (Balay et al., 2012), a suite of data structures and routines for the solution of scientific applications modeled by partial differential equations, compatible with the MPI (Message Passing Interface) communication standard.

4.3. Global solution

The key issue of this strategy involves the global resolution of the non-linear system described by (1), either directly through Newton’s method or by time-stepping (Section 3.3). Both in case of ODE and non-linear systems this problem is iterative, and involves the resolution of the associated linear systems (respectively described in Eqs. (5) and (10)). If a direct solver is used, the related Jacobian matrix needs to be factorized. Proper methods exist to decompose block matrices like the one concerned, but for systems with 10^6 to 10^8 unknowns the time and the needed memory may become unbearable, even for parallel architectures. In particular, as pointed out by Van der Vorst (2003), for these dimensions the use of iterative solvers, less accurate but also less memory and time consuming, becomes the only feasible approach.

As a result, an interface for the iterative solution of the resulting linear systems was created. To this purpose, the LIS (Linear Iterative Solvers) library (Nishida, 2010) was linked to the program: it is a scalable, parallel software infrastructure written in C language, which gathers a set of system preconditioners and solvers selectable accordingly. Its main advantages consist in linear scalability (the number of iteration counts is o(n) for a problem of size n) and its high parallelization ratio, which, in the latest version, reached a value of 99.99%.

The choice of the proper solver and preconditioner can ensure convergence in a relatively short amount of time. By combining previous experiences reported in the literature (Beers, 2007; Benzi, 2002) with previous test cases on sample grids, it was found that the most performing solving methods belong to Krylov class: in particular, the BiCGSafe method (Fujino, Mashami, & Yoshida, 2009) proved to be the most robust and efficient one to solve the linear system, if coupled with an ILU (Saad, 2003) or ILUT (Saad, 1999) preconditioner.

5. KPPSMOKE validation

The ability of accurately predicting the formation of pollutants through a post processing approach was already assessed in several studies. As an instance, Cuocci et al. (2013) proved its effectiveness in studying several lab-scale turbulent jet flames, fed with different fuels (methane, hydrogen, syngas). On the other hand, the parallel structure allows the KPPSMOKE code to process even larger networks, like those which usually describe industrial equipment.

For this reason, the agreement between the KPPSMOKE predictions and the available experimental data was checked through the assessment of two representative case studies: (i) a hydrogen-methane bluff body flame, known as HM1 (Dally, Masri, Barlow, & Fiechtnet, 1998), widely studied in literature as belonging to the TNF flame library (http://www.sandia.gov/TNF), which provides a database of well-documented flames through which combustion models can be validated; (ii) a full-scale, industrial case consisting of a low NOx, axially staged combustor for aero-engine turbofan, which was already studied by Frassoldati et al. (2009).

5.1. Bluff body flame

As a part of TNF framework, the HM1 flame was experimentally studied at the University of Sydney in several operating conditions. The fuel is fed through a 3.6 mm opening of a 50 mm solid cylinder (Fig. 6), while the coflow air is supplied laterally. In the considered case the fuel velocity is 118 m/s, while the air flows at 40 m/s.

Following the procedure described in Fig. 1, a computational mesh was drawn up according to the indicated geometries. Measured inlet velocity profiles and bluff body surface temperature were set as boundary conditions. The CFD simulation was carried out through the Ansys® Fluent 13.0 software (Ansys Inc., 2011), by adopting a flamelet combustion model. A 2D, axisymmetric, structured mesh (refined in the region close to the bluff-body) made up of 11,979 computational nodes (and 11,760 cells) was adopted. The modified κ-ε model was used for the description of turbulence, with a change to the Cκ parameter from 1.44 to 1.60, as suggested by McQuirk and Rodi (1979).

The gas mixture was described through a skeletal version of the POLIMI_C1C31201 kinetic scheme (Ranzi et al., 2012), made up of 22 species and 80 reactions.

The results obtained from CFD simulation are reported in Figs. 7 and 8. Clearly, the presence of a toroidal recirculation zone right after the bluff body is predicted (as evident by looking at the velocity fields in Fig. 7c); in this region, residence times are quite higher than those in the rest of the flame, and temperatures are also significantly higher because of the higher conversion.

Looking at the maps of different species (Fig. 8), a direct correspondence can be found between H_2O mass fractions and temperature (Fig. 7a) predictions. CO and CO predictions are coherent with mixture fraction values shown in Fig. 7b, as the latter is formed in the zones richer in fuel, e.g. near the bluff body: here, a lower CO2 concentration is observed for this reason. Their formation is strictly related to formaldehyde (CH_2O) production, which is an intermediate species, formed as a result of the partial oxidation of fuel (then, it is converted to CO and CO2 in respectively rich and lean conditions). Last, OH and O maps show the flame front, where CO is oxidized and NOx are significantly formed through thermal mechanism (Zeldovich, 1946).

A deeper evaluation of these results is provided by their analysis along 6 different traverses. Fig. 9 shows a comparison between the CFD predictions and experimental data in terms of temperature and mixture fraction profiles along the radial direction at several axial locations. The temperature predictions are in good agreement with experimental data for the first two axial locations, while some discrepancies are observed for χ/D ≥ 0.90. In particular, for χ/D = 0.90 and χ/D = 1.30, the temperature peak is underestimated, while for the χ/D = 1.80 and χ/D = 2.40 it is shifted toward the fuel inlet. On the other hand, the mixture fraction shows a satisfactory trend until χ/D = 1.30, then some differences from measurements are present.

As explained by Hossain and Malalasekera (2007), the worsening of model predictions after χ/D = 0.90 are coherent with the known behavior of k-ε model, which usually over-predicts the decay rate of jets. The correction of the Cκ coefficient produced an improvement of predictions in the first part of the flame, but discrepancies with experimental data still remained in the farthest coordinates. As a direct consequence, the mixture fraction is under-predicted in the neck zone (χ/D ≥ 1.30), and thus temperature is over-predicted in the neck zone near to the axis.

The CFD solution was kinetically post-processed through the KPPSMOKE code, by applying different detailed kinetic schemes: the GRI 2.11, the GRI 3.0 (Smith et al., 1999), and the POLIMI_C1C31201 (Ranzi et al., 2012) mechanisms. As an example,
Fig. 6. Left: image of the HM1 experimental set used for the algorithm validation. Right: drawing of the HM1 flame (adapted from Hossain and Malalasekera (2007)), its geometries and main zones (x=longitudinal coordinate; D=Bluff body diameter, i.e. 50 mm).

Fig. 10 shows the maps of mass fractions of CO, NO and HCN obtained through POLIMI_C1C31201 kinetic scheme (111 species and 1835 reactions). The maximum production of NO occurs in the toroidal recirculation zone. Indeed, as pointed out in Fig. 7, it is characterized by high temperatures and residence times, which are the most favorable conditions for thermal NOx mechanism (which usually prevails over the other mechanisms at high temperatures). On the other hand, HCN is significantly produced in proximity of the bluff body: this zone is rich in fuel (prompt NOx mechanism (Fenimore, 1971) promotes HCN formation) and with a significant presence of NO, which may result in HCN production because of the reburning mechanism (Frassoldati, Faravelli, & Ranzi, 2003; Glarborg, Østberg, Alzueta, Dam-Johansen, & Miller, 1998).

A detailed analysis of CO and NO predictions was carried out by comparing the profiles along the radial coordinate as estimated by the KPPSMOKE and Fluent with the available experimental data. With regard to CO, Fig. 11 compares its predicted profiles, by both Fluent and KPPSMOKE, to experimental data. With the exception of the last coordinate (x/D = 2.40), the POLIMI_C1C31201 mechanism is able to follow the experimental trends; anyway, the variability among the kinetic mechanisms used is averagely low; on the other hand, the variability between Fluent predictions and

Fig. 7. Bluff-body flame: calculated maps of (a) temperature (K), (b) mixture fraction and (c) velocity magnitude fields. The simulation was performed using the Ansys® Fluent 13.0 CFD code. The size of the computational domain shown is 360 mm × 180 mm.
KPPSMOKE is more marked because of the different underlying approaches.

The NO profiles along the radial coordinates are reported in Fig. 12 and compared with the experimental data. The POLIMI_C1C31201 mechanism matches experimental data better than others until $x/D = 0.90$; after this threshold, it does not reproduce NO formation peaks, and underestimates its production. GRI 3.0 mechanism over-estimates the NO formation, while better trends are observed for the GRI 2.11 mechanism. The NO over-predictions provided by GRI 3.0 were already observed in literature: Ravikanti, Hossain, & Malalasekera (2009), who developed a laminar flamelet model to predict NO$_x$ formation in the same HMI flame, experienced a similar output; Sullivan et al. (2002) noticed the same performance in modeling NO$_x$ formation in laminar, ammonia-enriched, methane–air non-premixed flames: they found the cause in the presence of two NH → HNO conversion routes, which leads to a higher presence of HNO over N, and a consequent higher formation of NO. These paths are not present in the earlier GRI 2.11, whose higher reliability for NO$_x$ predictions was extensively shown in literature (Hassan et al., 2013; Kim, Huh, & Dally, 2005).

### 5.1.1. Comparison with Fluent models

As a further assessment of the proposed approach, the predicted results were compared with the output provided by two Ansys$^\text{®}$ Fluent 13.0 models able to estimate the formation of NO$_x$ in the same flame: Fluent NO$_x$ processor and the unsteady laminar flamelet model. The Fluent NO$_x$ post-processor solves an additional transport equation involving NO, based on the solution of the other equations (mass, momentum, energy balances) (Ansys Inc., 2009). It is a form of post-processing, although different from the KPPSMOKE: in the case of the Ansys$^\text{®}$ Fluent model, the NO equation is solved after all the other equations, and therefore it does not have an influence on the other species. In particular, NO evaluation is based on 4 pathways: thermal NO$_x$, prompt NO$_x$, fuel NO$_x$ and through N$_2$O intermediate (if the latter is enabled, a further transport equation involving N$_2$O is solved). Thermal NO$_x$ is based on the well-known Zeldovich mechanism (Zeldovich, 1946); in the Fluent model, the related kinetic constants are set following the estimations given by Hanson and Salimian (1984). On the other hand, the global kinetic parameter characterizing Prompt NO$_x$ mechanism (proposed for the first time by Fenimore (1971)), is taken from the work of de Soete (1975). Finally, the formation of NO via N$_2$O intermediate follows the mechanism suggested by Malte and Pratt (1975).

The evaluation of NO was carried out by enabling all the available mechanisms (except the fuel NO$_x$, which must be considered only in presence of fuel-bound nitrogen). For the thermal model, the instantaneous composition of O and OH was used, while for the N$_2$O path the transported-simple model was adopted. The effect of turbulence was accounted for through a $\beta$-PDF distribution on the mixture fraction.

On the other hand, the unsteady laminar flamelet model, implemented in Fluent as well, allows to predict the formation of slow-forming species, which cannot be done with a steady flamelet approach because of the difference in the time-scales between the flamelet time-scale (the inverse of the scalar dissipation) and the time-scales of the species of interest. Indeed, literature (Odedra...
Fig. 9. Bluff-body HM1 flame: predicted vs measured profiles of temperature and mixture fraction along the radial coordinate. Continuous lines: temperature predictions. Dashed lines: mixture fraction predictions. Filled symbols (♦): temperature measurements. Empty symbols (△): mixture fraction measurements.

& Malalasekera, 2007; Pitsch, Chen, & Peters, 1998) shows that a steady flamelet model brings about an overestimation in the formation of NOx of an order of magnitude, while the output provided by the unsteady approach is more coherent with experimental data.

Fig. 13 shows the different performance between the Ansys Fluent NOx processor, the KPPSMOKE (via the POLIMI_C1C31201 mechanism) and the Fluent Unsteady Flamelet Model. The main differences are in the lower part of the flame, which is the most critical region of the flame for the NOx formation, as it is interested by high temperatures, flow recirculations and long residence times. Moreover, in the recirculation region close to the fuel jet local rich conditions are present, where the important role of NO reduction via the reburning mechanism is relevant.

Fig. 10. Bluff-body HM1 flame: calculated maps of (a) CO, (b) NO and (c) HCN mass fractions. The simulation was performed through the KPPSMOKE with POLIMI_C1C31201 kinetic scheme.
The assessment of the performance of both Fluent models was carried out by comparing them with experimental data, and the related trends are reported in Fig. 14. In all the cases, the NOx Processor predictions significantly underestimated NO predictions with respect to the KPPSMOKE, which is instead able to better follow experimental trends, although its performance gets worse after $x/D = 1.30$, as already said. Therefore, even if the Ansys® Fluent NOx processor is computationally much faster (because of the decoupling between NO transport equation from other species equations), the KPPSMOKE output shows a better agreement with experimental data. On the other hand, the predictions obtained through the Unsteady Flamelet model, coupled with POLIMI_C1C31201 mechanism, show a shape more consistent with experimental data, but in all the coordinates it significantly over-estimates the measurements.

The worsening of the KPPSMOKE performance from $x/D = 1.30$ onwards points out the strong dependence of its output on the accuracy of the CFD simulation used as input: for example, Fig. 9 shows that at $x/D = 1.30$ the temperature peak is underestimated of $\sim 300$ K, while predicted mixture fraction does not satisfactorily match experimental data in $x/D = 1.80$ and $x/D = 2.40$. On the other hand, in the first three coordinates their trend is satisfactory, and so does the output of KPPSMOKE with the POLIMI_C1C31201 mechanism.

5.2. Energy unbalances

The weak influence of the minor species on the temperature fields was checked through an energy analysis of the reactor network. For each reactor, energy unbalances were calculated at the beginning and the end of the resolution procedure:

$$\Delta H_1 = (H_{in} - H_{out})_{start} \quad (11)$$
$$\Delta H_2 = (H_{in} - H_{out})_{end} \quad (12)$$

The overall energy unbalance due to the post-processing was evaluated as the difference of Eqs. (11) and (12). Then, the related unbalance in terms of temperature was calculated as:

$$\Delta T = \frac{\Delta H_2 - \Delta H_1}{m_{p,mix}} \quad (13)$$

where $m_{p,mix}$ is the reactor convective flow and $c_{p,mix}$ is the local specific heat, as evaluated at the local reactor temperature. Fig. 15 shows the local temperature unbalance for HM1 flame, after post-processing it with POLIMI_C1C3 mechanism.

Apparently, the temperature unbalance is negligible in almost the whole domain; as one could expect, the most relevant unbalances are obtained in proximity of the flame front, where a difference of some degrees (either positive or negative) can be

---

Fig. 11. Bluff-body HM1 flame: predicted (lines) vs measured (symbols) profiles of CO mass fractions. The predictions respectively refer to the Polimi_C1C31201 mechanism (continuous lines), the GRI 2.11 mechanism (dashed lines), the GRI 3.0 mechanism (dash-dot lines) using the KPPSMOKE and Fluent CFD results (dotted lines).
observed. Indeed, in this region the reaction rates of the main species are higher, and therefore the differences between detailed and skeletal kinetic mechanisms are here emphasized in terms of energy unbalances. Overall, temperature unbalances are relatively small; therefore, these trends confirm the consistency of the results obtained in this case with the basic assumption of the KPPSMOKE indicated in Section 2.

5.3. \textit{CLEAN} combustor

The Low NO\textsubscript{x} combustor for aircraft applications described here is an example of industrial equipment interested by turbulent combustion. This study extends what had been carried out by Frassoldati et al. (2009), who applied a serial version of the Kinetic Post Processor, by reducing the reactor network detail through cells

Fig. 12. Bluff-body HM1 flame: predicted (lines) vs measured (symbols) profiles of NO mass fractions. The predictions were obtained through KPPSMOKE, and respectively refer to the Polimi\textsubscript{C1C3} mechanism (continuous lines), the GRI 2.11 mechanism (dashed lines) and the GRI 3.0 mechanism (dash-dot lines).

Fig. 13. NO mass fractions maps, as obtained by (a) the Ansys\textsuperscript{®} Fluent NO\textsubscript{x} post-processor, (b) the KPPSMOKE (Polimi\textsubscript{C1C3} kinetic mechanism) and (c) the Ansys\textsuperscript{®} Fluent Unsteady Flamelet Model (Polimi\textsubscript{C1C3} kinetic mechanism).
Fig. 14. Bluff-body HM1 flame: predicted (lines) vs measured (symbols) profiles of NO mass fractions. The predictions were obtained through the KPPSMOKE via Polimi_C1C3 mechanism (continuous lines), the Ansys® Fluent NOx Processor (dotted lines) and the Ansys® Fluent Unsteady Flamelet Model via Polimi_C1C3 mechanism (dashed lines).

Clustering (Stagni, Cuoci, Frassoldati, Faravelli, & Ranzi, 2012), necessary for the limited computational resources.

Specifically, the CLEAN combustor is an axially staged combustor equipped with 18 LPP (Lean Premixed Pre vapourised technology) injectors and 18 conventional pilot injectors (Fig. 16a).

Following the procedure described in Fig. 1, a CFD model of the device (Fig. 16b), made up of 290,764 cells, was created through the BODY3D software developed by AVIO S.P.A. (Di Martino, Cinque, & Terlizzi, 2003). A global two-step kinetic scheme was used for this purpose. The standard k-ε model was used as turbulence model, while the eddy break up concept (Jones & Whitelaw, 1982) was adopted as turbulent combustion model. A two-step global kinetic mechanism was used, made up of the following reactions:

\[
\begin{align*}
C_{12}H_{23} + 11.75O_2 & \rightarrow 12CO_2 + 11.5H_2O \\
CO + 0.5O_2 & \rightarrow CO_2
\end{align*}
\]  

(14)  

(15)

The CFD code is able to reproduce quite well the fluid dynamic conditions inside the device. As a benchmark, Fig. 17 shows the agreement between CO2 predictions and experimental data at the combustor exit along the radial coordinate: estimated peaks are slightly lower than measured ones, but overall the two trends are comparable.

The parallel version of the KPPSMOKE code allowed to post-process the obtained CFD data without any reduction in the reactor network detail. For this purpose, the POLIMI_NC7 (86 species and 1427 reactions) kinetic mechanism was used.

Figs. 18 and 19 show a comparison between the measured and calculated mole fraction profiles of NO and CO. It can be observed that the estimated CO profile is in good agreement with experimental data. A significant difference still remains in the evaluation of NO, especially for what concerns the highest levels of emissions. Nevertheless, it must be remarked that the CFD simulation presents some discrepancies with the experimental data: in particular, as shown in Fig. 17, the radial profile of predicted CO2 does not completely follow the experimental measures. The experimental peaks are higher than the predicted ones. Therefore, it can be deduced that in those regions there is a lower degree of mixing than the one predicted, which results in a higher local temperature, and then a higher production of CO2, as well as NO.

6. Numerical performances

The effectiveness of the resolution procedure described was tested on several case studies, with different conditions, i.e. in terms of:
- size (i.e. number of equations);
- complexity of the geometry (2D and 3D cases).

In this section the performance of KPPSMOKE for the simulation of 3 different devices is checked through the assessment of the residuals trend over the iterations, and CPU time as a function of the number of processors. Specifically, they represent: (A) a tubular combustor (56,150 cells), discussed by Frassoldati et al. (2010); (B) an aircraft combustor (252,885 cells), which is a further evolution of the work carried out by Frassoldati et al. (2010); (C) a second aircraft combustor (290,764 cells), already described in detail in Section 5.2. All of them were post-processed with the POLIMI NC7 kinetic mechanism, made up of 86 species and 1427 reactions. Therefore, the resulting non-linear systems are respectively made up of about 4.8 millions, 22 millions and 25 millions of equations.

The simulations described here refer to industrial devices: simpler, lab scale flames are not considered in this analysis because of their easier convergence, lower size and simpler fluid dynamics.

Fig. 15. Local temperature unbalances [K], as obtained by the KPPSMOKE (Polimi NC7 kinetic mechanism). The average temperature unbalance is 0.27 K, with a standard deviation of 5.43 K.

Fig. 16. (a) CLEAN combustor cross-section (Frassoldati et al. 2009). (b) CLEAN combustor: computational domain.

Fig. 17. CLEAN combuster: CO₂ mole fraction profile at combustor exit as predicted by BODY3D (lines) vs experimental measures (symbols) along the radial coordinate (Frassoldati et al., 2009).

6.1. Residuals behavior

The three simulations used as benchmark respond in different ways to the resolution strategy described in Fig. 3. In particular, Fig. 20 shows the residuals norm 1 as a function of the number of iterations, after normalizing it with respect to their values, as calculated before starting the resolution.

In all the cases, the sequential resolution of the reactor network proves essential in the initial phase to rough out the residuals, although it progressively loses its effectiveness over the iterations. When the global resolution through the time stepping is started, the three systems respond differently: in the first case there is not a significant gain in approaching solution, while the time stepping applied to the other two cases noticeably speeds up convergence rate, as the change in residuals curvature suggests. Finally, the global solution through the Newton’s method is able to find the numerical solution in all the cases, as pointed out by the residuals approaching numeric zero in a few iterations.

The most relevant difference in the behavior of these simulations is their response to the time stepping. One of the reasons of this difference is the stiffness degree of the corresponding ODE system which needs to be solved: in spite of the stability ensured by the backward Euler method, too large time steps may result in poor accuracy: indeed, the solution is subject to physical constraints of mass fractions being between 0 and 1. Therefore, if after the integration step any of the unknowns is outside these boundaries, the time step is progressively reduced, with a consequent lower convergence rate. The stiffness degree of the ODE system strongly depends on the kinetic mechanism adopted and fluid dynamic conditions of the flame. As a general rule of thumb, it can be stated that
the higher the temperature, the faster the kinetics, the stiffer the ODE system.

In terms of computational time, the relative importance of the 3 resolution methods is shown in Fig. 21. Although these percentages are strongly dependent on the specific case, most of the time is spent by the sequential resolution (∼50%). Anyway, the relative weight of the three methods can be properly tuned by adjusting the program options, which allow to set the relative and absolute tolerance of each of the approaches, as well as the switch criteria between them, described in Section 3.4.

6.2. Time performance and scalability

The numerical efficiency of KPPSMOKE was investigated in terms of execution time of the algorithm on multiprocessor architectures. For this purpose, a Linux cluster was used, made up of 16 nodes connected through Infiniband technology with each 2 Intel Xeon X5675 (3.07 GHz) processors, each having 6 cores.

Of the three full-scale cases used as benchmark, only the first one could be executed serially for memory reasons: indeed, the required amount of memory in the others exceeded the available RAM of the single node. Therefore, case B was tested starting from 7 processors, while case C from 8 processors (both with 1 per node).

In Fig. 22 the CPU times required to the three test cases to achieve convergence, with a variable number of processors, are plotted. For case A, the serial execution requires about 49 h to reach the convergence. With more processors, time is progressively reduced up to ∼50 min. Similar decrease rates are observed for cases B and C.
The developed algorithm shows all the advantages and limitations of a RANS-based approach: it allows to create and manage models of full-size devices with an acceptable computing load, such that it can be used also outside the academic environment for industrial purposes. Nevertheless, in RANS approaches the equations are averaged in time over all turbulent scales and therefore rely on models to evaluate the effects of turbulent fluctuations. On the other hand, more computationally expensive methods like LES-based provide substantial advantages for modeling turbulent combustion, especially due to the better description of the large-scale motion of the turbulence and the scalar mixing process.

Both these aspects were proven by testing KPPSMOKE under two different points of view. First of all, the algorithm was validated on representative test cases, of both lab and industrial scale. The numerical results confirmed the effectiveness of this tool, but they also pointed out a strong dependence of the predictions on the accuracy of CFD input data and on the detailed kinetic mechanism used for the post-processing. On the other hand, from a numerical standpoint, the overall performance of the algorithm is quite satisfactory, since it proved able to solve cases of industrial interest in acceptable times (~hours), when a parallel infrastructure is used.

The validation of the KPPSMOKE was carried out in terms of NO and CO, but in principle its range of applicability can be extended to more complex chemical species: as outlined in the beginning, the tool can be applied to all those pollutants that do not have a significant influence on the thermal field. Therefore, starting from the available tool, the prediction of the formation of unburned hydrocarbons and polycyclic aromatic hydrocarbons (PAH) will also be an important topic to focus on in the future. In order to reach this goal, the use of more complex (and larger) detailed kinetic mechanisms than those used for NO becomes necessary (more than 200 species), with a consequent increase in the requirements of computational resources.

On the other hand, memory and power consumption can still be optimized through two further improvements in the current algorithm: (i) replacement of the current linear iterative solving method (Sections 3.3 and 4.3) with a more suitable version for the considered system, whose block structure is not currently fully exploited by the general solver for sparse, asymmetric systems (LIS) used in this work. The implementation of a block Jacobi method (Quarteroni et al., 2007) could be the next evolution in this direction, due to its intrinsic high parallelizability; (ii) implementation of the nested parallelism model in order to exploit at best the features of the modern parallel architectures, made up of hybrid distributed-shared memory systems. This can be done by implementing an OpenMP interface (www.openmp.org) in addition to the MPI interface, that can bring about a considerable saving in memory consumption, as well as possible improvements in execution time and attainable speedup.
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