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Abstract—Palmprints are emerging as a new entity in multimodal biometrics for human identification and verification. Multispectral palmprint images captured in the visible and infrared spectrum not only contain the wrinkles and ridge structure of a palm, but also the underlying pattern of veins; making them a highly discriminating biometric identifier. In this paper, we propose a feature encoding scheme for robust and highly accurate representation and matching of multispectral palmprints. To facilitate compact storage of the feature, we design a binary hash table structure that allows for efficient matching in large databases. Comprehensive experiments for both identification and verification scenarios are performed on two public datasets – one captured with a contact-based sensor (PolyU dataset), and the other with a contact-free sensor (CASIA dataset). Recognition results in various experimental setups show that the proposed method consistently outperforms existing state-of-the-art methods. Error rates achieved by our method (0.003% on PolyU and 0.2% on CASIA) are the lowest reported in literature on both dataset and clearly indicate the viability of palmprint as a reliable and promising biometric. All source codes are publicly available.
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I. INTRODUCTION

T HE information present in a human palm has an immense amount of potential for biometric recognition. Information visible to the naked eye includes the principal lines, the wrinkles and the fine ridges which form a unique pattern for every individual [1]. These superficial features can be captured using standard imaging devices. High resolution scanners capture the fine ridge pattern of a palm which is generally employed for latent palmprint identification in forensics [2]. The principal lines and wrinkles acquired with low resolution sensors are suitable for security applications like user identification or authentication [3].

Additional information present in the human palm is the subsurface vein pattern which is indistinguishable to the palm lines. Such features cannot be easily acquired by a standard imaging sensor. Infrared imaging can capture subsurface features due to its capability to penetrate the human skin. The superficial and subsurface features of a palm have been collectively investigated under the subject of ‘multispectral palmprint recognition’. Using Multispectral Imaging (MSI), it is possible to capture images of an object at multiple wavelengths of light, in the visible spectrum and beyond. Fig. 1 shows palm images captured at three different wavelengths. The availability of such complementary features (palm lines and veins) allows for increased discrimination between individuals. These useful characteristics of palmprint make it a suitable choice for recognition where user cooperation is affordable, e.g., at workplace entry, secure access gates and identity records.

A monochromatic camera under spectrally varying illuminations can acquire multispectral palm images [4], [5]. Contact devices, restrict the hand movement but raise user acceptability issues due to hygiene. On the other hand, biometrics that are acquired with non-contact sensors are user friendly and socially more acceptable [6], but introduce challenge of rotation, scale and translation (RST) variation. The misalignments caused by movement of the palm can be recovered by reliable, repeatable landmark detection and subsequent ROI extraction. Moreover, the multi-modal nature of palm requires robust feature extraction scheme that accurately detects line-like features. In addition, the large amount of features resulting from multi-modal feature extraction pose slow matching time and cost large storage resources. These challenges can be addressed by efficient feature encoding and matching scheme. We propose an end-to-end framework for multispectral palmprint recognition and attempt to solve all realizable challenges.

The key contributions of this work are

- A reliable technique for ROI extraction from non-contact palmprint images.
- A robust multidirectional feature encoding for multispectral palmprints.
- An efficient hash table scheme for compact storage and matching of multi-directional features.
- A thorough analysis of palmprint verification and identification experiments and comparison with the state-of-the-art techniques.
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Fig. 1. Examples of palmprint features in multiple bands. Three bands of a multispectral image captured using a non-contact (top row) and a contact based sensor (bottom row). (a-b) Palm lines captured in the visible range. (c-d) Palm veins captured in the near infrared range. (e-f) A combination of the line and vein features at intermediate wavelengths.
II. RELATED WORK

In the past decade, biometrics such as the iris [7], face [8], [9] and fingerprint [10] have been investigated using multispectral images for improved accuracy. Recently, there has been an increased interest in multispectral palmprint recognition [4], [5], [11]–[22]. Palmprint recognition approaches can be categorized into line-like feature detectors, subspace learning methods and texture based coding techniques [23]. These three categories are not mutually exclusive and their combinations are also possible. Line detection based approaches commonly extract palm lines using edge detectors. Huang et al. [24] proposed a palmprint verification technique based on principal lines. The principal palm lines were extracted using a modified finite Radon transform and a binary edge map was used for representation. However, recognition based solely on palm lines proved insufficient due to their sparse nature and the possibility of different individuals to have highly similar palm lines [17]. Although, line detection can extract palm lines effectively, it may not be equally useful for the extraction of palm veins due to their low contrast and broad structure.

A subspace projection captures the global characteristics of a palm by projecting to the most varying (in case of PCA) or the most discriminative (in case of LDA) dimensions. Subspace projection methods include eigenpalm [25], which globally projects palm images to a PCA space, or fisherpalm [26] which projects to an LDA space. However, the finer local details are not well preserved and modeled by such subspace projections. Wang et al. [27] fused palmprint and palmvein images and proposed the Laplacianpalm representation. Unlike the eigenpalm [25] or the fisherpalm [26], the Laplacianpalm representation attempts to preserve the local characteristics as well while projecting onto a subspace. Xu et al. [21] represented multispectral palmprint images as quaternion and applied quaternion PCA to extract features. A nearest neighbor classifier was used for recognition using quaternion vectors. The quaternion model did not prove useful for representing multispectral palm images and demonstrated low recognition accuracy compared to the state-of-the-art techniques. The main reason is that subspaces learned from misaligned palms are unlikely to generate accurate representation of each identity.

Orientation codes extract and encode the orientation of lines and have shown state-of-the-art performance in palmprint recognition [1]. Examples of orientation codes include the Competitive Code (CompCode) [28], the Ordinal Code (OrdCode) [29] and the Derivative of Gaussian Code (DoGCode) [30]. In the generic form of orientation coding, the response of a palm to a bank of directional filters is computed such that the resulting directional subbands correspond to specific orientations of line. Then, the dominant orientation index from the directional subbands is extracted at each point to form the orientation code. CompCode [28] employs a directional bank of Gabor filters to extract the orientation of palm lines. The orientation is encoded into a binary code and matched directly using the Hamming distance. The OrdCode [29] emphasizes the ordinal relationship of lines by comparing mutually orthogonal filter pairs to extract the feature orientation at a point. The DoGCode [30] is a compact representation which only uses vertical and horizontal gaussian derivative filters to extract feature orientation. Orientation codes can be binarized for efficient storage and fast matching unlike other representations which require floating point data storage and computations. Another important aspect of multispectral palmprints is how to combine the different spectral bands. The multispectral palmprints have been investigated with data, feature, score and rank-level fusion.

Multispectral palmprints are generally fused at image level using multi-resolution transforms, such as wavelet and curvelet. Han et al. [4] used a three level wavelet fusion strategy for combining multispectral palmprint images. After fusion, CompCode was used for feature extraction and matching. Their results showed that the wavelet fusion of multispectral palm images is only useful for blurred source images. Hao et al. [22] used various image fusion techniques and the OLOF representation for multispectral palmprint recognition. The best recognition performance was achieved when the curvelet transform was used for band fusion. Kisku et al. [18] proposed wavelet based band fusion and gabor wavelet feature representation for multispectral palm images. To reduce the dimensionality, feature selection was performed using the Ant Colony Optimization (ACO) algorithm [31] and classified by normalized correlation and SVM. However, the gabor wavelet based band fusion could not improve palmprint recognition performance compared to the curvelet fusion with OLOF [22].

Kekre et al. [15] proposed a hybrid transform by kroner product of DCT and Walsh transforms, which better describes the energy in the local regions of a multispectral palm. A subset of the regions was selected by comparison with the mean energy map and stored as features for matching. It was observed that fusion of multispectral palmprints is compensatory due to multimodal nature of palm. A single fused palm image is a compromise of the wealth of complementary information present in different bands, which results in below par recognition performance.

Fusion of spectral bands has been demonstrated at feature level. Luo et al. [13] used feature level band fusion for multispectral palmprints. Specifically, a modification of CompCode was combined with the original CompCode and features from the pair of less correlated bands were fused. The results indicated an improvement over image level fusion and were comparable to match-score level fusion. Zhou and Kumar [32] encoded palm vein features by enhancement of vascular patterns and using the Hessian phase information. They showed that a combination of various feature representations can be used for achieving improved performance based on palmvein images. Mittal et al. [12] investigated fuzzy and sigmoid features for multispectral palmprints and a rank-level fusion of scores using various strategies. It was observed that a nonlinear fusion function at rank-level was effective for improved recognition performance. Tahmassebi et al. [16] used gabor kernels for feature extraction from multispectral palmprints and a rank-level fusion scheme for fusing the outputs from individual band comparisons. One drawback of rank-level fusion is that it assigns fixed weights to the rank outputs of spectral bands, which results in sub-optimal performance.
Zhang et al. [20] compared palmprint matching using individual bands and reported that the red band performed better than the near infrared, blue and green bands. A score level fusion of these bands achieved superior performance compared to any single band. Another joint palmline and palmevein approach for multispectral palmprint recognition was proposed by Zhang et al. [17]. They designed separate feature extraction methodologies for palm line and palm vein and later used score level fusion for computing the final match. The approach yielded promising results, albeit at the cost of increased complexity. A comparison of different fusion strategies indicates that a score level fusion of multispectral bands is promising and most effective compared to a data, feature or rank-level fusion.

It is worth mentioning that a simple extension of the existing palmprint representations to multispectral palmprints may not fully preserve the features that appear in different bands. For example, a single representation may not be able to extract equally useful features from both lines and veins [17]. Comparative studies show that local orientation features are the recommended choice for palmprint feature extraction [1].

In this paper, we propose a novel orientation and binary hash table based encoding for robust and efficient multispectral palmprint recognition. The representation is derived from the coefficients of the Nonsubsampled Contourlet Transform (NSCT) which has the advantage of robust directional frequency localization. Unlike existing orientation codes, which apply a directional filter bank directly to a palm image, we propose a two stage filtering approach to extract only the robust directional features. We develop a unified methodology for the extraction of multispectral (line and vein) features. The feature binary encoded into an efficient hash table structure that only requires indexing and summation operations for simultaneous one-to-many matching with an embedded score level fusion of multiple bands. This paper is an extension of our earlier work [33]. Here we give more detailed descriptions and introduce two variants of the proposed matching technique to improve robustness to inter-band misalignments. We perform a more thorough analysis of the pyramidal directional filter pair combination and the effect of varying other parameters. We also implement three existing state-of-the art orientation features [28] [29] [30] and compare their performances to the proposed feature in various experimental settings including a palmprint identification scenario.

The rest of this paper is organized as follows. In Section III we present a reliable technique for ROI extraction from multispectral images acquired via non-contact sensors. The Contour Code extraction, hash table encoding and matching processes are detailed in Section IV. In Section V we present a detailed experimental analysis to evaluate the accuracy of the proposed ROI extraction. We also analyze the effect of various parameters and pyramidal-directional filter pair combinations. We perform verification and identification experiments in various experimental settings using two standard multispectral palmprint databases and compare the performance of the proposed Contour Code to existing state-of-the-art. Conclusions are given in Section VI.

III. REGION OF INTEREST EXTRACTION

The extraction of a reliable ROI from such images is a challenge which is addressed in this paper. To extract ROI from an image, it is necessary to define some reference landmarks from within the image which can be used to normalize its relative movement. The landmark detection must be accurate and repeatable to ensure that the exact same ROI is extracted from every palm image. Among the features commonly used in hand geometry recognition, the valleys between the fingers are a suitable choice for landmarks due to their invariance to hand movement [34].

A. Preprocessing

The input hand image is first thresholded to segment it from the background (see Fig. 2a and 2b). Smaller objects, not connected to the hand, that appear due to noise are removed through binary connectivity. Morphological closing is carried out with a square structuring element to normalize the contour of the hand. Finally, any holes within the hand pixels are filled using binary hole filling. These operations ensure accurate and successful landmarks localization. The resulting preprocessed segmented hand image is shown in Fig. 2c.

B. Localization of Landmarks

Given the binary image, in which the foreground pixels correspond to the hand, the localization proceeds as follows. In a column wise search (Fig. 2a), the binary discontinuities, i.e. the edges of the fingers are identified. From the edges, the gaps between fingers are located in each column and the mid points of all the finger gaps are computed. Continuing inwards along the valley of the fingers, the column encountered next to the last column should contain hand pixels (Fig. 2e). The search is terminated when four such valley closings are recorded. This column search succeeds when the hand rotation is within ±90° in the image plane. It is also required that there is some minimal amount of separation between consecutive fingers so that the mid points can be recorded. This is explicitly achieved by instructing the users on the use of the system. It should also be noted that the out of plane movement of the hand does not affect the localization to a certain extent, as long as the gaps between fingers is maintained.

The mid points corresponding to the four valleys are clustered and the one corresponding to the index-thumb valley is discarded. Due to the natural contour of the fingers, it can be observed that the mid points do not follow a linear trend towards the valley as shown in Fig. 2f. Therefore, a second order polynomial is fitted to the mid points of each valley excluding the last p_v points which tend to deviate from the path towards the landmark. The estimated polynomial is then used to extend the mid points in the last p_v points towards the valley as shown in Fig. 2g. We set p_v as 10% of the total number of mid points p_m of a valley. The final location of a landmark is the last encountered background pixel in the sequence of extrapolated points.
C. ROI Extraction

Using the three landmarks, an RST invariant ROI can be extracted (see Fig. 3). The landmarks \( (P_1, P_2) \) form a reference Y-axis. We fix the X-axis at two-thirds of the distance from \( P_1 \) to \( P_2 \) so that the ROI is centered over the palm. The automatically estimated palm width \( \bar{w} \) serves as the scale identifier to extract a scale invariant ROI. To compute \( \bar{w} \), we find the average width of the palm from point \( x_s \) to \( x_t \). To keep \( x_s \) from being very close to the fingers and affected by their movement we set a safe value of \( x_s = P_1(x) + (P_2(y) - P_1(y))/3 \). Moreover, we set \( x_t = P_3(x) - (P_2(y) - P_1(y))/12 \). Note that the scale computation is not sensitive to the values of \( x_s \) and \( x_t \) as the palmwidth is averaged over the range \( (x_s, x_t) \).

In our experiments, the ROI side length is scaled to 70% of \( \bar{w} \) and extracted from the input image using an affine transformation. The same region is extracted from the remaining bands of the multispectral palm.

D. Inter-band Registration

Since the bands of the multispectral images were sequentially acquired, minor hand movement can not be ruled out. Therefore, an inter-band registration of the ROIs based on the maximization of Mutual Information is carried out. The approach has shown to be effective for registering multispectral palmprints [22]. Since, there is negligible rotational and scale variation within the consecutive bands, we limit the registration search space to only \( \pm 2 \) pixels translations along both dimensions. The registered ROI of each band is then downsampled to \( 32 \times 32 \) pixels using bicubic interpolation. This resampling step has several advantages. First, it suppresses the inconsistent lines and noisy regions. Second, it reduces the storage requirement for the final feature. Third, it significantly reduces the time required for the extraction of features and matching.

IV. Contour Code

A. Multidirectional Feature Encoding

The nonsubsampled contourlet transform (NSCT) [35] is a multi-directional expansion with improved directional frequency localization properties and efficient implementation compared to its predecessor, the contourlet transform [36]. It has been effectively used in basic image processing operations such as image denoising and enhancement. Here, we exploit the directional frequency localization characteristics of the NSCT for multidirectional feature extraction from palmprint images.

An ROI \( I \in \mathbb{R}^{m \times n} \) of a band is first convolved with a nonsubsampled bandpass pyramidal filter \( (P_f) \) which captures the details in the palm at a single scale as shown in Fig. 4. This filtering operation allows only the robust information in a palm to be passed on to the subsequent directional decomposition stage.

\[
\rho = I * P_f
\]  

The band pass filtered component (\( \rho \)) of the input image is subsequently processed by a nonsubsampled directional filter bank \( (D_f) \), comprising \( 2^k \) directional filters.

\[
\Psi^i = \rho * D^i_f,
\]

where \( \Psi^i, i = 1, 2, \ldots, 2^k \) is the set of directional subbands. For example, a third order directional filter bank \( (k = 3) \) will result in 8 directional filtered subbands. Therefore, each directional subband covers an angular region of \( \pi/2^k \) radians. The combination of pyramidal and directional filter decomposition stages determine their capability to capture line like features. We perform a detailed experimental analysis of pyramidal-directional filter pairs in Section [V-C4].

Generally, both the line and vein patterns appear as dark intensities in a palm and correspond to a negative filter response. The orientation of a feature is determined by the coefficient corresponding to the minimum peak response among all directional subbands at a specific point. Let \( \Psi^i \) denote the coefficient at point \( (x, y) \) in the \( i^{th} \) directional subband where \( i = 1, 2, 3, \ldots, 2^k \). We define a rule similar to the competitive
Fig. 4. Extraction of the Contour Code representation. \( \rho \) is the pyramidal bandpass subband and \( \Psi \) are the bandpass directional subbands. The images \( C_i \) represent the dominant points existing in the \( i \)th directional subband. The intensities in \( C \) correspond to \( i = 1, 2, \ldots, 8 \) (from dark to bright).

To encode the dominant orientation at each \((x, y)\),

\[
C = \arg \min_i \Psi_i \tag{3}
\]

where \( C \) is the Contour Code representation of \( I \). Similarly, \( C \) is computed for all bands of the multispectral image of a palm. An example procedure for a single band of a multispectral palm image is shown in Fig. 4.

**B. Binary Hash Table Encoding**

A code with \( 2^k \) orientations requires only \( k \) bits for encoding. However, we binarize the Contour Code using \( 2^k \) bits to take advantage of a fast binary code matching scheme. Unlike other methods which use the Angular distance [28] or the Hamming distance [22], we propose an efficient binary hash table based Contour Code matching. Each column of the hash table refers to a palm’s binary hash vector derived from its Contour Code representation. Within a column, each hash location \((x, y)\) has \( 2^k \) bins. We define a hash function so that each Contour Code can be mapped to the corresponding location and bin in the hash table. For an orientation at \((x, y)\), the hash function assigns it to the \( i \)th bin according to

\[
H_{(x, y)} = \begin{cases} 
1, & i = C_{\hat{x}, \hat{y}} \\
0, & \text{otherwise}
\end{cases}
\tag{4}
\]

where \( H_{(x, y)} \) is the binarized form of a Contour Code representation \( C \).

Since palmprint features are non rigid, it is not possible to achieve a perfect 1-1 correspondences between all the orientations of two palm images taken at different instances of time. It is, therefore, intuitive to assign multiple orientations to a hash location \((x, y)\) based on its neighborhood. Therefore, the hash function is blurred so that it assigns for each hash bin in \( H_{(x, y)} \) with all the orientation indices in \((x, y)\) and its neighbors.

\[
\tilde{H}_{(x, y)} = \begin{cases} 
1, & \forall i = C_{\hat{x}, \hat{y}} \\
0, & \text{otherwise}
\end{cases}
\tag{5}
\]

where \( \hat{x}, \hat{y} \) is the set of \((x, y)\) and its \( z \)-connected neighbors. The extent of the blur neighborhood \( z \), determines the robustness of matching. Less blurring will result in a small number of points matched, however, with high confidence. On the other hand, too much blur will result in a large number of points matched but with low confidence.

Since, the hash table blurring depends on a certain neighborhood as opposed to a single pixel, it robustly captures crossover line orientations. A detailed example of Contour Code binarization using the blurred hash function is given in Fig. 5. Fig. 6 illustrates hash table encoding without blurring and with a 4-connected neighborhood blurring. The discussion of an appropriate blur neighborhood is presented later in Section V-C.

\(^{1}(xyi)\) represents a single subscript that takes on a distinct value for each combination of an element from the index sets \( x \), \( y \) and \( i \).
C. Matching

The binary hash table facilitates simultaneous one-to-many matching for palmprint identification. Fig. 7 illustrates the process. The Contour Code representation $C^Q$ of a query image $I^Q$ is first converted to the binary form $H^Q_{(xyi)}$ using equation (4). No blurring is required now, since it has already been performed offline on all the gallery images. The match score $(S^Q_n)$ between $H^Q_{(xyi)}$ and $H^C_{(xyi)}$, $n = 1, 2, 3, \ldots, N$ is computed as

$$S^Q_n = \|H^C_{(xyi)}\|_0 \lor \max \{H^Q_{(xyi)} = 1\}$$

where $\|\cdot\|_0$ is the $\ell_0$ norm which is the number of non-zero hash entries in $H^C_{(xyi)}$ for all $(xyi)$ indices where $H^Q_{(xyi)} = 1$. The hash table, after indexing, produces a relatively sparse binary matrix which can be efficiently summed. Since, the $\ell_0$ norm of a binary vector is equivalent to the summation of all the vector elements, equation (6) can be rewritten as

$$S^Q_n = \sum \{H^C_{(xyi)} \lor \max \{H^Q_{(xyi)} = 1\}\}$$

1) Translated Matches: Apart from the blurring, which caters for minor orientation location errors within an ROI, during matching, the query image is shifted $\pm t_x$ pixels horizontally and $\pm t_y$ pixels vertically to cater for the misalignment between different ROIs. The highest score among all translations is considered as the final match. The class of a query palm is determined by the gallery image $n$ corresponding to the best match.

$$\text{Class} = \arg \max_n (S^Q_n)$$

We present two variants of matching and report results for both in Section V. When the bands are translated in synchronization, it is referred to as Synchronous Translation Matching (denoted by ContCode-STM) and when the bands are independently translated to find the best possible match, it is referred to as Asynchronous Translation Matching (denoted by ContCode-ATM).

Due to translated matching, the overlapping region of two matched images reduces to $(\hat{m} = m - 2t_x, \hat{n} = n - 2t_y)$ pixels.

V. Experimental Results

A. Databases

The PolyU [37] and CASIA [38] multispectral palmprint databases are two publicly available datasets used in our experiments. Both databases contain low resolution (<150 dpi) multispectral palm images stored as 8-bit images per band. Each database was acquired in two different sessions. The ROIs, in the PolyU database, are already extracted according to [3]. However, the ROIs are not extracted in the case of the
We quantitatively evaluate the ROI extraction accuracy in Section III-B. In Section III-C we analyze the effect of different parameters and pyramid-directional filter combinations. Verification experiments are detailed in Section III-D and identification experiments are given in Section III-E.

### B. ROI Extraction Accuracy

To the best of our knowledge, we are the first to perform a quantitative analysis of ROI extraction from palm images. Our evaluation methodology and results can serve as a benchmark for future techniques. The accuracy of automatic landmark localization was determined by comparison with a manual identification of landmarks for 200 multispectral images in the CASIA database. Manual selections were averaged over the six bands to minimize human error. The spatial deviation of the automatically detected landmarks from the manually marked ground truth was evaluated. The rotation and scale deviation, as a consequence of the deviation in localization, was also computed and analyzed.

We define the localization error as the Chebyshev distance between the manually selected and the automatically extracted landmarks. The localization error ($e_L$), between two landmarks is computed as

$$e_L = \max(|x - \bar{x}|, |y - \bar{y}|) \times \bar{S} ,$$

where $(x, y), (\bar{x}, \bar{y})$ correspond to the manually and automatically identified landmark coordinates respectively. The $e_L$ is 1 if the located landmark falls within the first 8 neighboring pixels, 2 if it falls in the first 24 neighboring pixels and so on. Due to scale variation, the $e_L$ between different palm images could not be directly compared. For example, a localization error of 5 pixels in a close-up image may correspond to only a 1 pixel error in a distant image. To avoid this, we normalize $e_L$ by determining it at the final size of the ROI. The normalization factor $\bar{S}$, is the side length of ROI at the original scale, $0.7 \times \bar{w}$ divided by the final side length of the ROI ($m = 32$).

The absolute rotation error $e_\theta$ between two palm samples is defined as

$$e_\theta = |\theta - \bar{\theta}| ,$$

where, $\theta$ and $\bar{\theta}$ correspond to the angle of rotation of a palm computed from manual and automatic landmarks respectively. Finally, the percentage scale error $e_s$ is defined as

$$e_s = \left( \frac{\max \left( \frac{w}{\bar{w}}, \frac{\bar{w}}{w} \right)}{1} - 1 \right) \times 100\% ,$$

where $w$ is the manually identified palm width averaged over three measurements, while $\bar{w}$ is automatically calculated.

Fig. 8(a) shows the error, in pixels, of landmarks $P_1, P_2, P_3$. It can be observed that the three landmarks are correctly located within an $e_L \leq 2$ for all of the samples. It is important to emphasize that $P_1, P_2$ which are actually used in the ROI extraction are more accurately localized ($e_L \simeq 1$ pixel) compared to $P_3$. Thus, our ROI extraction is based on relatively reliable landmarks.

Fig. 8(b) shows the absolute rotation error of the automatically extracted ROIs. All the ROIs were extracted within a $e_\theta \leq 3^\circ$. The proposed ROI extraction is robust to rotational variations given the overall absolute rotational variations, $(\mu_\theta, \sigma_\theta) = (20.7^\circ, 7.24^\circ)$ of the CASIA database. The proposed technique is able to estimate the palm scale within an error of $\pm 5.4\%$ (Fig. 8c).

We define the localization error as the Chebyshev distance between the manually selected and the automatically extracted landmarks. The localization error ($e_L$), between two landmarks is computed as
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where $(x, y), (\bar{x}, \bar{y})$ correspond to the manually and automatically identified landmark coordinates respectively. The $e_L$ is 1 if the located landmark falls within the first 8 neighboring pixels, 2 if it falls in the first 24 neighboring pixels and so on. Due to scale variation, the $e_L$ between different palm images could not be directly compared. For example, a localization error of 5 pixels in a close-up image may correspond to only a 1 pixel error in a distant image. To avoid this, we normalize $e_L$ by determining it at the final size of the ROI. The normalization factor $\bar{S}$, is the side length of ROI at the original scale, $0.7 \times \bar{w}$ divided by the final side length of the ROI ($m = 32$).
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Fig. 8(a) shows the error, in pixels, of landmarks $P_1, P_2, P_3$. It can be observed that the three landmarks are correctly located within an $e_L \leq 2$ for all of the samples. It is important to emphasize that $P_1, P_2$ which are actually used in the ROI extraction are more accurately localized ($e_L \simeq 1$ pixel) compared to $P_3$. Thus, our ROI extraction is based on relatively reliable landmarks.

Fig. 8(b) shows the absolute rotation error of the automatically extracted ROIs. All the ROIs were extracted within a $e_\theta \leq 3^\circ$. The proposed ROI extraction is robust to rotational variations given the overall absolute rotational variations, $(\mu_\theta, \sigma_\theta) = (20.7^\circ, 7.24^\circ)$ of the CASIA database. The proposed technique is able to estimate the palm scale within an error of $\pm 5.4\%$ (Fig. 8c).
shows examples of images that resulted in a low match score due to out-of-plane rotation and excessive deformation of the second (probe) palm. We noted that these two anomalies are a major source of error in matching. In such cases, additional information is required to correct the out-of-plane rotation error and remove the non-rigid deformations. One solution is to use 3D information [39], [40]. However, the discussion of such techniques is out of the scope of this paper.

C. Parameter Analysis

In this section, we examine the effects of various parameters including, ROI size, number of Contour Code orientations, hash table blurring neighborhood and pyramidal-directional filter pair combination. All other parameters are kept fixed during the analysis of a particular parameter. These experiments are performed on a sample subset (50%) of the PolyU multispectral palmprint database comprising equal proportion of images from the 1st and 2nd session. The same optimal parameters were used for the CASIA database. For the purpose of analysis, we use the ContCode-ATM technique.

1) ROI Dimension: Palmprint features have varying length and thickness. A larger ROI size may include unnecessary detail and unreliable features. A smaller ROI, on the other hand, may leave out important discriminative information. We empirically find the best ROI size by testing square \((m, n)\) ROI regions of side 16, 32, 48, \ldots, 128. The results in Fig. 10a show that a minimum EER is achieved at 32 after which the EER increases. We use an ROI of \((m, n) = (32, 32)\) in all of our remaining experiments. Note that a peak performance at such a small ROI is in fact favorable for the efficiency of the Contour Code representation and subsequent matching.

2) Orientation Fidelity: The orientations of the dominant feature directions at points are quantized into a certain number of bins in the Contour Code. A greater number of bins offers better fidelity but also increases the size of the Contour Code representation and its sensitivity to noise. The minimum number of orientation bins that can achieve maximum accuracy is naturally a preferred choice. The orientations are quantized into \(2^k\) bins, where \(k\), the order of the directional filter determines the number of orientations. Fig. 10b shows the results of our experiments for \(k = 2, 3, 4\). We observe that \(k = 3\) (i.e. \(2^3 = 8\) directional bins) minimizes the EER. Although, there is a small improvement from \(k = 2\) to \(k = 3\), we prefer the latter as it provides more orientation fidelity which supports the process of hash table blurring. Therefore, we set \(k = 3\) in all our remaining experiments.

3) Hash Table Blur Neighborhood: Hash table blurring is performed to cater for small misalignments given that the palm is not a rigid object. However, too much blur can result in incorrect matches. We analyzed three different neighborhood types for blurring. The results are reported in Fig. 10c which show that the lowest error rate is achieved with the 4-connected blur neighborhood. This neighborhood is, therefore, used in all of the following experiments.

4) Pyramidal-Directional Filter Pair: An appropriate pyramidal and directional filter pair combination is critical to robust feature extraction. It is important to emphasize that the ability of a filter to capture robust line like features in a palm should consequently be reflected in the final recognition accuracy. Hence, we can regard the pyramidal-directional filter combination with the lowest EER as the most appropriate.

We tested all possible pairs of 4 pyramidal and 10 directional filters available in the Nonsubsampled Contourlet Toolbox [47]. These filters exhibit characteristic response to line-like features. The pyramidal filters used at the first stage are shown in Fig. 11 and the directional filters used at the second stage are shown in Fig. 12. The EER is normalized by dividing with the maximum EER in all filter combinations. As shown in Fig. 13, the pyrexc filter consistently achieves lower EER compared to the other three pyramidal decomposition filters for most combinations of the directional filters. Moreover, the sinc filter exhibits the lowest EER which shows its best directional feature capturing characteristics over a broad spectral range. Based on these results, we select the pyrexc-sinc filter combination for Contour Code representation in all experiments. Close inspection of the pyramidal filters shows that pyr and pyrexc are quite similar to each other. Similarly, sinc, pkva and sk directional filters have approximately the same shape. Therefore, it is not surprising to see that all combinations of these two pyramidal filters with the three directional filters give significantly better performance compared to the remaining combinations.

D. Verification Experiments

Verification experiments are performed on both PolyU and CASIA databases. In both cases, half of the samples per identity were acquired in one session and the other half were acquired in a different session. We follow the protocol of [1], where session based experiments are structured to observe the recognition performance. We design five experiments to
test the proposed technique in real world scenarios. The experiments proceed by matching

**Exp. 1:** individual bands of palm irrespective of the session (all vs. all).
**Exp. 2:** multispectral palmprints acquired in the 1st session.
**Exp. 3:** multispectral palmprints acquired in the 2nd session.
**Exp. 4:** multispectral palmprints of the 1st session to the 2nd session.
**Exp. 5:** multispectral palmprints irrespective of the session (all vs. all).

In all cases, we report the ROC curves, which depict False Rejection Rate (FRR) versus False Acceptance Rate (FAR). We also summarize the Equal Error Rate (EER), and the Genuine Acceptance Rate (GAR) at 0.1% FAR and compare performance of the proposed ContCode with three state-of-the-art techniques namely, the CompCode, OrdCode and DoGCode. Note that we used our implementation of these methods as their code is not publicly available. The source code of these algorithms including the techniques proposed in this work will soon be made publicly available for research. The number of genuine and imposter matches for each experiment are given in Table III. Unless otherwise stated, we use a 4-connected blur neighborhood for gallery hash table encoding and the matching is performed in ATM mode followed by score-level fusion of bands. A list of frequently used abbreviations is given in Table III.

### Table II

<table>
<thead>
<tr>
<th>Experiments</th>
<th>Exp. 2 &amp; 3</th>
<th>Exp. 4</th>
<th>Exp. 1 &amp; 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>PolyU Gen.</td>
<td>4,491,000</td>
<td>8,982,000</td>
<td>17,964,000</td>
</tr>
<tr>
<td>Imp.</td>
<td>179,100</td>
<td>358,200</td>
<td>716,400</td>
</tr>
<tr>
<td>CASIA Gen.</td>
<td>600</td>
<td>1,800</td>
<td>3,000</td>
</tr>
<tr>
<td>Imp.</td>
<td>19,100</td>
<td>35,200</td>
<td>75,400</td>
</tr>
</tbody>
</table>

### Table III

**List of Abbreviations.**

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>ATM</td>
<td>Asynchronous Translation Matching</td>
</tr>
<tr>
<td>STM</td>
<td>Synchronous Translation Matching</td>
</tr>
<tr>
<td>CompCode</td>
<td>Proposed Contour Code representation</td>
</tr>
<tr>
<td>OrdCode</td>
<td>Ordinal Code representation</td>
</tr>
<tr>
<td>DoGCode</td>
<td>Derivative of Gaussian Code representation</td>
</tr>
</tbody>
</table>

1) **Experiment 1:** Exp.1 compares the relative discriminant capability of individual bands. We compare the performance of individual bands of the PolyU and CASIA database using ContCode-ATM. Fig. 14 shows the ROC curves of the individual bands and Table IV lists their EERs. For the PolyU database, the 660nm band gives the best performance indicating the presence of more discriminatory features. A logical explanation could be that the 660nm wavelength partially captures both the line and vein features making this band relatively more discriminative. For CASIA database, the most discriminant information is present in the 460nm, 630nm and 940nm bands which are close competitors.

### Table IV

**Individual Band Performance of ContCode-ATM**

<table>
<thead>
<tr>
<th>Band</th>
<th>GAR(%)</th>
<th>EER(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PolyU</td>
<td></td>
<td></td>
</tr>
<tr>
<td>470 nm</td>
<td>99.94</td>
<td>0.0784</td>
</tr>
<tr>
<td>525 nm</td>
<td>99.98</td>
<td>0.0420</td>
</tr>
<tr>
<td>660 nm</td>
<td>99.99</td>
<td>0.0242</td>
</tr>
<tr>
<td>880 nm</td>
<td>99.90</td>
<td>0.1030</td>
</tr>
<tr>
<td>CASIA</td>
<td></td>
<td></td>
</tr>
<tr>
<td>460 nm</td>
<td>88.95</td>
<td>2.9246</td>
</tr>
<tr>
<td>630 nm</td>
<td>87.79</td>
<td>3.9065</td>
</tr>
<tr>
<td>700 nm</td>
<td>57.35</td>
<td>9.7318</td>
</tr>
<tr>
<td>850 nm</td>
<td>87.45</td>
<td>4.1398</td>
</tr>
<tr>
<td>940 nm</td>
<td>90.73</td>
<td>3.4769</td>
</tr>
</tbody>
</table>
2) Experiment 2: Exp.2 analyzes the variability in the palmprint data acquired in the 1st session. Fig. 15 compares the ROC curves of the ContCode-ATM with three other techniques on the PolyU and CASIA databases. It is observable that the CompCode and the OrdCode show intermediate performance close to ContCode-ATM. The DoGCode exhibits a drastic degradation of accuracy implying its inability to sufficiently cope with the variations of CASIA data.

3) Experiment 3: Exp.3 analyzes the variability in the palmprint data acquired in the 2nd session. This allows for a comparison with the results of Exp.2 to analyze the intra-session variability. Therefore, only the palmprints acquired in the 2nd session are matched. Fig. 16 compares the ROC curves of the ContCode-ATM with three existing techniques.

4) Experiment 4: Exp.4 is designed to mimic a real life verification scenario where variation in image quality or subject behavior over time exists. This experiment actually analyzes the inter-session variability of multispectral palmprints. Therefore, all images from the 1st session are matched to all images of the 2nd session. Fig. 17 compares the ROC curves of the ContCode-ATM with three other techniques. Note that the performance of other techniques is relatively lower for this experiment compared to Exp.2 and Exp.3 because this is a difficult scenario due to the intrinsic variability in image acquisition protocol and the human behavior over time. However, the drop in performance of ContCode-ATM is the minimum. Therefore, it is fair to deduce that ContCode-ATM is relatively robust to the image variability over time.

5) Experiment 5: Exp.5 evaluates the overall verification performance by combining images from both sessions allowing a direct comparison to existing techniques whose results are reported on the same databases. All images in the database are matched to all other images, irrespective of the acquisition session which is commonly termed as an “all versus all” experiment in the literature. Fig. 18 compares the ROC curves of the ContCode-ATM with three other techniques in the all versus all scenario. Similar to the previous experiments, the ContCode-ATM consistently outperforms all other techniques on both databases.

The results of Exp.2 to Exp.5 are summarized in Table V for the PolyU and CASIA databases. The ContCode-ATM consistently outperforms the three methods in all experiments and on both datasets. Moreover, CompCode is consistently the second best performer except for very low FAR values in Exp.4 and Exp.5 on the PolyU database (see Fig. 17 and Fig. 18). It is interesting to note that the OrdCode performs better than the DoGCode on the both databases.

We also compare performance of the Contour Code with that of the other methods reported in the literature. The results can be directly compared because all methods have reported EERs for the “all versus all” scenario. Table VII compares the EERs of various methods on the PolyU database. The proposed ContCode-STM achieves an EER of 0.0061% whereas in the case of ContCode-ATM the EER reduces to 0.0030% on the PolyU database. The proposed ContCode-ATM thus achieves a 75% reduction in EER compared to nearest competitor, the CompCode. The error rates are extremely low (0.06 in 1000 chance of error) and indicate the viability of using multispectral palmprints in a high security system.

Table VII compares the EERs of various methods reported
on the CASIA database. Both variants of the Contour Code outperform other methods and achieve an EER reduction of 60% compared to the nearest competitor, CompCode. The EER of Contour Code on the CASIA database is higher relative to the PolyU database because the former was acquired using a non-contact sensor. Interestingly, the performance of DoGCode and OrdCode deteriorates with blurring. While in the case of CompCode and ContCode, the performance improves with the introduction of blur. However, the improvement in the proposed ContCode is much larger. Another important observation is that the ATM mode of matching always performs better than the STM mode and is thus the preferable choice for multispectral palmprint matching.

E. Identification Experiments

We perform identification experiments using 5-fold cross validation and report Cumulative Match Characteristics (CMC) curves and rank-1 identification rates. In each fold, we randomly select one multispectral palmprint image per subject to form the gallery and treat all the remaining images as probes. So, identification is based on a single multispectral image in the gallery for any probe subject. The identification rates are then averaged over the five folds. This protocol is followed for both databases.

The CMC curves, for comparison with three other techniques, on both databases are given in Fig. 19 and the identification results are summarized in Table VIII. The ContCode-ATM achieved an average of 99.88% identification rate on the CASIA database and 100% identification rate on the PolyU database. The proposed ContCode-ATM clearly demonstrates better identification performance in comparison to state-of-the-art techniques.

F. Efficiency

The computational complexity of matching is critical in practical identification scenarios because databases can be quite large. The binary Contour Code matching has been designed to carry out operations that are of low computational complexity. It comprises an indexing part whose complexity is independent of the database size. It depends on the Contour Code size and is, therefore, fixed for a given size. The indexing operation results in a relatively sparse binary matrix whose column wise summation can be efficiently performed. Summing a column of this matrix calculates the match score with an embedded score level fusion of the multispectral bands of an individual (in STM mode). A MATLAB implementation

---

**TABLE V**

<table>
<thead>
<tr>
<th>Method</th>
<th>CASIA (%)</th>
<th>No Blur</th>
<th>With Blur</th>
</tr>
</thead>
<tbody>
<tr>
<td>DoGCode</td>
<td>100.00</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>OrdCode</td>
<td>99.97</td>
<td>0.0071</td>
<td>0.0083</td>
</tr>
<tr>
<td>CompCode</td>
<td>99.99</td>
<td>0.0011</td>
<td>0.0016</td>
</tr>
<tr>
<td>ContCode</td>
<td>99.99</td>
<td>0.0011</td>
<td>0.0016</td>
</tr>
<tr>
<td>ContCode-STM</td>
<td>99.99</td>
<td>0.0011</td>
<td>0.0016</td>
</tr>
<tr>
<td>ContCode-ATM</td>
<td>99.99</td>
<td>0.0011</td>
<td>0.0016</td>
</tr>
</tbody>
</table>

*Results taken from published papers.*

**TABLE VI**

<table>
<thead>
<tr>
<th>Method</th>
<th>EER (%)</th>
<th>No Blur</th>
<th>With Blur</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>Palmprint and Palmvein</em></td>
<td>0.0158</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td><em>CompCode-wavelet fusion</em></td>
<td>0.0696</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td><em>CompCode-feature-level fusion</em></td>
<td>0.0151</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td><em>CompCode-score-level fusion</em></td>
<td>0.0121</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OrdCode</td>
<td>0.0248</td>
<td>0.0212</td>
<td></td>
</tr>
<tr>
<td>DoGCode</td>
<td>0.0503</td>
<td>0.0455</td>
<td></td>
</tr>
<tr>
<td>ContCode-STM</td>
<td>0.0182</td>
<td>0.0061</td>
<td></td>
</tr>
<tr>
<td>ContCode-ATM</td>
<td>0.0182</td>
<td>0.0060</td>
<td>0.0030</td>
</tr>
</tbody>
</table>

*Results taken from published papers using the "all versus all" protocol.*

---

**TABLE VII**

<table>
<thead>
<tr>
<th>Method</th>
<th>EER (%)</th>
<th>No Blur</th>
<th>With Blur</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>Wavelet fusion with ACO</em></td>
<td>3.125</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td><em>Curvelet fusion with OLOF</em></td>
<td>0.501†</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OrdCode</td>
<td>0.5667</td>
<td>0.8667</td>
<td></td>
</tr>
<tr>
<td>DoGCode</td>
<td>1.9667</td>
<td>2.8873</td>
<td></td>
</tr>
<tr>
<td>CompCode</td>
<td>0.8667</td>
<td>0.4983</td>
<td></td>
</tr>
<tr>
<td>ContCode-STM</td>
<td>0.6279</td>
<td>0.2705</td>
<td></td>
</tr>
<tr>
<td>ContCode-ATM</td>
<td>0.4553</td>
<td>0.2000</td>
<td></td>
</tr>
</tbody>
</table>

*Results taken from published papers.*

†This result was reported on a database of 330 hands whereas only a subset comprising 200 hands has been made public.
on a 2.67 GHz machine with 8 GB RAM can perform over 70,000 matches per second per band (using a single CPU core). The Contour Code extraction takes only 43ms per band. In terms of memory requirement, the Contour Code takes only 676 bytes per palm per band.

VI. CONCLUSION

We presented Contour Code, a novel multidirectional representation and binary hash table encoding for robust and efficient multispectral palmprint recognition. An automatic technique was designed for the extraction of a region of interest from palm images acquired with noncontact sensors. Unlike existing methods, we report quantitative results of ROI extraction by comparing the automatically extracted ROIs with manually extracted ground truth. The Contour Code exhibits robust multispectral feature capturing capability and consistently outperformed existing state-of-the-art techniques in various experimental setups using two standard databases i.e. PolyU and CASIA. Binary encoding of the Contour Code in a hash table facilitates simultaneous matching to the database and score level fusion of the multispectral bands in a single step (in ST mode). Unlike existing techniques, score normalization is not required before fusion. The Contour Code is a generic orientation code for line-like features and can be extended to other biometric traits including fingerprints and finger-knuckle prints.
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