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Abstract

Path testing is the strongest coverage criterion in white box testing. Finding target paths is a key challenge in path testing. Genetic algorithms have been successfully used in many software testing activities such as generating test data, selecting test cases and test cases prioritization. In this paper, we introduce a new genetic algorithm for generating test paths. In this algorithm the length of the chromosome varies from iteration to another according to the change in the length of the path. Based on the proposed algorithm, we present a new technique for automatically generating a set of basis test paths which can be used as testing paths in any path testing method. The proposed technique uses a method to verify the independency of the generated paths to be included in the basis set of paths. In addition, this technique employs a method for checking the feasibility of the generated paths. We introduce new definitions for the key concepts of genetic algorithm such as chromosome representation, crossover, mutation, and fitness function to be compatible with path generation. In addition, we present a case study to show the efficiency of our technique. We conducted a set of experiments to evaluate the effectiveness of the proposed path generation technique. The results showed that the proposed technique causes substantial reduction in path generation effort, and that the proposed GA algorithm is effective in test path generation.
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1. Introduction

Structural testing requires the execution of a set of test paths in the program under testing. Generating this set of paths is a critical task and can influence the efficacy and cost of testing activity. Therefore, the automation and reduction of this task are strongly desirable for simplifying the testing process.

Basis path testing is one of the very powerful structural testing criteria. Basis path testing requires number of test paths (basis paths) equals to the cyclomatic complexity of program [1] such that every path is an independent path and all edges in the control-flow graph (CFG) are covered by all paths in the basis set of paths. In addition, a path that is not contained in the basis set of paths can be constructed by a linear combination of the paths in this set.

Search-based optimization techniques such as simulated annealing, genetic algorithms, and genetic programming have been successfully applied to a wide number of software engineering activities, right across the life-cycle of the software from requirements engineering (e.g., [2]), project planning and cost estimation (e.g., [3,4]) through testing (e.g., [5–12]), to automated maintenance (e.g., [13]), service oriented software engineering (e.g., [14]), compiler optimization (e.g., [15]) and quality assessment (e.g., [16]). Recently, Harman et al. [17] introduced a comprehensive review and classification of literature on search-based software engineering. This work identifies research trends and relationships between the techniques applied and the applications to which they have been applied and highlights...
gaps in the literature and avenues for further research. However, as the list of application areas above indicates, search-based optimization techniques can be applied right across the spectrum of software engineering activity [17]. A wide range of different optimization and search techniques can and have been used. The most widely used are local search (e.g., [18]), simulated annealing (e.g., [19]), genetic algorithm (e.g., [8–12,20]) and genetic programming (e.g., [3]).

The major contributions of this paper are as follows. This paper introduces a new variable length genetic algorithm. In the proposed algorithm, the length of each chromosome varies from iteration to iteration according to the changing in the length of the path. Based on the proposed algorithm, the paper introduces a new technique for automatically generating a set of basis test paths. This paper presents new definitions for all key elements of the new genetic algorithm such as representation, crossover, and mutation to be compatible with path generation process. In addition, it introduces a new fitness function to evaluate the generated paths. Besides, it uses a method to verify the independency of the generated paths to append them to the basis set of paths. In addition, the proposed technique employs a method for checking the feasibility of the generated paths. The proposed technique overcomes the problem of loops in the CFG. In addition, the paper presents a case study to show the efficiency of our new technique. Some experiments to evaluate the effectiveness of the proposed approach and answer the two research questions: RQ1) How effective is our proposed technique in generating basis test paths? and RQ2) How effective is our proposed technique in generating feasible test paths? are conducted. The results showed that the proposed approach causes substantial reduction in the path generation effort, and that the proposed GA algorithm is effective in generating the basis test paths.

The rest of the paper is organized as follows: Section 2 discusses and compares related work. Section 3 introduces the problem formulation. Section 4 gives some definitions and basic concepts. Section 5 presents our proposed strategy. Section 6 introduces a case study of the proposed method. Section 7 describes empirical studies which are performed to evaluate our proposed strategy and tool. Section 8 concludes this paper.

2. Related research

Some path generation methods have been introduced so far. Bertolino and Marre [21] provided a path generation method by using a reduced CFG. Although all the statements and branches can be covered by the generated set of paths, it cannot be assured that the set of paths generated by this method is a basis set of paths.

Pool [22] discussed a basis paths generation method based on the depth first search in CFG. It uses a recursive search in the CFG. As Pool’s method, the loop is not taken into account. In addition, this method didn’t consider how to choose the successor of multiple-successors node in a CFG to build a basis path during the construction of the basis set of paths. The major limitation is that the method is unreliable on unstructured code. Useful test cases may be generated, but the number of paths in the basis set is no longer equal to the complexity measure of the control flow graph.

Guangmei et al. [23] presented an automatic generation method of basis set of paths which is built by searching the CFG using depth-first searching method. In order to avoid the infinite repetition of the algorithm, and for reducing the searching procedure, the sub-path from the multi-indegree nodes to the end node of a program and the sub-path that contains a loop are recorded during the construction of a basis path. This method did not handle infeasible paths.

Yan and Zhang [24] presented a method for generating a finite set \( F \) of feasible paths which satisfies the basis path coverage criterion. Then, they found a minimal subset \( S \) of set \( F \) such that \( S \) satisfies the test coverage criterion. The first step should check the feasibility of all paths and feasibility checking is quite time-consuming.

Zhonglin and Lingxia [25] and Qingfeng and Xiao [26] use cyclomatic complexity in generating a set of linearly independent paths. Many of the generated basis paths are infeasible because data dependences exist in variables involved in decision node. They combine the baseline method with the dependence relationship to avoid selecting infeasible paths. These methods didn’t handle loops.

Genetic algorithms have been the most widely employed search-based technique in software testing activities such as finding test data [8–12,27,28]. Bint and Site [29] discussed a path generation method based on genetic algorithm. The drawback of this method is that the generated set of paths cannot cover all edges of the CFG because the loop operation is removed. In addition, this method cannot generate basis paths. To overcome the drawbacks of the previous methods, we introduce a new genetic algorithm based test path generation technique.

Why do we use genetic algorithms?

From the previous discussion, there is no doubt that basis paths generation is a demand task and genetic algorithm is one of the powerful search-based techniques which have been successfully used throughout the lifecycle of the software. For the following reasons we will utilize genetic algorithms to generate the basis test paths.

- Search-based algorithms have been successfully applied to generate the paths in many software engineering activities. K. Derderian et al. [30], A. Kalaji et al. [31,32], and T. Yano et al. [33] have been successfully used genetic algorithms based techniques for generating feasible transition paths (FTPs) for model based testing. In addition, P. Srivastava et al. [34], A. Ghiduk [35], and S. Babu Lam [36] have been successfully used ant colony based techniques for finding test paths. J. Bint and R. Site used genetic algorithms and error prone path identification for optimizing testing efficiency [29]. Alba et al. [37] illustrated the efficiency genetic algorithms for detecting the shortest paths that lead to deadlocks in large concurrent java programs.
- Genetic algorithm outperforms depth-first search (DFS) in solving some search problems. M.M. Naoghare and V.M. Deshmukh [38] used genetic algorithm to
solve verbal arithmetic problems and they proved that genetic algorithm can find the solution more quickly than DFS with less memory.

- The search space in path generation problem is very large. Where, there are too large number of paths in the program and it may be infinite in case of loops. Then, the search space of generating basis paths is very large which is suitable for applying search-based algorithms. Therefore, our proposed approach uses GA and dd-graph to represent the program [21]. The dd-graph can be constructed by reducing CFG [21], interprocedural call graph [40] or class call graph [41]. Therefore, the proposed approach can be applied on the unit level, interprocedural level, and object oriented level. This means that our proposed method can be applied on small search space such as control flow graph of program unit as well as large search space such as interprocedural control flow graph of structured program [40] or class call graph [41] of object oriented program.

- The exhaustive searches based methods can stack in the local minima. In contrast, genetic algorithms are powerful tool for large-scale nonlinear optimization problems [39]. The additional advantages over conventional methods such as iterative least squares is that the sampling is global, rather than local, thereby reducing the tendency to become entrapped in local minima and avoiding a dependency on an assumed starting model. They also share a desirable characteristic of the local methods in that they assimilate and take advantage of information collected during the sampling of the model space, resulting in an extremely efficient and robust optimization technique [39].

3. Basis path testing

Structural testing generally requires the execution of a set Q of paths in the program under testing. Determining Q is a very important and critical task, and its automation is strongly desirable for easing the testing strategy. This task can influence the efficacy and the testing effort and costs.

Thomas McCabe [1] came up with the idea of using a vector space to carry out path testing. A vector space is a set of elements along with certain operations that can be performed upon these elements. What makes vector spaces an attractive proposition to testers is that they contain a basis. The basis of a vector space contains a set of vectors that are independent of one another, and have a spanning property; this means that everything within the vector space can be expressed in terms of the elements within the basis. What McCabe noticed was that if a basis could be provided for a program graph, this basis could be subjected to rigorous testing; if proven to be without fault, it could be assumed that those paths expressed in terms of that basis are also correct. The method devised by McCabe to carry out basis path testing has the following four steps:

- Compute the program graph.
- Calculate the cyclomatic complexity. In graph theory, the cyclomatic number is defined as $C(G) = m - n + q$, where $m$ is number of edges in the graph $G$, $n$ is number of nodes, and $q$ is number of strongly connected components. For a program that has a single entry and exit point, $q = 1$ [24]. In basis path testing, the cyclomatic complexity should be the upper limit for the number of basis paths [42].
- Select a basis set of paths.
- Generate test cases for each of these paths.

Independent path: An independent path is a path of a program, where at least one edge of this path never appears in any other path in the control-flow graph (CFG).

Basis set of paths and basis path: A basis set of paths is a set of paths; every path in this set should satisfy the next three conditions:

- Every path should be an independent path.
- All edges in a CFG should be covered by all paths in the basis set.
- Every path not contained in this basis set of paths can be constructed by linear operations among paths in this set.

The path contained in a basis set is called a basis path. The problem of this work is defining a new genetic algorithm and using it for generating the set Q of basis paths.

4. Basic concepts

We introduce here some basic concepts that will be used throughout this work.

4.1. Genetic algorithms principles

The basic concepts of genetic algorithms (GAs) were developed by Holland [43]. The GAs start by creating an initial population of individuals, each represented by a randomly generated binary string called chromosome. The basic algorithm of GAs, where $P(n)$ is the population strings at generation number $n$, is as follows:

1. initialize $P(n)$;
2. evaluate $P(n)$;
3. while termination condition not satisfied do
   4. select $P(n + 1)$ from $P(n)$;
   5. recombine $P(n + 1)$;
   6. evaluate $P(n + 1)$;
   7. $n = n + 1$;
4. end while

In the evaluation step, the fitness of each individual is determined. The selection step is used to find pairs of individuals that will be combined in some way to contribute to the next generation. The process of crossover involves two chromosomes swapping chunks of data. Mutation introduces slight changes into a small proportion of population and is representative of an evolutionary step. The above algorithm will iterate until the population has evolved to
form a solution to the problem, or until a termination condition is satisfied.

4.2. Program representation

A program’s structure is analyzed on the program flow-graph (i.e., an annotated directed graph which represents graphically the information needed to select the test cases).

A control-flow graph (CFG) is a directed graph \( G = (N, E) \), with two distinguished nodes—a unique entry \((n_0)\) and a unique exit \((n_k)\). \( N \) is a set of nodes, where each node represents a statement, and \( E \) is a set of directed edges, where a directed edge \( e = (n, m) \) is an ordered pair of adjacent nodes, called tail and head of \( e \), respectively [21].

An inter-procedural call graph is directed in which nodes represent procedures in the program. An edge \((p_1, p_2)\) exists if procedure \( p_1 \) can call procedure \( p_2 \) from which nodes represent procedures in the program. An edge tests cases).

A directed graph \((DDG)\) is a set of nodes and \((E)\) is a set of edges, with \( (\text{indegree}) \) and \( (\text{outdegree}) \). \( DDG \) is a directed graph \((DDG)\) is an ordered pair of adjacent nodes, called \( \text{tail} \) and \( \text{head} \) of \( e \), respectively [21].

An edge \( e \) in a dd-graph \((DDG)\) is an ordered pair of adjacent nodes, called \( \text{tail} \) and \( \text{head} \) of \( e \), respectively (i.e., \( e = (\text{tail}(e), \text{head}(e)) \)).

A path \( p \) of length \( l \) in a dd-graph \((DDG)\) is a sequence \( p = e_0, e_1, e_2, \ldots, e_l \), where \( \text{tail}(e_{i+1}) = \text{head}(e_i) \) for \( i = 1, 2, \ldots, l - 1 \). A path \( p \) is simple if all its nodes, except possibly the first and last, are distinct. A complete path in a dd-graph \((DDG)\) is a path from the entry node to the exit node of \((DDG)\). Given a path \( p = e_0, e_1, e_2, \ldots, e_l \), then a path \( p' = e_i, e_{i+1}, \ldots, e_j \) from \( e_i \) to \( e_j \), with \( 1 \leq i < j \leq l \), is called subpath of \( p \).

A Bertolino and M. Marre [21] provided a procedure to construct the dd-graph by reducing the control-flow graph of the program. Fig. 1(a) gives an example program, Fig. 1(b) shows its control-flow graph, and Fig. 1(c) provides its dd-graph.

In our proposed technique, we will represent the program under test as a dd-graph according to the above definitions.

5. Our proposed technique

5.1. Our new genetic algorithm

In this section, we present our proposed GA for automatic generation of basis test paths for the tested software, which uses a new fitness function to evaluate the generated test path. This fitness function depends on the concepts of the number of the adjacent edges in the dd-graph of the software under test. The algorithm searches for test paths that satisfy the three conditions of the basis set of path (see Section 3). The major components of this GA are discussed below.

5.1.1. The search space of our algorithm

The search space is the set of all solutions among which the desired solution resides. Each point in the search space represents one possible solution. Suppose that DDG is a dd-graph of tested program. The search space of our new genetic algorithm is \( D \), where

\[
D = \{ e \in DDG \text{ and } e \text{ is reached by entry and reaches exit} \}
\]

In other words, the input domain of our algorithm is the set of all edges in the dd-graph of the program under test. For example, the search space of the example program in Fig. 1 is the set of edges \( D = \{ e_0, e_1, e_2, e_3, e_4, e_5, e_6, e_7, e_8, e_9 \} \).

5.1.2. Encoding

Encoding is a process of representing individual genes. The process can be performed using bits, numbers, trees, arrays, lists or any other objects. The encoding depends mainly on solving the problem. For example, one can encode directly real or integer numbers. On the other hand, it is necessary to develop new genetic operator’s specific to the problem.

The proposed GA uses a vector of integer numbers as a chromosome to represent the edges in the dd-graph of the program under test. The length of the vector (chromosome) depends on the length of the required basis path. Each edge in the dd-graph is represented by its index in the chromosome. In addition, each cell (value) in the vector (chromosome) is mapped into its corresponding edge using the map:

\[
M : i \in \text{chromosome} \rightarrow e_i \in \text{dd-graph}.
\]

For example, consider the program in Fig. 1 and suppose an example chromosome: \((0, 1, 3, 5, 9)\). By using \( M \), the given chromosome is mapped into the path \( p = \{ e_0, e_1, e_2, e_3, e_5, e_9 \} \).

5.1.3. Initial population

As mentioned above, each chromosome is represented by a vector of integer numbers. We randomly generate \( P_S \) integer vectors (chromosomes) of length \( 2 \) to represent the initial population, where \( P_S \) is the population size. The appropriate value of \( P_S \) is experimentally determined. Each individual in the initial population contains two edges the entry and the exit of the dd-graph of the program under test. For the example in Fig. 1, all individuals have the form \((0, 9)\) corresponds to the path \( \{ e_0, e_9 \} \). The minimum length of the chromosome is two and the maximum length equals the number of edges in the dd-graph.

5.1.4. Evaluation function

For defining the fitness function, the proposed algorithm uses the definition of paths. The fitness function depends on the probability of the adjacent edges in the
#include <iostream.h>
void main()
{
    int a, b, c, n;
    1 cin >> a >> b;
    2 if(a < 6)
    3    c = a;
        }
    else
    4    c = b;
    5    n = c;
    6    while(n < 8)
    7        if(b > c)
    8            c = 2;
            }
        else
        9            n = n + c + 7;
    10        n = n + 1;
    11    cout << a << b << n;
}

Fig. 1. (a) An example program, (b) its control-flow graph, and (c) its dd-graph.

path. The algorithm uses this fitness function to evaluate each generated path.

The fitness value \( ft(v_i) \) for each chromosome \( v_i \) \( (i = 1, \ldots, PS) \) is calculated as follows:

\[
ft(v_i) = \sum_{j=1}^{d(v_i)} w(e_j) \tag{1}
\]

where, \( d(v_i) \) is the number of adjacent edges in the chromosome \( v_i \), \( w(e_j) \) is the weight (probability) of edge \( e_j \) in the chromosome \( v_i \), \( w(e_j) \) is calculated as follows:

\[
\frac{1}{L(v_i)}
\]

where, \( L(v_i) \) the length of the chromosome \( v_i \) (i.e., the total number of edges in the chromosome \( v_i \)). The fitness function can be written as the number of adjacent edges in the chromosome divided by the total number of edges in the same chromosome.

The fitness value is the only feedback from the problem for the GA. A test case that is represented by the chromosome \( v_1 \) is optimal if its fitness value \( ft(v_1) = 1 \).

Consider Fig. 1(c) and suppose that \( v_1 = (0, 1, 9), v_2 = (0, 2, 3, 9), v_3 = (0, 1, 3, 5, 9), \) and \( v_4 = (0, 2, 3, 4, 6, 8, 9) \) are set of chromosomes of different lengths. Chromosomes \( v_1, v_2, v_3, \) and \( v_4 \) contain 3, 4, 5, and 7 genes (edges), respectively. Chromosomes \( v_1, v_2, v_3, \) and \( v_4 \) contain 2, 3, 5, and 5 adjacent edges, respectively. Therefore, \( L(v_1) = 3, L(v_2) = 4, L(v_3) = 5, \) and \( L(v_4) = 7 \) and \( d(v_1) = 2, d(v_2) = 3, d(v_3) = 5, \) and \( d(v_4) = 5 \).

The probability of each gene in \( v_1 = 1/3, \) the probability of each gene in \( v_2 = 1/4, \) the probability of each gene in \( v_3 = 1/5, \) and the probability of each gene in \( v_4 = 1/7. \)

According to Eq. (1), \( ft(v_1) = 2/3, ft(v_2) = 3/4, ft(v_3) = 5/5 = 1 \) and \( ft(v_4) = 5/7. \)

In this case, the fourth chromosome has the highest fitness. Then, the path \( p_3 = \{e_0, e_1, e_3, e_5, e_9\} \), which corresponds to the chromosome \( v_3 \), is the optimal path. After that, we check the independency of this path, if this path is independent path, then we add this path to the basis set of paths.

We have to note that all chromosomes of a population in any iteration of the algorithm have the same length but these lengths vary from iteration to iteration. This means that the algorithm favors smaller paths because the lengths of chromosomes in a population are smaller than their lengths in the next population.

5.1.5. Selection

After computing the fitness of each test path in the current population, the algorithm selects test paths from all the members of the current population that will be parents of the new population. In the selection process, the proposed GA uses the roulette wheel method [44]. The selection process is based on spinning the roulette wheel \( PS \) times; each time we select a single chromosome for a new population.

5.1.6. Reproduction

In the Reproduction phase, we use three operators, crossover, mutation and breeding (a new operator we have proposed it), which are the key to the power of GAs. These operators create new individuals from the selected parents to form a new population.

Crossover: The proposed GA uses the uniform crossover to exchange information at a random position in the
selected two chromosomes to produce new two chromosomes [44]. The probability of crossover PX gives us the expected number of chromosomes, which undergo the crossover operation.

For each pair of coupled chromosomes we generate a random integer number pos from the range $[2 \ldots L - 1]$ ($L$ is the number of edges in a chromosome). The number pos indicates the position of the crossing point. Two chromosomes $(b_1 \cdots b_{pos} b_{pos+1} \cdots b_n)$ and $(c_1 \cdots c_{pos} \cdot c_{pos+1} \cdots c_n)$ are replaced by a pair of their offspring $(b_1 \cdots b_{pos} c_{pos+1} \cdots c_n)$ and $(c_1 \cdots c_{pos} b_{pos+1} \cdots b_n)$.

Suppose that $C_1 = (0, 1, 3, 5, 9)$ and $C_2 = (0, 2, 3, 4, 9)$ are two chromosomes and pos $= 3 \in [2 \ldots 4]$, where $L = 5$. After applying the crossover operator the new chromosomes are $B_1 = (0, 1, 3, 4, 9)$ and $B_2 = (0, 2, 3, 5, 9)$.

**Mutation**: Mutation operates after the crossover operator and changes each cell with the pre-determined probability. The probability of mutation PM, gives us the expected number of mutated cells [44]. Our proposed GA performs the following procedure for each chromosome in the current population and for each cell within the chromosome:

- Generate a random number $r$ from the range $[0 \ldots 1]$;
- If $r < \text{MP}$ then mutate the cell by replacing the edge with another edge of its siblings (edges with the same parent are called siblings such as $e_1$ and $e_2$).

Suppose that $C_1 = (0, 1, 3, 5, 9)$ is a chromosome. The second cell which has the value 1 will mutate to the value 2. Therefore the new chromosome will be $B_1 = (0, 2, 3, 5, 9)$.

**Breeding**: We have developed this new operator to extend the chromosomes to represent complete paths. The main contribution of this operator in the processes of the proposed genetic algorithm is inserting new edges or edges into the chromosomes until they compose complete paths. It is performed on a cell level after the mutation operator. This operator is applied periodically in all iterations of the proposed genetic algorithm.

Breeding operator is performed in the following way:

For each chromosome in the current population:

- Generate a random integer number pos from the range $[2 \ldots L - 1]$, $L$ is the length of the chromosome. The number pos indicates the position of the breeding point.
- Identify the edge at the position pos and randomly select one edge of its successors edges.
- Then, insert the successor edge at the position pos + 1 and increase the length of the chromosome by one.

Suppose that $v_1 = (0, 1, 3, 4, 9)$ is a chromosome and pos $= 4$. The edge at position 4 is $e_4$. The successors of $e_4$ are $e_5$ and $e_7$. We randomly select one of these successors (e.g., $e_5$) and insert it at position 5. The new chromosome is $v'_1 = (0, 1, 3, 4, 6, 9)$. This chromosome will be extended many times in the next cycles of the proposed genetic algorithm via the breeding operator to obtain a chromosome such as $(0, 1, 3, 4, 6, 8, 5, 9)$ which represents the complete path $(e_0, e_1, e_3, e_4, e_6, e_8, e_5, e_9)$.

5.1.7. Elitist

The elitist function enhances the current population by storing one copy of the best member of the previous population. If the best member of the current population is worse than the best member of the previous population it exchanges them, and the best member of the current population would replace the worst member of the current population. After that, it stores the best member of the current population.

5.1.8. The stop conditions

In the traditional GA the population would evolve until one individual from the whole set which represents the solution is found. In our case, this condition would correspond to finding group of paths achieving the basis test paths conditions. The evolution stops when a set of individuals has satisfied the required conditions in Section 3. The solution is this set.

The algorithm will stop and the search will end in two cases. The first case when the generated test paths satisfy the conditions of the basis set of paths. The second case when the number of generations reaches the maximum number of generations.

5.2. The overall algorithm of our technique

Our proposed GA-based technique accepts as input the program to be tested, the control-flow graph (CFG) and the dd-graph (DDG) of the program, the entry ($e_0$) and the exit ($e_k$) edges of the dd-graph (DDG) and the set $(S_i)$ of successors of each edge $e_i$. Also, it accepts the GA parameters such as population size (PS), maximum number of generations (MG), and probabilities of the crossover (PX) and mutation (PM). The algorithm produces a set of basis test paths.

The algorithm generates one basis test path at a time and repeats until the required paths are obtained or the maximum number of generations is exceeded. The overall algorithm is presented in Fig. 2.

5.3. A basis test paths generation tool

We proposed a basis test paths generation tool based on our proposed technique. This tool consists of four main modules:

1) The Analysis Module.
2) Path Generation Module.
3) Feasibility Checking Module.
4) Independency Checking Module.

Fig. 3 shows the overall diagram of our proposed tool. We give more details of these four modules of our tool in the following subsections.

5.3.1. The analysis module

The analysis module has been built to perform the following tasks:
Read the program under test.

Classify program statements and reformats them to facilitate the construction of the program CFG.

Construct the control-flow graph of the reformatted-version of the program (see Fig. 1(b)).

Construct the dd-graph by reducing the control-flow graph using the REDUCE algorithm [21]. Fig. 1(c) gives an example dd-graph after applying the REDUCE algorithm on the control-flow graph.

Find the set of successors for each edge in the DDG.

Pass the control-flow graph, dd-graph, and table of successors to the test path generation module.

Table 1 shows the set of successors of each edge in the dd-graph of the example program which is given in Fig. 1.

5.3.2. Path generation module

The path generation module uses the suggested genetic algorithm to generate set of basis test paths. This module
starts by initializing all paths by the entry and exit edges of the dd-graph of the program under test. Then it will increment each path by adding new edges until getting a complete path. For example \{e_0, e_9\} is the initialization of any path then the algorithm will add new edges according to the operators of the genetic algorithm until getting a complete path such as \{e_0, e_2, e_4, e_6, e_9\}. In case of loop our technique reiterates the loop until covering all edges in the loop such that it selects the edges which are not covered yet. The path generation module passes the generated path to the feasibility checking module to check the feasibility of the generated path.

### 5.3.3. Feasibility checking module

The feasibility checker collects all the constraints of the generated path. Then it calls a constraints solver such as Sugar [49] to check the consistency of the constraints. If the path is feasible (i.e., constraints are consistent), this module passes the path to the independency checking module, otherwise it passes the path to the path generation module to generate another path. The feasibility checking module can use any feasibility checking method such as the method of Ngo and Tan [50] or the method of Yan and Zhang [51].

### 5.3.4. Independency checking module

The approach checks the independency of the generated complete path using the independency checking module; if the generated path is an independent path, the algorithm adds this path to the basis set of paths. Otherwise the algorithm ignores this path and starts new cycle to find a different complete path. The algorithm generates test paths one at a time. Therefore, the algorithm will repeat this process until generating the set of basis test paths or satisfying the stop condition.

### 6. A case study

In this section, we introduce a case study to show how the proposed technique can find a basis set of test paths for the example program in Fig. 1. In the following, we will show all the steps of our proposed genetic algorithm. Suppose that the population size (PS) is 4.

#### 6.1. Initial population

The initial population is four individuals, each one contains the entry and the exit edges only. Table 2 shows the four chromosomes of the initial populations.

#### 6.2. Evaluation of the current population

Suppose that the current population has the following four chromosomes: C_1 = (0.1, 3.5, 9), C_2 = (0.2, 3, 4, 9), C_3 = (0.2, 3, 5, 9) and C_4 = (0.1, 3, 4, 9). To find the fitness value of each chromosome, we convert each chromosome into the corresponding path. Then, we use Eq. (1) to find the fitness value for each chromosome. In each chromosome there are five edges in its corresponding path.
Table 3
The fitness values of the current population.

<table>
<thead>
<tr>
<th>Chromosome #</th>
<th>Corresponding path</th>
<th>Fitness value</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>( e_0, e_1, e_3, e_5, e_9 )</td>
<td>0.80</td>
</tr>
<tr>
<td>C2</td>
<td>( e_0, e_2, e_3, e_4, e_9 )</td>
<td>0.80</td>
</tr>
<tr>
<td>C3</td>
<td>( e_0, e_2, e_3, e_5, e_9 )</td>
<td>0.80</td>
</tr>
<tr>
<td>C4</td>
<td>( e_0, e_1, e_2, e_4, e_9 )</td>
<td>0.80</td>
</tr>
</tbody>
</table>

Table 4
The roulette wheel.

<table>
<thead>
<tr>
<th>C #</th>
<th>Fitness value</th>
<th>Relative fitness</th>
<th>Cumulative fitness</th>
<th>( r )</th>
<th>Parents</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>0.80</td>
<td>0.25</td>
<td>0.25</td>
<td>0.70</td>
<td>C2</td>
</tr>
<tr>
<td>C2</td>
<td>0.80</td>
<td>0.25</td>
<td>0.50</td>
<td>0.20</td>
<td>C1</td>
</tr>
<tr>
<td>C3</td>
<td>0.80</td>
<td>0.25</td>
<td>0.75</td>
<td>0.80</td>
<td>C3</td>
</tr>
<tr>
<td>C4</td>
<td>0.80</td>
<td>0.25</td>
<td>1.0</td>
<td>0.15</td>
<td>C1</td>
</tr>
</tbody>
</table>

Table 5
The selected parents for crossover.

<table>
<thead>
<tr>
<th>Parents</th>
<th>( R )</th>
<th>( \text{The selected parents} )</th>
<th>New individual pos = 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pa1 = C2</td>
<td>0.65</td>
<td>( e_0, e_1, e_3, e_4, e_9 )</td>
<td>( e_0, e_1, e_3, e_4, e_9 )</td>
</tr>
<tr>
<td>Pa2 = C1</td>
<td>0.82</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Pa3 = C3</td>
<td>0.87</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Pa4 = C1</td>
<td>0.40</td>
<td>( e_0, e_2, e_3, e_4, e_9 )</td>
<td>( e_0, e_2, e_3, e_4, e_9 )</td>
</tr>
</tbody>
</table>

Table 6
The mutation operation.

<table>
<thead>
<tr>
<th>Current population</th>
<th>( R )</th>
<th>New population</th>
</tr>
</thead>
<tbody>
<tr>
<td>( e_0, e_1, e_3, e_4, e_9 )</td>
<td>0.5, 0.1, 0.1, 0.2, 0.1</td>
<td>( e_0, e_2, e_3, e_4, e_9 )</td>
</tr>
<tr>
<td>( e_0, e_1, e_3, e_4, e_9 )</td>
<td>0.1, 0.6, 0.2, 0.1, 0.1</td>
<td>( e_0, e_1, e_3, e_4, e_9 )</td>
</tr>
<tr>
<td>( e_0, e_2, e_3, e_4, e_9 )</td>
<td>0.1, 0.1, 0.4, 0.4, 0.1</td>
<td>( e_0, e_1, e_3, e_4, e_9 )</td>
</tr>
<tr>
<td>( e_0, e_2, e_3, e_4, e_9 )</td>
<td>0.1, 0.2, 0.1, 0.1, 0.1</td>
<td>( e_0, e_2, e_3, e_5, e_9 )</td>
</tr>
</tbody>
</table>

(\( L = 5 \)), and four adjacent edges (\( d = 4 \)). Then, \( w_i = 1/5, i = 1, \ldots, 5 \). Therefore, the fitness value of \( C_1 = f_l(C_1) = w_1 + w_2 + w_3 + w_4 = 4/5 = 0.8 \). Table 3 shows the fitness values of the current population.

6.3. Selection

We use the roulette wheel method to select the parents of the next population. The total fitness \( F = f_l(C_1) + f_l(C_2) + f_l(C_3) + f_l(C_4) = 3.2 \). Table 4 shows the computations of roulette wheel.

6.4. Crossover

Suppose that the probability of crossover \( PX = 0.80 \). Therefore, the expected number of chromosomes is 4, where \( PX \times PS = 0.8 \times 5 = 4 \). Table 5 shows the new individuals after applying the crossover operator on the selected individuals.

6.5. Mutation

Suppose that the probability of mutation \( PM = 0.15 \). Therefore, the expected number of mutated cells is 3, where \( PM \times L \times PS = 0.15 \times 5 \times 4 = 3 \). Table 6 shows the new population after applying the mutation operator.

6.6. Breeding

Suppose that the random number \( pos = \) number of adjacent edges in the chromosome = 4. Then, the proposed GA inserts the successor edge at position 5. Table 7 shows the results of applying the breeding operator. After computing the fitness of the new population, we get two independent paths \( p_1 = e_0, e_1, e_3, e_5, e_9 \) and \( p_2 = e_0, e_2, e_3, e_5, e_9 \). The algorithm will repeat the steps from 3 into 6 to get other two independent paths \( p_3 = e_0, e_1, e_3, e_4, e_6, e_8, e_9 \) and \( p_4 = e_0, e_1, e_3, e_4, e_7, e_8, e_9 \). We can see that \( p_1 \) is a sub-path from \( p_3 \) and \( p_4 \) as well. Where the cyclomatic complexity of the dd-graph in Fig. 1 \( C(DDG) = 10 - 8 + 1 = 3 \). Therefore, the set of basis test paths consists of the three paths \( p_2 \), \( p_3 \), and \( p_4 \).

From the case study, the proposed genetic algorithm is effective to generate the basis paths. The set of basis test paths may include some infeasible paths which do not have alternative feasible paths. Except the infeasible paths all the generated basis paths are executable paths and can be run independently of the rest of the code. We can use our proposed genetic algorithm based approach in [45] to find some input data for executing each path in the basis set of paths.

7. Empirical studies

In this section, we describe the empirical studies which we performed to evaluate our proposed technique and to answer the following research questions:

RQ1: How effective is our proposed technique in generating basis test paths?
RQ2: How effective is our proposed technique in generating feasible test paths?

7.1. Empirical setup

7.1.1. Tool implementation

Fig. 3 gives the architecture of the tool of our proposed technique, which consists of four modules: the analysis module, the path generation module, the feasibility checking module, and independency checking module. We will use this tool to conduct our proposed empirical studies.

7.1.2. Subject programs

For the empirical studies, we selected a set of common programs of the literature [45–48,52,53]. Some of these programs are usually used in software testing researches such as “triangle classifier” (P#1), “middle value” (P#2), “power \( x^y \)” (P#3), and “remainder” (P#4) programs. Programs (P#5–P#9) are synthetic programs of complex structure such as nested ifs, nested loops, and nested loops and ifs. We selected other two complex programs. The first program (P#10) is the “line rectangle classifier” program which determines the position of a line in relation to a rectangle. It has eight real input variables; four of these represent the coordinates of a rectangle and the other four input variables represent the coordinates of a line [52]. The second program (P#11) is the ‘number of days’ program.
which calculates the number of days that are there between two input dates of the current century. It has six integer input variables: three correspond to the initial date and the other three to the final date [52,53].

Table 8 shows details of the programs: The first column, P#, gives program’s number; the second column, LOC, shows the number of lines of code in the program; the third column, NoN, gives the number of nodes in CFG of the program; the fourth column, NoE, gives the number of edges in CFG of the program; the fifth column, NoBP, gives the number of basis paths in the program; the sixth column, Description, provides a description of the program under test.

7.1.3. Procedure
We conducted the empirical studies as follows.

1. Run the analysis module of our prototype to find the control-flow graph, dd-graph, and table of successors of each node in the dd-graph.
2. Adapt the GA parameters to be $MG = 200$, $PS = 10$, $PX = 0.80$ and $PM = 0.15$.
3. Run the path generation module which uses the suggested genetic algorithm to generate one complete path.
4. Run the feasibility checking module to verify the feasibility of the generated path. If it is feasible path, then we pass it to the independency checking module. Otherwise, run the path generation module.
5. Run the independency checking module to verify the independency of the generated complete path. If the generated path is independent path, then we add it to the basis set of paths.
6. Iterate steps 3, 4 and 5 from this procedure to find the remainder of basis paths.

We repeated steps from 2 through 6 of the above procedure 10 times for each subject program. In each run, we re-adjust the parameters of the proposed GA. We considered the average of the generated paths in the 10 runs as the number of generated paths for each program (see Table 9).

7.1.4. Threats to validity
There are two main external threats to validity, which are conditions that limit the ability to generalize the results of the studies to a larger population of subjects. First, the subject programs are not large, and we cannot claim that these subjects represent a random selection over the population of programs as a whole. Second, the number of selected paths (population size) is constant. This means that selecting infeasible paths will affect the accuracy of the results. The main internal threats to validity, which can affect the dependent variables is the insufficient information about using genetic algorithm for generating test paths which lead to inadequate evaluation of our proposed technique.

7.2. Results and discussion

Table 9 shows the number of generated paths for each program in each run. Table 10 shows the actual number of basis paths in each subject programs and the number of generated basis paths by the proposed technique in each subject program. The proposed technique could find the total number of basis paths in six programs of the total eleven programs. For
Table 9
Generated paths for each program through 10 runs.

<table>
<thead>
<tr>
<th>P#</th>
<th>P#1</th>
<th>P#2</th>
<th>P#3</th>
<th>P#4</th>
<th>P#5</th>
<th>P#6</th>
<th>P#7</th>
<th>P#8</th>
<th>P#9</th>
<th>P#10</th>
<th>P#11</th>
</tr>
</thead>
<tbody>
<tr>
<td>Run#1</td>
<td>5</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>19</td>
<td>71</td>
</tr>
<tr>
<td>Run#2</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>20</td>
<td>78</td>
</tr>
<tr>
<td>Run#3</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>18</td>
</tr>
<tr>
<td>Run#4</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>21</td>
<td>76</td>
</tr>
<tr>
<td>Run#5</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>22</td>
<td>70</td>
</tr>
<tr>
<td>Run#6</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>24</td>
<td>82</td>
</tr>
<tr>
<td>Run#7</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>18</td>
<td>73</td>
</tr>
<tr>
<td>Run#8</td>
<td>5</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>22</td>
<td>70</td>
</tr>
<tr>
<td>Run#9</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>19</td>
<td>76</td>
</tr>
<tr>
<td>Run#10</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>21</td>
<td>80</td>
</tr>
<tr>
<td>Average</td>
<td>3.8</td>
<td>3.6</td>
<td>2.9</td>
<td>3.6</td>
<td>3.7</td>
<td>4.4</td>
<td>3</td>
<td>2.7</td>
<td>2.7</td>
<td>20.4</td>
<td>74.4</td>
</tr>
</tbody>
</table>

Table 10
Ratio of generated paths to actual number of paths.

<table>
<thead>
<tr>
<th>P#</th>
<th>No. of actual basis paths</th>
<th>No. of generated basis paths</th>
<th>Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>P#1</td>
<td>6</td>
<td>4</td>
<td>67%</td>
</tr>
<tr>
<td>P#2</td>
<td>5</td>
<td>4</td>
<td>80%</td>
</tr>
<tr>
<td>P#3</td>
<td>3</td>
<td>3</td>
<td>100%</td>
</tr>
<tr>
<td>P#4</td>
<td>5</td>
<td>4</td>
<td>80%</td>
</tr>
<tr>
<td>P#5</td>
<td>4</td>
<td>4</td>
<td>100%</td>
</tr>
<tr>
<td>P#6</td>
<td>5</td>
<td>5</td>
<td>100%</td>
</tr>
<tr>
<td>P#7</td>
<td>3</td>
<td>3</td>
<td>100%</td>
</tr>
<tr>
<td>P#8</td>
<td>3</td>
<td>3</td>
<td>100%</td>
</tr>
<tr>
<td>P#9</td>
<td>3</td>
<td>3</td>
<td>100%</td>
</tr>
<tr>
<td>P#10</td>
<td>25</td>
<td>21</td>
<td>84%</td>
</tr>
<tr>
<td>P#11</td>
<td>100</td>
<td>75</td>
<td>75%</td>
</tr>
<tr>
<td>Total</td>
<td>162</td>
<td>129</td>
<td>80%</td>
</tr>
</tbody>
</table>

Fig. 4. Actual and generated basis paths.

Fig. 5. Total number of generated basis paths and total number of feasible paths.

8. Conclusion

We introduced a new variable length genetic algorithm for automatically generating set of basis test paths which can be used as testing paths in any path testing technique. The length of each chromosome varies from iteration to iteration in the proposed genetic algorithm according to the change in the length of the path. Based on the proposed algorithm, we introduced a new technique for automatically generating set of basis test paths. We presented new definitions for all key elements of the new genetic algorithm such as representation, crossover, and mutation to be compatible with path generation process. In addition, we introduced a new fitness function to evaluate the generated paths. This technique used a method for checking the feasibility of the generated paths. Besides, we suggested a method to verify the independency of the generated paths to append them to the basis set of paths. The proposed technique overcomes the problem of loop in the $CFG$. In addition, we presented a case study to show the efficiency of our new technique. Some experiments to evaluate the effectiveness of the proposed approach are conducted. The results showed that the proposed approach causes a substantial reduction in the path generation effort, and that the proposed GA based technique is effective in path generation for path testing. In addition, the proposed technique has the ability to generate feasible paths.

Our future work is directed towards carrying out more complex experiments using some real programs to measure the efficiency of our strategy. We will use our proposed approach for generating the required paths to cover all programs, the proposed technique could find 80% of the total number of basis paths in all subject programs.

Fig. 4 gives the total number of basis paths in all subject programs which is 162 paths and the number of generated basis paths which is 129 paths. In addition, Fig. 4 shows the efficient of the proposed technique in generating basis test paths and answers the first research question.

Fig. 5 gives the total number of generated basis test paths in all subject programs which is 129 paths and the number of feasible paths which is 118 paths. From Fig. 5, we can see that 91.5% of the total number of generated basis paths in all subject programs is feasible paths. In addition, Fig. 5 shows the efficient of the proposed technique in generating feasible basis test paths and answers the second research question.
other control-flow and data-flow criteria. Then, we will use GA for generating test data for cover all the basis test paths. In addition, our future work will direct to apply another search-based technique such as Practical Swarm Optimization Algorithms (PSO) to generate test paths for some control-flow and data-flow criteria and compare the efficiency of GA with the efficiency of PSO in generating test paths. Also, our future work includes enhancing our approach by including the test prioritization technique to arrange the generated test paths such that the higher priority tests can be executed earlier than lower priority tests. In addition, we will conduct an empirical comparison of genetic algorithm with depth first search algorithm for generating test paths and test data to cover a test coverage criterion.
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