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1 Introduction

Over the past decade gene expression data sets have been generated at an increasing pace. In addition to ever increasing data generation, the biomedical literature is growing exponentially. The PubMed database (Sayers et al., 2010) comprises more than 20 million citations as of October 2010. The goal of our method is the prediction of putative upstream regulators of observed expression changes based on a set of over 400,000 causal relationships. The resulting putative regulators constitute directly testable hypotheses for follow-up.

2 Methods

In order to find those regulators, we first construct a \textit{causal graph} $G_C$ whose nodes are transcript levels, compound concentrations, and states of biological processes. To represent causality, each node appears twice, once with a $+$ sign (upregulation) and once with a $-$ sign (downregulation). A directed edge from node $a$ to node $b$ means that the abundance or activity of $b$ is regulated by the abundance or activity of $a$. Each node is annotated with various identifiers, and each edge is annotated with the article it is based on and the specific excerpt that gave rise to it, to facilitate hypothesis validation for the scientists. We licensed the substrate for our method from two vendors: Ingenuity Inc. and Genstruct Inc. This yields 250,000 unique relationships covering 65,000 full-text articles indexed by PubMed. Pollard et al., 2005 presented a similar approach, but did not provide any details on implementation.

The gene expression data determines the subset $G^+$ of all genes that are significantly overexpressed and the subset $G^-$ of all genes that are significantly
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underexpressed. We define $G^\pm := G^+ \cup G^-$. We choose a distance threshold $\Delta$ which determines the maximum length of the paths we consider. Given a hypothesis $h \in V(G_C)$, we classify each node of $G_C$ into one of three possible sets: $S^+_h := \{v \in V(G_C) | d(h, v) \leq \Delta, d(h, v) < d(h, -v)\}$, $S^-_h := \{v \in V(G_C) | d(h, -v) \leq \Delta, d(h, -v) < d(h, v)\}$, $S^0_h := \{v \in V(G_C) | d(h, v) > \Delta \lor d(h, v) = d(h, -v)\}$, where $d(\cdot, \cdot)$ is the distance between two nodes in the graph $G_C$. In order to evaluate the goodness-of-fit of a hypothesis $h$ to the observed expression data, we score 1 for each correct prediction, -1 for each incorrect prediction, and 0 for each ambiguous prediction made by $h$ about $G^\pm$. We define $n_{\sigma, \tau} := |S^\sigma_h \cap G^\tau|$ for $\sigma, \tau \in \{+, -, \}$. That is, the score of hypothesis $h$ is $s(h, G^\pm) = n_{++} + n_{--} - n_{+-} - n_{-+}$. However, a good score does not necessarily mean good explanatory power, because of possible connectivity differences between the nodes of $G_C$. Therefore we also look at statistical significance. For a given hypothesis $h$ and a given score $s_0 := s(h, G^\pm)$, we would like to compute the probability of $h$ scoring $s_0$ or better with a random set of genes $G^+_R := G_R^+ \cup G^-_R$, chosen with $|G^+_R| = |G^+|$ and $|G^-_R| = |G^-|$. We have developed a method for computing this probability in time cubic in $|G^\pm|$.

When processing a particular data set, our algorithm begins by computing the scores for each hypothesis and ranks the set of all hypotheses by their score. The correctness $p$-value $p$ of a hypothesis is typically required to be below a certain threshold. The enrichment $p$-value $p_E$ of a hypothesis is also required to pass a certain threshold. $p_E$ is the probability of finding $n_{++} + n_{--} + n_{+-} + n_{-+}$ differentially expressed transcripts for a putative hypothesis $h$ under the null model and represents a standard measure in gene set overrepresentation methods (e.g., Draghici et al., 2003). Finally, we may also filter out those hypotheses whose number of correct predictions, $C := n_{++} + n_{--}$, is below a certain user-defined threshold.

Table 1. The top five causal hypotheses from the three oncogene expression signatures (Bild et al., 2006) are shown in the table, where $C$ is the number of transcript changes correctly explained by the hypothesis; I incorrectly & A ambiguously. A +/- indicates the inferred directionality of the hypothesis.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>MYC+</td>
<td>122311212</td>
<td>2.10^{-14}</td>
<td></td>
<td></td>
<td>CDKN2A -</td>
<td>12131131</td>
<td>3.10^{-10}</td>
<td></td>
<td></td>
<td>TNF +</td>
<td>1364716</td>
<td>1.10^{-15}</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ZFTR16 -</td>
<td>101000410</td>
<td>4.10^{-12}</td>
<td></td>
<td></td>
<td>E2F1 +</td>
<td>1011100810</td>
<td>8.10^{-10}</td>
<td></td>
<td></td>
<td>IL1B +</td>
<td>28324115</td>
<td>1.10^{-15}</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ALK +</td>
<td>399000330</td>
<td>3.10^{-12}</td>
<td></td>
<td></td>
<td>E2F family +</td>
<td>5500710</td>
<td>7.10^{-15}</td>
<td></td>
<td></td>
<td>F2 +</td>
<td>32327404</td>
<td>4.10^{-16}</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TP53 +</td>
<td>488124020</td>
<td>2.10^{-12}</td>
<td></td>
<td></td>
<td>PROX1 +</td>
<td>444400410</td>
<td>4.10^{-14}</td>
<td></td>
<td></td>
<td>EGF +</td>
<td>42126501</td>
<td>1.10^{-12}</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HDAC6 -</td>
<td>53300610</td>
<td>6.10^{-9}</td>
<td></td>
<td></td>
<td>TGB1 -</td>
<td>53300610</td>
<td>6.10^{-9}</td>
<td></td>
<td></td>
<td>TGFB1 +</td>
<td>521311</td>
<td>2.5.10^{-9}</td>
<td></td>
<td></td>
</tr>
<tr>
<td>...</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>...</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>...</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

3 Validation and Results

Using simulations we established that our method is able to recover embedded regulators given our causal graphs with high-accuracy in the presence of noise. In order to test the performance of the causal reasoning algorithm on a biological data set we sought out experimental data which had a single, well defined
perturbation that should be identified by the algorithm. Bild et al., 2006 used recombinant adenoviruses to infect non-cancerous human mammary epithelial cells with a construct to overexpress one of five oncogenes: c-Myc, H-Ras, c-Src, E2F3 and β-catenin. The data from this paper was not present in the causal interaction knowledge base when we applied our causal reasoning algorithm to these published signatures. For three signatures (c-Myc, H-Ras, E2F3) either the overexpressed protein or a protein immediately downstream from it, is correctly identified by our algorithm as the top-ranked predicted hypothesis (Table [1]). c-SRC and β-catenin had very few matching genes. Our method did not return highly significant results in those cases, meaning that no confident predictions were possible.

We also used our algorithm to compare myocardial gene expression changes associated with isoprenaline-induced (pathological) hypertrophy with exercise-induced (adaptive) hypertrophy in mice, obtained from the public domain (Galindo et al., 2009). In the isoprenaline group, the analysis supports biological networks of several hallmarks of cardiac disease and cardiomyocyte stress (e.g. Aragno et al., 2008). These include hypotheses indicative of increased hypoxia, increased NOS production, oxidative stress, inflammatory response and endoplasmic reticulum stress. In contrast, the exercise-induced hypertrophy demonstrates perturbation of the same biological networks as in the isoprenaline group but with reversed direction of regulation, e.g. decreased hypoxia.

The outlined results provide evidence that method based on the outlined score and statistical measures can accurately detect the underlying cause of a biological gene expression signature and identify regulatory modules from within a larger, more complex data set. In our experience the output of our method was easy to interpret for biologists, and several hypotheses have already been selected for follow-up. It is our hope that the interplay between experimental work based on our method, the discovery of novel biology and the subsequent enrichment of the causal graph will lead to a virtuous cycle allowing for the continued expansion of the boundaries of biological knowledge.
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