From Sparse Matrix to Optimal GPU CUDA Sparse Matrix Vector Product Implementation
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Abstract—The CUDA model for GPUs presents the programmer with a plethora of different programming options. These includes different memory types, different memory access methods, and different data types. Identifying which options to use and when is a non-trivial exercise. This paper explores the effect of these different options on the performance of a routine that evaluates sparse matrix vector products. A process for analysing performance and selecting the subset of implementations that perform best is proposed. The potential for mapping sparse matrix attributes to optimal CUDA sparse matrix vector product implementation is discussed.

I. INTRODUCTION

Graphics Processing Units (GPUs) offer orders of magnitude more floating point performance than conventional processors. Traditionally, accessing this performance for general purpose programming has required the user to cast their problem into a graphical framework of nodes and vertices. This situation changed dramatically in 2007 when NVIDIA released its CUDA programming model for GPUs [1].

CUDA is a software programming model and a programming environment that enables the creation of parallel applications for CUDA enabled GPUs. The CUDA runtime library exposes parts of the GPU and hides others, with the overall effect of presenting the programmer with access to a massively parallel co-processor.

To achieve high performance GPUs use a large number of simple in-order cores that execute in a SIMD fashion. The instructions executed by these cores are associated with an even larger pool of threads, with the hardware being capable of executing instructions from different groups of threads in different cycles. The rationale being that latencies associated with instructions from one group of threads will be masked by operations on other groups of threads. In CUDA threads are grouped into blocks which are in turn organised into grids. Within some limits it is left to the user to determine how to assign threads to blocks and blocks to grids.

The CUDA programming model also has a complex memory hierarchy. Memory categories include register, local, shared, global, constant and texture. These may be associated with different physical locations, may have different scope, and may or may not be cached. Memory accesses can be sequential or “coalesced”, and may reference standard or wide data types (eg float4, int2 etc).

In short, with CUDA the programmer is presented with a host of different implementation options and it is often not obvious which of these are best, or whether different implementations should be used for different problem sets. This paper outlines some of our work to investigate these issues within the context of a routine to perform sparse matrix-vector products (SpMV).

Our interest in sparse matrices is driven by their widespread appearance in a variety of computational science applications. Generally the structure of a sparse matrix reflects the underlying application, eg non-zero elements representing nearest neighbour interactions. Even on a conventional processor the optimal sparse matrix storage format to use depends heavily on the structure of the sparse matrix and the nature of the hardware platform, eg cache size. This has led to the development of libraries that seek to adapt the sparse matrix format used to the runtime conditions. Three well known examples of such systems are SPARSITY [2], OSKI [3] and AcCLES [4].

The goal of this work is a little different to runtime format selection. As noted above, for CUDA there exists a plethora of different implementation options for any given sparse matrix storage format. Our interest is in determining whether it is possible to design a “blackbox” SpMV routine that can automatically select the best CUDA implementation to use based solely on some attributes of the sparse matrix. Moreover, in light of the fast moving nature of GPU technology, the design methodology developed should be automated or semi-automated, so that it can be applied to new generations of GPU architectures as they appear.

The following section gives some background on sparse matrices, the compressed sparse row (CSR) format used here, and the various possible CUDA implementation options considered. Section III details our test environment while section IV provides performance results for various SpMV implementations on two different CUDA enabled GPUs. Section V outlines our initial attempt to build a “blackbox” SpMV routine, section VI details related work, and section VI contains conclusions and comments on future work.
II. BACKGROUND

A matrix is considered to be sparse if many of its elements are zero and there exists an advantage to exploiting this. This advantage may involve reduced computational effort, reduced memory storage requirements or both. There are a variety of different sparse matrix storage formats, with CSR arguably the most widely used. In CSR format non-zero elements are stored in a dense vector (val) while another vector (ind) of the same length is used to store the column index of each non-zero element. A third array (ptr) is then used to carry offsets into val corresponding to the first element of each row. Code for implementing SpMV using CSR format is shown in Figure 1.

for (i = 0; i < M; i++)
    for (j = ptr[i]; j < ptr[i+1]; j++)
        res[i] = res[i] + val[j]*vec[ind[j]];

Fig. 1. Matrix Vector Product using Compressed Sparse Row (CSR) Storage

Executing the code in Figure 1 requires access to five different vectors. As mentioned above CUDA provides a variety of different memory types and memory access modes. Some memory types, such as Constant Memory, are read only, so cannot be used to store the result vector (res). Other memory, such as Shared Memory, is extremely limited in size and would be unable to store val or ind except for trivially small problem cases. In Table I we list the five different vectors and the different memory storage and access types considered viable in this work.

<table>
<thead>
<tr>
<th>Array</th>
<th>Global Mem</th>
<th>Texture Mem</th>
<th>Const Mem</th>
<th>Shared Mem</th>
<th>Wide Data Types</th>
</tr>
</thead>
<tbody>
<tr>
<td>val</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>ind</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>ptr</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>vec</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>res</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

In Table I “Coa” and “Seq” refer to the use of coalesced or sequential memory reads. When using coalesced memory reads all threads in a block cooperate to read an entire row of matrix elements. When using sequential memory reads, each thread within a block of threads reads a unique row of the sparse matrix. Coalesced memory reads are much faster, but are wasteful if a row is not an exact multiple of the number of threads in a block. Wide data types refers to the use of float, float2 or float4 data (hereafter referred to as f1, f2 and f4 respectively). This has similar performance advantages to coalesced memory reads, and similar penalties due to additional memory traffic when the quantity being accessed is not an exact multiple of the data size.

One final parameter to consider is the assignment of rows to threads or blocks. It is possible to assign multiple rows to each thread or block (depending on whether it is a “Seq” or "Coa” implementation). Rows can be assigned using either a cyclic or a block distribution pattern. In what follows we will refer to these options as sr, mr_c and mr_b for single row, multi-row cyclic and multi-row block respectively.

Using all these options we can describe a particular SpMV implementation using the following notation:

[coa/seq]-[sr,mr_c,mr_b]_[f1,f2,f4]_[val,ind storage]-[ptr storage]-[vec storage]

where the storage options for val, ind, ptr and vec will be denoted as memm, cnst and text for global, constant and texture memories respectively.

In total using all available options gives rise to 432 possible SpMV implementations. An automatic code generator was written to generate all possible implementations with the exception of using shared memory for the ptr array. This was due to the fact that initial testing showed no performance gain from using shared memory over global memory for the ptr storage. The resulting 324 routines were all generated and evaluated for performance. In what follows we aim to determine whether it is possible to focus only on a small subset of these 324 implementations, and then if it is possible to map from sparse matrix attribute to the best performing CUDA implementation for that matrix. First, however, we detail our experimental test environment.

III. TEST ENVIRONMENT

Results presented here were gathered using sparse matrices downloaded from the Florida sparse matrix collection [5] in Nov. 2008. At the time the library contained over 2200 matrices. Of these only those matrices that containing between $10^5$ and $10^7$ non-zero elements were used. This gave rise to 747 matrices. This was further reduced to 735 matrices by removing those matrices that could not fit in the global memory available on the NVIDIA GeForce 8800 GTX GPU being used at the time.

Two GPU cards will be considered here. The first is the GeForce 8800 GTX. This system was released in late 2006, has 128 CUDA cores, 768MB of GDDR3 memory and a theoretical peak of 388GFlops (single precision using CUDA). The second is the GeForce GTX 295. This system was released in early 2009, combines two GTX 200 GPUs on a single card, where each GTX 200 has 240 CUDA cores, 896MB of GDDR3 memory and a peak performance of 894GFlops. Beyond the obvious differences the two cards also exhibit subtle differences, for example the GTX 295 is able to coalesce a larger variety of memory access patterns than the 8800 GTX. Only a single GTX 200 on the card was used for these results. All results reported here relate to single precision sparse matrix vector product implementations.

IV. PERFORMANCE ASSESSMENT ON 8800 GTX AND GTX 295

For each of the 735 sparse matrices obtained from the Florida sparse matrix library [5] the performance of each of the 324 different SpMV implementations was measured on the 8800 GTX GPU. The recorded time includes the time
to: A) Convert the vec array from double to float, B) Copy the vec array to the GPU, C) Execute the SpMV kernel and D) Copy res back to the host CPU. One hundred (100) different timing measurements were made in each case, with the results averaged. GFlops are computed using the number of floating point operations that would be performed if the SpMV algorithm presented in Figure 1 were used, i.e., it does not include additional operations that may take place due to the necessity to pad a particular matrix. All experiments were initially performed using 32 threads per block. All multi-row implementations were set to process 16 rows per thread or block (depending on whether it is a "Seq" or "Coa" implementation).

The implementations that gave rise to the highest GFlop rate for at least 2 of the 735 matrices were determined. This identified 45 unique implementations from the 324 possible implementations that gave rise to the highest GFlop rate. Using BPS’s of increasing size we show in Table II the average, minimum, maximum and standard deviation of the performances obtained across all 735 sparse matrices on the 8800 GTX GPU. As shown is the actual implementation used for BPS 1, and the routines that are added as the size of the BPS is progressively increased. Results for the BPS of size 45 represent the best possible performance that can be obtained for the 735 matrices using any of the 324 different SpMV implementations.

Table II

<table>
<thead>
<tr>
<th>BPS</th>
<th>Effective GFLOPS</th>
<th>Algorithm Added</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.199</td>
<td>seq-sr-f4_memm-text</td>
</tr>
<tr>
<td>2</td>
<td>1.431</td>
<td>coa-mr_f2_memm-text</td>
</tr>
<tr>
<td>3</td>
<td>1.556</td>
<td>seq-sr-f4_memm-cnst</td>
</tr>
<tr>
<td>4</td>
<td>1.583</td>
<td>coa-sr-f2_memm-cnst</td>
</tr>
<tr>
<td>5</td>
<td>1.601</td>
<td>seq-sr-f4_memm-text</td>
</tr>
<tr>
<td>6</td>
<td>1.613</td>
<td>coa-sr-f2_memm-cnst</td>
</tr>
<tr>
<td>7</td>
<td>1.620</td>
<td>seq-mr_f4_memm-text</td>
</tr>
<tr>
<td>8</td>
<td>1.623</td>
<td>seq-mr_f4_memm-text</td>
</tr>
<tr>
<td>9</td>
<td>1.624</td>
<td>coa-sr-f2_memm-cnst</td>
</tr>
<tr>
<td>10</td>
<td>1.626</td>
<td>seq-mr_f4_memm-text</td>
</tr>
<tr>
<td>45</td>
<td>1.636</td>
<td>seq-mr_f4_memm-text</td>
</tr>
</tbody>
</table>

Using BPS’s of increasing size we show in Table II the average, minimum, maximum and standard deviation of the performances obtained across all 735 sparse matrices on the 8800 GTX GPU. Also shown is the actual implementation used for BPS 1, and the routines that are added as the size of the BPS is progressively increased. Results for the BPS of size 45 represent the best possible performance that can be obtained for the 735 matrices using any of the 324 different SpMV implementations.

The results in Table II show that using all 45 SpMV implementations gives an average effective performance of 1.636 GFlops, a minimum performance of 0.142 GFlops and maximum performance of 8.401 GFlops. Meanwhile if only one SpMV implementation is used the average effective performance decreases by about 26% and the maximum effective performance drops by over 55%. Expanding the BPS from 1 raises the effective average performance and immediately enables the maximum effective performance of 8.401 GFlops to be reached. The results show that using a BPS of 4 achieves over 96% of the average effective GFlops achieved with the BPS of 45. Increasing the BPS beyond 4 converges towards the BPS 45 result relatively slowly. Of the four routines in BPS 4, two use sequential memory accesses while two use coalesced memory accesses. Two use f4 data types while two use f2. Three use global memory for val and ind, while one uses texture references. Overall there appears to be no obvious pattern to the sort of implementations that are found in BPS 4.

The above process was then repeated using one GPU on the GTX 295 system. This time 47 implementations gave rise to the highest GFlop rate for at least 2 of the 735 matrices. The results are given in Table III.

Table III

<table>
<thead>
<tr>
<th>BPS</th>
<th>Effective GFLOPS</th>
<th>Algorithm Added</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.965</td>
<td>seq-sr-f4_memm-text</td>
</tr>
<tr>
<td>2</td>
<td>2.326</td>
<td>coa-mr_f4_memm-text</td>
</tr>
<tr>
<td>3</td>
<td>2.447</td>
<td>seq-sr-f4_memm-cnst</td>
</tr>
<tr>
<td>4</td>
<td>2.492</td>
<td>coa-sr-f1_memm-cnst</td>
</tr>
<tr>
<td>5</td>
<td>2.524</td>
<td>coa-sr-f2_memm-cnst</td>
</tr>
<tr>
<td>6</td>
<td>2.548</td>
<td>coa-mr_f2_memm-text</td>
</tr>
<tr>
<td>7</td>
<td>2.555</td>
<td>coa-sr-f4_memm-cnst</td>
</tr>
<tr>
<td>8</td>
<td>2.561</td>
<td>seq-mr_f4_memm-text</td>
</tr>
<tr>
<td>9</td>
<td>2.566</td>
<td>coa-sr-f2_memm-cnst</td>
</tr>
<tr>
<td>10</td>
<td>2.569</td>
<td>seq-mr_f4_memm-text</td>
</tr>
<tr>
<td>47</td>
<td>2.588</td>
<td>seq-mr_f4_memm-text</td>
</tr>
</tbody>
</table>

Not surprisingly the effective performance achieved on the GTX 295 is higher than on the 8800 GTX. Again over 96% of the BPS 47 average performance is achieved using BPS 4. It is also interesting to note that the implementations appearing in the various BPS’s are different on the GTX 295 GPU compared to the 8800 GTX GPU. For example we now find that three of the routines in BPS 4 use Texture references for val and ind compared to just one in BPS 4 on the 8800 GTX. This fact highlights the need to develop code optimisation protocols that can be automated and readily applied to new GPU architectures as they appear.
V. TOWARDS A BLACKBOX SpMV ROUTINE

Given a BPS the goal is to identify the optimal implementation within that BPS based on some attributes of the sparse matrix. This is not an easy problem. First the attributes have to be decided and then what decision making approach to use determined. We explore here a minimalistic approach based on a simple two level decision tree and just three matrix attributes; the number of rows, the number of columns, and the average number of non-zero elements per row.

For the GTX 295 and BPS 4 two implementations use sequential memory reads, while two use coalesced memory reads. To investigate whether we can distinguish between these two cases using the three matrix attributes given above we plot in Fig. 2 and for all 735 matrices the memory read type used as a function of matrix attribute. The results suggest that average number of non-zero elements per row is a reasonably good discriminant for determining when to use sequential or coalesced memory reads.

![Fig. 2. Use of Coalesced or sequential memory access as function of matrix attribute for BPS 4 and GTX 295](image)

Given the above partitioning the next requirement is to distinguish between the two sequential implementations and the two coalesced implementations. Thus similar plots are given in Figs. 3 and 4. Results indicate that the number of columns is probably the best discriminant for the sequential implementations while the number of rows is the best for the coalesced implementations.

![Fig. 3. Use of the two different sequential implementations as matrix attribute for BPS 4 and GTX 295](image)

Using average number of non-zero elements per row, number of rows and number of columns as discriminants we construct a simple two level decision tree. This is shown in Fig. 5 together with the values for the discriminants that have been obtained by optimising for maximum overall performance across the entire data set. The performance achieved using this decision tree is shown in Table IV where it is compared with the ideal performance, i.e. that which would be achieved if the decision tree correctly mapped every matrix to the best performing SpMV within BPS 4. The blackbox performance is within about 6% of the ideal performance. Or from another perspective, the performance obtained using BPS 4 and the simple decision tree is slightly better than that obtained using BPS 2 and perfect mapping (see the results for BPS 2 given in Table III).

As Stated previously, the number of threads per block does affect the performance of the sparse matrix-vector implementations. In order to gauge this affect, we evaluate each of the 4 implementations with different setting of threads per block.
Table V suggests that the coa-sr-f1_memm-memm-text implementation be set at 128 threads per block, the seq-sr-f4_text-memm-cnst implementation at 64 threads per block, the coa-mr_c-f4_text-text-text implementation at 16 threads per block and the seq-sr-f4_text-memm-text implementation at 32 threads per block.

Incorporating this information into the blackbox SpMV, leads to a very slight increase in the average performance over all the 735 matrices as is show in Table VI.

### Table VI

<table>
<thead>
<tr>
<th>Method</th>
<th>Ave</th>
<th>Min</th>
<th>Max</th>
<th>Stddev</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blackbox Effective GFLOPS</td>
<td>2.36</td>
<td>0.05</td>
<td>11.00</td>
<td>1.86</td>
</tr>
</tbody>
</table>

VI. RELATED WORK

Two notable contributions in the area of sparse matrix vector products on CUDA enabled GPUs are the works of Bell and Garland [6] and Baskaran and Bordawekar [7]. We briefly summarize these below.

Bell and Garland [6] investigated a variety of sparse matrix formats. Each of these formats requires an SpMV kernel and in the case of CSR format both a sequential and coalesced CSR implementation were created. The authors also investigated the use of texture memory and found a performance gain through its use. Both structured and unstructured matrices were considered. The structured matrices were composed of standard discretizations of Laplacian operations in 1, 2 and 3 dimensions. The Unstructured matrices were represented by a set of 14 matrices taken from previous work by Williams et al [8]. In comparison, the work presented here is focused on a single sparse matrix format type (CSR), exhaustively studies the performance of all possible implementation options, uses a significantly larger number of sparse matrices, and makes
an attempt to map directly from matrix attribute to optimal implementation.

Baskaran and Bordawekar [7] focus solely on the CSR storage format. They identify four optimisations, i) exploiting synchronization free parallelism, ii) optimized thread mapping, iii) optimized off-chip memory access, iv) exploiting data reuse. They evaluate their implementation using 19 sparse matrices taken from the Florida sparse matrix collection [5]. They compare their performance with that of Bell and Garland [6] and the NVIDIA CUDPP library [9] which has an SpMV implementation based on the segmented scan approach of Sengupta et al. [10]. Although more similar to the work presented here in that they focus exclusively on CSR format, it represents a more traditional approach to program optimisation that is less amenable to automation, has many fewer implementations, and uses many fewer test matrices.

VII. CONCLUSIONS AND FUTURE WORK

In this work we have taken a relatively simple piece of code for performing sparse matrix vector products and shown how it can give rise to a large number of different implementations when using CUDA on a GPU. Moreover the variation in performance between these different implementations was found to be quite large. Although the number of implementations was large as was the number of test matrices, both generation of the implementations and performance testing are operations that are amenable to automation.

From the large number of implementations and extensive performance testing we introduced the concept of a BPS. This was defined incrementally using a greedy type algorithm. It is important to note that for anything larger than 1 and less than the maximum BPS size, the BPS may not contain those routines that give the best possible performance. That is BPS 2 must contain the routine in BPS 1, and is not free to chose any two routines even if this may give better overall performance. This approach was taken in order to avoid the factorial blow out in number of permutations that must be evaluated for large BPS sizes.

In this work the performance of one implementation was considered to be better than another as soon as the measured performance was greater. There was no concept of performance being significantly better. Attempting to group implementations that give roughly the same performance for a given matrix may provide a means of reducing the number of implementations that need to be considered.

In addition, if the different settings of threads per block were added as a factor in the selection of the BPS it is possible that the implementations and/or the value of the discriminants in the decision tree would be different.

From the BPS we attempted to construct a simple decision tree that maps matrix attributes to optimal implementation. The approach used here was crude, and based on a minimal number of matrix attributes. The results however show some promise. Use of more elaborate matrix attributes (such as average number of neighbours) may improve this mapping.

As might the use of machine learning techniques to provide a more sophisticated mapping function. In the future we also plan to use reinforcement learning techniques that do not rely on pre-learning a set of rules and can adapt to changes in runtime conditions [11].

In terms of performance, the GFlops reported here may seem a little low given the high theoretical peak of the GPU. It should be remembered that the GFlops given are effective GFlop rates that involved converting the vec array from double to float and some transfer of data between the GPU and main memory. They also relate only to useful floating point operations, not to additional operations that might be performed because of padding of the various vectors. It should also be noted that the performance given for the GTX 295 used just one of the two GPUs available on this card.
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