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Abstract

Model-based testing automatically generates test cases from a model describing the behavior of the system under test. Although there exist several model-based formal testing methods, they usually do not address time constraints, mainly due to the fact that some supporting formalisms do not allow a suitable representation of time. In this paper, we consider such constraints in a framework of Timed Extended Finite State Machines (TEFSMs), which augment the Extended Finite State Machine (EFSM) model by including a notion of explicit and implicit time advancement. We use this extension to address conformance testing by reducing the confirming configuration problem to the problem of finding a path in a TEFSM product.
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1 Introduction

Model-based testing comprises the automatic generation of efficient test cases using models of system requirements, usually based on formally specified system functionalities. It involves the (i) construction of a suitable formal model, (ii) derivation of test inputs, (iii) calculation of test outputs, (iv) execution of test inputs over implementations, (v) comparison of the results from the calculated test outputs and the implementation executions, and (vi) decision of whether the testing should be stopped. All these tasks are tightly related to each other. For instance, the
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way the model is written impacts on how test inputs can be generated. Moreover, the decision of whether the implementation has already been tested enough depends on one’s ability to determine how many undiscovered faults may remain in it. Usually the purpose of testing is not to demonstrate that the implementation is equivalent to its specification, since this goal is infeasible for most practical applications. Instead, this ideal equivalence is relaxed into a conformance relation [13,15]. The so-called conformance testing aims at demonstrating that the implementation behavior conforms (in some sense) to the behavior dictated by the specification [29].

The problem of generating test cases for conformance testing based on Finite State Machines (FSMs) has already been investigated [7,21,28,8,14,12]. However, there are many situations in which the modeling of the system as a FSM is cumbersome, due to the state explosion problem, or even impossible, due to the fact that there are some relevant aspects that can not be properly expressed, e.g., the passage of time. Some extensions to the FSM model have been proposed in order to overcome these problems [33,6,1]. Other extensions incorporate notions like context variables and input/output parameters, allowing the succinct representation of many different configurations [27]. Still others incorporate notions of time, allowing the model to capture the evolution of time [24,4,36].

An Extended Finite State Machine (EFSM) can be thought of as a folded FSM [27]. Given an EFSM, and assuming that domains are finite, it is possible to unfold it into a pure FSM by expanding the values of its parameters and variables. The resulting FSM can be used with FSM-based methods for test derivation with complete fault coverage, which means that all fault possibilities can be exhausted. Nonetheless, in most practical situations, this approach is unfeasible, mainly due to the state explosion effect [22,27].

Time plays an important role in determining the acceptability of system behavior in many system categories since not only the input/output relationship can be relevant, but also the period of time when those events occur may be important. In such cases, it is mandatory to be able to represent time constraints of the system, and to test whether a given implementation conforms to these constraints. There are some formalisms that allow the representation of various time related concepts, such as Timed Petri Nets [19] and Timed Automata [2,1,32,11]. Nonetheless, there are few, if any, methods that allow a satisfactory derivation of adequate test cases from those models.

We are interested in model-based methods for testing systems with time constraints. In particular, we are addressing the problem posed in tasks (i)-(iii) alluded to above, namely the construction of an adequate formalism for modeling systems and the automatic generation of test cases, as well as the determination of the expected outputs. These tasks are closely related, and should be considered together.

To this end, we define Timed EFSMs [5], or TEFSMs, by including the notion of explicit and implicit time advancement in the EFSM formalism. Then, we can adapt some well-established results, derived for FSMs and EFSMs, to the context of systems that require time constraints. In particular, we address the problem of configuration confirmation for TEFSMs in the same vein as done by Petrenko
et al. for EFSMs [27]. In that work, it is shown how the problem of configuration confirmation for EFSMs can be reduced to the problem of finding a path in an EFSM product. By defining a property that states when no such a path exists, model-checking techniques can be used to generate a confirming sequence. We show how the notion of product machines and confirming sequences can be applied to the extended formalism of TEFSMs. Given a configuration and a set of suspicious configurations, a confirming sequence is a sequence of (parameterized) inputs that allows us to distinguish the given configuration from suspicious configurations by comparing outputs and, possibly, observing the time indicated in each of the outputs. Finding a confirming sequence can also be seen as an extension of the state identification problem [20,16].

This paper is organized as follows. In Section 2 we present the concepts of EFSMs and Extended Timed Transition Systems [7]. In Section 3 we introduce the Timed Extended FSMs. The product of TEFSMs is presented in Section 4. In Section 5 we describe how the TEFSM product can be used in a model-checking set-up, and illustrate this process with a simple example in Section 6. Finally, in Section 7, we draw some concluding remarks and indicate possible directions for future research.

2 Basic Formal Concepts

In this section, we give a brief overview of the formal concepts that are involved in this work. First, we present EFSMs which are used to specify system requirements. Next, important aspects of extended timed transition systems are introduced.

2.1 Extended FSM Model

An EFSM is an extension of a conventional FSM. In contrast to FSMs, in the EFSM model we have to consider other items [27], such as input and output parameters, and context variables. Also, update and output functions, as well as predicates are defined over context variables and input parameters.

Let $X$ and $Y$ be finite sets of input and output symbols. Let $R$ be a finite set of parameter symbols. For $z \in X \cup Y$, we denote by $R_z \subseteq R$ the set of parameters associated with $z$. Also $D_z$ denotes the set of parameter valuations associated with $z$. An element of $D_z$ maps $R_z$ to some valuation domain. Similarly, let $V$ be a finite set of context variable names, with $D_V$ denoting a set of valuations for $V$. At this point, there is no need to further specify the valuation domains. An EFSM $M$ over $X$, $Y$, $R$, $V$ and the associated valuation domains is a tuple $(S, T, s_0, \lambda_0)$, where $S$ and $T$ are finite sets of states and transitions, respectively, $s_0 \in S$ is the initial state, and $\lambda_0$ is an initial context variable valuation. Each transition $t \in T$ is a tuple $(s, x, P, \text{op}, y, up, s')$, where:

- $s, s' \in S$ are the source and the target states of the transition, respectively;
- $x \in X$ is the input symbol of the transition;
- $y \in Y$ is the output symbol of the transition;
• $P$, $op$ and $up$ are functions defined over valuations of the input parameters and context variables $V$, thus:
  · $P : D_x \times D_V \to \{True, False\}$ is the predicate of the transition;
  · $op : D_x \times D_V \to D_y$ is the output parameter function of the transition;
  · $up : D_x \times D_V \to D_V$ is the context update function of the transition.

Given an input $x$ and the set of input parameter valuations $D_x$, a parameterized input is a pair $(x, p_x)$, where $p_x \in D_x$. The parameterized outputs are defined in a similar way. A configuration of $M$ is a pair $(s, \lambda) \in S \times D_V$, where $s$ is a state and $\lambda$ is a context variable valuation. A transition $(s, x, P, op, y, up, s')$ is enabled for a configuration $(s, \lambda)$ and parameterized input $(x, p_x)$ if $P(p_x, \lambda)$ evaluates to true.

The machine starts from the initial configuration and operates as follows. Upon receiving an input along with the corresponding parameter valuation, and computes the predicates that are satisfied for the current configuration. From among the presently enabled transitions one will fire. By executing the chosen transition, the machine produces an output along with an output parameter valuation using of the output parameter function. The latter is computed by the output parameter valuation. The machine updates the current context variable valuation according to the context update function, and moves from the source to the target state of the transition.

An EFSM, furthermore, is considered to be:

• Predicate complete: for each pair $(s, x) \in S \times X$, every element in $D_x \times D_V$ evaluates at least one predicate to true among the set of all predicates guarding transitions leaving $s$ with input $x$;
• Input complete: for each pair $(s, x) \in S \times X$, there exists at least one transition leaving state $s$ with input $x$;
• Deterministic: any two transitions leaving the same state and with the same input have mutually exclusive predicates;
• Observable: for each state $s$ and each input $x$, every outgoing transition from $s$ on $x$ has a distinct output symbol.

### 2.2 Extended Timed Transition Systems

We can extend the original timed transition system (TTS) notion of [7] by associating a set of clocks and invariant conditions with each state. All clocks in the model increase in an uniform way, according to a global time frame $[1,2]$, and the corresponding invariant condition must hold in the current state of the model.

First, we say how clocks behave during system evolution [1]. Let $C$ be the set of clock names (or clocks, for short), $\Phi(C)$ is the set of clock constraints $\delta$ in the form,

$$\delta := c \leq \tau \mid \tau \leq c \mid -\delta \mid \delta_1 \land \delta_2,$$

where $c$ is a clock and $\tau \in \mathbb{Q}$ is a time instant. A clock interpretation, $\nu$, is a

\[ \mathbb{Q} \text{ is the set of rationals and } \mathbb{Q}^{>0} \text{ is the set of positive rationals.} \]
mapping from \( C \) to \( Q \). The set of clock interpretations is denoted by \([C \mapsto Q]\). An interpretation \( \nu \) over \( C \) satisfies \( \delta \in \Phi(C) \), written \( \nu \vDash \delta \), iff \( \delta \) evaluates to true when each clock \( c \) is substituted by \( \nu(c) \) in \( \delta \).

Let \( \nu \in [C \mapsto Q] \) be a clock interpretation. For \( \tau \in Q \), we define the clock interpretation \( \nu + \tau \), which maps each clock \( c \) to the value \( \nu(c) + \tau \). Also, for \( K \subseteq C \), \([K \mapsto \tau]\nu \) is the clock interpretation that assigns \( \tau \in Q \) to each clock \( c \in K \) and agrees with \( \nu \) on the rest of the clocks.

An Extended TTS (ETTS) is given by a tuple \((S, s_0, X, C, \text{Inv}, \longrightarrow)\), where \( S \) is a finite set of states, \( s_0 \in S \) is the initial state, \( X \) is a finite set of events, \( C \) is a finite set of clocks, \( \text{Inv} : S \mapsto \Phi(C) \) maps states to invariant conditions, and \( \longrightarrow \) is a transition relation, where \( \longrightarrow \subseteq (S \times X \times 2^C \times \Phi(C) \times S) \). A configuration is given by a pair \((s, \nu)\), where \( s \) is a state and \( \nu \) is a clock interpretation. The initial configuration is given by \((s_0, \nu_0)\), where \( \nu_0(c) = 0 \), for all \( c \in C \), is the initial clock interpretation, and \( \nu_0 \vDash \text{Inv}(s_0) \). Given a configuration \((s, \nu)\), a transition \((s, x, K, \delta, s')\) indicates that from state \( s \), receiving the input event \( x \), and provided that \( \nu \) satisfies \( \delta \), the system may move to state \( s' \), resetting all the clocks in \( K \) to zero. The ETTS always starts in the initial configuration \((s_0, \nu_0)\), and with the (global) time set to zero.

A time sequence is a sequence \( \bar{\tau} = \tau_0 \tau_1 \tau_2 \ldots \), where \( \tau_i \in Q \), \( i \geq 0 \), \( \tau_0 = 0 \), and \( \tau_i \geq \tau_{i-1} \), \( i \geq 1 \). A timed sequence is a pair \((\bar{x}, \bar{\tau})\), where \( \bar{\tau} \) is a time sequence and \( \bar{x} = x_0 x_1 x_2 \ldots \) is a sequence of input symbols. The intuitive idea is that the symbol \( x_i \) occurs at time \( \tau_i \). Given two configurations, \((s_1, \nu_1)\) and \((s_2, \nu_2)\), a time delay \( \tau \geq 0 \) and an input \( x \), we say that \((s_2, \nu_2)\) evolves from \((s_1, \nu_1)\) over \( \tau \) and \( x \), denoted by \((s_1, \nu_1) \xrightarrow{x, \tau} (s_2, \nu_2)\), iff there is a transition \((s_1, x, K, \delta, s_2)\) such that:

(i) \( \nu_1 + \eta \vDash \text{Inv}(s_1) \) for all \( 0 \leq \eta \leq \tau \),
(ii) \( \nu_1 + \tau \vDash \delta \),
(iii) \( \nu_2 = [K \mapsto 0](\nu_1 + \tau) \), and
(iv) \( \nu_2 \vDash \text{Inv}(s_2) \).

A sequence of configurations \( \bar{\gamma} = \gamma_0 \gamma_1 \gamma_2 \ldots \) is a run of \( M \) iff \( \gamma_0 \) is the initial configuration of \( M \), and there is a timed input \((\bar{x}, \bar{\tau})\) such that

\[
\gamma_{i-1} x_i^{\theta_i} \tau_i \gamma_i, \text{ where } \theta_i = \tau_i - \tau_{i-1}, \ i \geq 1.
\]

In this case, we say that \( \bar{\gamma} \) is a run of \( M \) over \((\bar{x}, \bar{\tau})\) from \( \gamma_0 \).

Note that, in a timed sequence \((\bar{x}, \bar{\tau})\), time evolves by \((\tau_i - \tau_{i-1})\) units from the moment when \( x_{i-1} \) occurred until \( x_i \) occurs (for \( i > 1 \)). Intuitively a run captures the system evolution, as follows:

(i) it starts at state \( s_0 \), with all clocks set to zero;
(ii) time evolves by \( \tau_1 - \tau_0 = \tau_1 \) units;
(iii) at instant \( \tau_1 \) the system changes to state \( s_1 \) on input \( x_1 \) while resetting clocks in \( K_1 \) to zero;
(iv) time evolves by another \( \tau_2 - \tau_1 \) units;
(v) at instant \( \tau_1 + (\tau_2 - \tau_1) = \tau_2 \) the system changes to state \( s_2 \) on input \( x_2 \) while resetting clocks in \( K_2 \) to zero;
(vi) and so on.

We can see that:

- a change of state can only occur when the transition \((s, x, K, \delta, s')\) is enabled, i.e., when \( \delta \) is satisfied in the present configuration;
- clocks can be reset to zero in any transition;
- any clock reading is the elapsed time since the last instant it was reset to zero; and
- all clocks increase uniformly according to a global time frame.

### 3 The Timed EFSM model

In the previous sections, we have presented two formalisms: EFSMs and ETTSs. While EFSMs capture the relationships between inputs, outputs and context variables, ETTSs offer a treatment of time evolution and its constraints. We observe that there are several methods and techniques for deriving tests from (E)FSM models (e.g., [27,17,8,26]). However, the derivation of test cases from (E)TTSs is less established, although some works have considered it (e.g., [30,7,18]). It is worth combining both ETTSs and EFSMs formalisms in order to benefit from the power of both models in terms of expressiveness. This section redefines the EFSM model in order to capture real-time. We use the ETTS definition as inspiration for this purpose.

#### 3.1 Creating a TEFSM model from an ETTS and an EFSM model

Let \( X \) be a finite set of inputs, \( Y \) be a finite set of outputs, \( C \) be a finite set of clocks, \( R \) be a finite set of parameters, and \( V \) be a finite set of context variables. A Timed Extended Finite State Machine, or TEFSM, \( M \) over \( X, Y, R, V, C \), and the associated valuation domains is a tuple \( (S, T, Inv, s_0, \nu_0, \lambda_0) \), where \( S \) and \( T \) are finite sets of states and transitions, respectively, \( Inv \) is a finite set of invariant conditions associated with states and, \( s_0 \in S \) is the initial state, \( \nu_0 = [C \mapsto 0] \) is the initial clock interpretation and \( \lambda_0 \) is an initial context variable valuation. In the TEFSM model: (i) the dynamic behavior is given by clocks and their resetting, as in the ETTS model; and (ii) the data and control flow are given by parameters and context variables, as in the EFSM model. A transition \( t \in T \) is expressed by a tuple \( (s, x, Q, K, op, y, up, s') \), where:

- \( s, x, s' \) and \( K \) are as defined in the ETTS formalism; see Section 2.2;
- \( op, y, \) and \( up \) are as defined in the EFSM formalism; see Section 2.1;
- \( Q : D_x \times [C \mapsto Q] \times D_V \rightarrow \{True, False\} \) is the predicate of the transition.
It can be seen that the TEFSM model comprises the EFSM formalism. That is, given a EFSM $M$ over $X, Y, R, V$ and some valuation domains, as defined in Section 2.1, we can construct a TEFSM model $\hat{M}$ over the same sets $X, Y, R, V$ and the corresponding domains, by letting the clock set $C$ be simply $\{c\}$. For each transition $t = (s, x, P, op, y, up, s')$ in $M$, we define a transition $\hat{t} = (s, x, Q, K, op, y, up, s')$ in $\hat{M}$ by letting $Q(p_x, \nu, \lambda) = P(p_x, \lambda)$, for any $(p_x, \nu, \lambda)$ in $D_x \times [C \mapsto \mathbb{Q}] \times D_V$. We also let $K = \emptyset$. Clearly, for any $p_x \in D_x$, $\nu_v \in D_V$ and any clock interpretation $\nu \in [C \mapsto \mathbb{Q}]$, we have that $Q(p_x, \nu, \nu_v)$ is true iff $P(p_x, \nu_v)$ is true. For each state $s \in S$ in $M$, we define the invariant condition $I\nu_v(s) = (c \geq 0)$ in $\hat{M}$. Clearly, $\nu \models I\nu_v(s)$ for any $\nu \in [C \mapsto \mathbb{Q}]$ and $s \in S$.

Also, any ETTS model can be cast as a TEFSM model. For that, let $M = (S, s_0, X, C, Inv, \rightarrow)$ be an ETTS model. Take a trivial common domain $\{0\}$ for all parameters and context variables, a single output symbol $Y = \{o\}$ and a single context variable $V = \{v\}$. For each parameter $z \in X \cup Y$, we define $R_z = \{z\}$. Then, the set of $z$-valuations is the singleton $D_z = \{p_z\}$, where $p_z$ maps $z$ to 0, for all $z \in X \cup \{o\}$. Similarly, $D_V = \{\lambda_v\}$, where $\lambda_v$ maps $v$ to 0. Now, a transition $t = (s, x, K, \delta, s')$ in $M$ gives rise to a corresponding transition $\hat{t} = (s, x, Q, K, op, o, up, s')$ in $\hat{M}$, where:

- $op$ maps $(p_x, \lambda_v)$ to $p_o$;
- $up$ maps $(p_x, \lambda_v)$ to $\lambda_v$; and
- $Q$ maps $(p_x, \nu, \lambda_v)$ to True iff $\nu \models \delta$.

Here, the set of invariant conditions $Inv$ for $M$ is the same for $\hat{M}$. The initial state $s_0$ in $\hat{M}$ is the same initial state $s_0$ from $M$.

A configuration of a TEFSM $M$ is a triple $(s, \nu, \lambda)$, where $s$ is a state, $\nu$ is a clock interpretation and $\lambda$ is a context variable valuation. The initial configuration is $(s_0, \nu_0, \lambda_0)$, where $s_0$ is the initial state of $M$, $\nu_0$ is the initial clock interpretation of $M$ and $\lambda_0$ is an initial context variable valuation of $M$. A configuration $(s, \nu, \lambda)$ is valid iff $\nu \models Inv(s)$. Let $\Gamma \subseteq S \times [C \mapsto \mathbb{Q}] \times D_V$ be the set of configurations of $M$.

### 3.2 The Operational Semantics for TEFSM models

Considering the dynamic behavior of ETTS models and the data and control flow of EFSM models, we define the operational semantics of a TEFSM $M$ as follows.

**Definition 3.1** Let $\gamma_i = (s_i, \nu_i, \lambda_i) \in \Gamma$, $i = 1, 2$, be two configurations of $M$. There is an implicit move from $\gamma_1$ to $\gamma_2$ iff

(i) $s_1 = s_2$,
(ii) $\lambda_1 = \lambda_2$,
(iii) $\nu_2 = \nu_1 + \tau$, for some $\tau \in \mathbb{Q}_{>0}$, and
(iv) $\nu_2 + \eta \models Inv(s_1)$, for all $\eta$, $0 \leq \eta \leq \tau$.

We denote such an implicit move by $\gamma_1 \xrightarrow{\tau} \gamma_2$. 

---

**Definition 3.2** Let $\gamma_i = (s_i, \nu_i, \lambda_i) \in \Gamma$, $i = 1, 2$, be two configurations of $M$. Let $(x, p_x)$ be a parameterized input and $(y, p_y)$ be a parameterized output. There is an explicit move from $\gamma_1$ to $\gamma_2$ over $(x, p_x)$ and yielding $(y, p_y)$ iff there is a transition $(s_1, x, Q, K, op, y, up, s_2)$ in $T$ such that:

(i) $\nu_2 = [K \mapsto 0]\nu_1$,
(ii) $\nu_2 \models Inv(s_2)$,
(iii) $Q$ maps $(p_x, \nu_1, \lambda_1)$ to True,
(iv) $op$ maps $(p_x, \lambda_1)$ to $p_y$, and
(v) $up$ maps $(p_x, \lambda_1)$ to $\lambda_2$.

We denote such an explicit move by $\gamma_1 \xrightarrow{\chi/\xi} \gamma_2$, where $\chi = (x, p_x)$ e $\xi = (y, p_y)$.

**Definition 3.3** Let $\gamma_i = (s_i, \nu_i, \lambda_i) \in \Gamma$, $i = 1, 2, 3$; $\tau \in \mathbb{Q}^0$, $(x, p_x)$ a parameterized input and $(y, p_y)$ a parameterized output. If $\gamma_1 \xrightarrow{\tau} \gamma_2$ and $\gamma_2 \xrightarrow{\chi/\xi} \gamma_3$, where $\chi = (x, p_x)$ e $\xi = (y, p_y)$, then we say that there is a move from $\gamma_1$ to $\gamma_3$ and indicate this by $\gamma_1 \xrightarrow{\chi/\xi} \tau \gamma_3$.

Some of the decorations over and under $\xrightarrow{}$ may be dropped if they are clear from the context.

A parameterized input sequence is any sequence $\bar{\rho} = \rho_1 \rho_2 \ldots$ where each $\rho_i$ is a parameterized input. A parameterized timed input sequence, or timed input, is a pair $(\bar{\rho}, \bar{\tau})$ where $\bar{\rho}$ is a parameterized input and $\bar{\tau}$ is a time sequence. Similar definitions hold for parameterized outputs. In particular a timed output is a parameterized timed output sequence.

A sequence of configurations $\bar{\gamma} = \gamma_0 \gamma_1 \gamma_2 \ldots$ is a run of $M$ iff there are a timed input $(\bar{\rho}, \bar{\tau})$ and a parameterized output sequence $\bar{\mu}$ such that

$$\gamma_{i-1} \xrightarrow{\rho_i/\mu_i} \theta_i \gamma_i,$$
where $\theta_i = \tau_i - \tau_{i-1}$, for all $i \geq 1$.

We say that the run is over the timed input $(\bar{\rho}, \bar{\tau})$ and produces the timed output $(\bar{\mu}, \bar{\tau})$. We also say that $(\bar{\mu}, \bar{\tau})$, or $\bar{\mu}$, is produced by $M$ from $\gamma_0$ in response to $(\bar{\rho}, \bar{\tau})$.

Some notions from the EFSM and ETTS models are extended to the TEFSM model:

- A TEFSM $M$ is said to be predicate complete if, from any configuration $(s, \nu, \lambda)$ and given any parameterized input $(x, p)$, there is a delay $\tau$ and a transition $(s, x, Q, K, op, y, up, s')$ such that $Q$ evaluates $(p, \nu + \tau, \lambda)$ to True and $\nu + \eta \models Inv(s)$, for all $0 \leq \eta \leq \tau$.
- The TEFSM $M$ is complete if, for each state $s$ there is a transition leaving $s$ on any input symbol $x$.
- We say $M$ is deterministic if, for any configuration $(s, \nu, \lambda)$, any parameterized input $(x, p)$, and any time instant $\tau$, there are no two different transitions $(s, x, Q_1, K_1, op_1, y_1, up_1, s_1)$ and $(s, x, Q_2, K_2, op_2, y_2, up_2, s_2)$ such that both $Q_1$
and $Q_2$ evaluate $(p, \nu + \tau, \lambda)$ to True.

- And, we say $M$ is observable if, for any configuration $(p, \nu, \lambda)$, any parameterized input $(x, p)$ there are no two transitions $(s, x, Q_1, K_1, op_1, y_1, up_1, s_1)$ and $(s, x, Q_2, K_2, op_2, y_2, up_2, s_2)$ with $y_1 \neq y_2$ and with $Q_1$ and $Q_2$ both evaluating $(p, \nu, \lambda)$ to True.

### 3.3 Configuration Distinguishability in the TEFSM model

Distinguishability of configurations in the Timed Extended Finite State Machine model is defined over parameterized input sequences. Two configurations $\gamma$ and $\gamma'$ of two distinct machines $M$ and $M'$, respectively, are distinguishable over a timed input $(\bar{\rho}, \bar{\tau})$ if the corresponding timed outputs $(\bar{\mu}, \bar{\tau})$ and $(\bar{\mu}', \bar{\tau}')$, produced by $M$ and $M'$ over $(\bar{\rho}, \bar{\tau})$ from $\gamma$ and $\gamma'$, respectively, are not compatible, in a sense to be defined shortly. We also say that $(\bar{\rho}, \bar{\tau})$ is a timed input separating those two configurations. We formalize these notions in the sequel, extending the definitions in [27]. Given a context variable valuation $\lambda$ and a set of variables $U$, the $U$-projection of $\lambda$ is the valuation obtained from $\lambda$ by retaining the variables that are in the set $U$, denoted by $\lambda \downarrow U$. Similarly, for input symbols and their valuations, and for output symbols and the corresponding valuations.

**Definition 3.4** Let $y$ and $y'$ be outputs of TEFSMs $M$ and $M'$, respectively. Let $R$ and $R'$ be the sets of parameters associated, respectively, with $y$ and $y'$. The parameterized outputs $(y, p)$ and $(y', p')$ are said to be compatible if $y = y'$ and $p \downarrow R' = p' \downarrow R$. Two parameterized output sequences, $(y_1, p_1) \ldots (y_k, p_k)$ of $M$ and $(y'_1, p'_1) \ldots (y'_k, p'_k)$ of $M'$ are compatible if, for all $i = 1, \ldots, k$, the parameterized outputs $(y_i, p_i)$ and $(y'_i, p'_i)$ are compatible.

Intuitively, parameterized outputs are compatible when the output symbol is the same, and the output valuation agrees on all common output symbols. Distinguishability of configurations is defined as follows.

**Definition 3.5** Given a timed input $\bar{\alpha} = (\bar{\rho}, \bar{\tau})$, a configuration $\gamma$ of $M$ and a configuration $\gamma'$ of $M'$ are distinguishable by $\bar{\alpha}$ if parameterized output sequence produced by $M$ from $\gamma$ in response to $\bar{\alpha}$ is not compatible with any parameterized output sequence that can be produced by $M'$ from $\gamma'$ in response to $\bar{\alpha}$. The timed input $\bar{\alpha}$ is said to be a sequence separating $\gamma$ from $\gamma'$.

### 4 Timed Extended FSM Product

In Section 5 we extend to TEFSMs the method for the derivation of configuration confirming sequences defined in [27]. Since this method requires the notion of product machines, in this section we present the necessary extension of that notion to TEFSMs.

In the product of TEFSMs, the occurrence of implicit transitions can be ignored, since the global time frame which is used for all clock variables is the same for both
TEFSMs. This guarantees that the system evolution is maintained during implicit transitions.

Let \( M^i = (S^i, Inv^i, T^i), \ i = 1, 2, \) and \( \gamma^i = (s^i_0, \nu^i_0, \lambda^i_0), \ i = 1, 2, \) be two TEFSMs and their corresponding initial configurations. The product machine is denoted by \( M^1 \times M^2. \) We will use superscript 1 to denote elements of \( M^1, \) like \( R^1 \) is the set of parameters for \( M^1. \) Likewise, superscript 2 will indicate objects associated with \( M^2, \) like \( V^2 \) is the set of context variables of \( M^2. \) The superscript 1, 2 is reserved for the product machine \( M^1 \times M^2. \)

The set of input symbols of \( M^{1,2} \) is \( X^{1,2} = X^1 \cup X^2. \) Likewise, \( Y^{1,2} = Y^1 \cup Y^2. \) The set of parameters of \( M^{1,2} \) is given by \( R^{1,2} = R^1 \cup R^2, \) with the proviso that for all \( z \in R^1 \cap R^2, \) the valuations of \( z \) in \( M^1 \) and \( M^2 \) have a common domain. It is clear that we are using the same parameter domains in \( M^{1,2} \) as they were in \( M^1 \) and \( M^2. \) For any \( z \in X^{1,2} \cup Y^{1,2}, \) we let \( R^1_z = R^1_z \cup R^2_z. \) Note that, given a valuation \( r^1_z \) for elements in \( R^1_z \) we can get valuations \( r^1_z = r^1_z \downarrow R^1_z \) and \( r^2_z = r^2_z \downarrow R^2_z, \) for machines \( M^1 \) and \( M^2, \) respectively, and, moreover, \( r^1_z \cup r^2_z. \) Similarly for clock interpretations and context variable valuations. We assume that clocks and context variables are disjoint, i.e., \( C^{1,2} = C^1 \cup C^2, \) with \( C^1 \cap C^2 = \emptyset, \) and \( V^{1,2} = V^1 \cup V^2, \) with \( V^1 \cap V^2 = \emptyset. \) As for the valuation domains, they are the same as in \( M^1 \) as in \( M^2. \) The set of states of \( M^{1,2} \) is given by \( S^{1,2} = S^1 \times (S^2 \cup \{fail\}), \) where \( fail \) is a new state. The set of invariant conditions \( Inv^{1,2} \) of \( M^{1,2} \) maps \( S^{1,2} \) to \( \Phi(C^{1,2}), \) and it is given by \( Inv^{1,2}(s_1, s_2) = Inv^1(s_1) \wedge Inv^2(s_2), \) for all \( (s_1, s_2) \in S^{1,2}. \) Moreover, \( Inv^{1,2}(s_1, fail) = Inv^1(s_1), \) for all \( s_1 \in S^1. \)

The initial configuration of \( M^{1,2} \) will be given by \( \gamma^{1,2}_0 = ((s^1_0, s^2_0), (\nu^{0,1,2}_0, \lambda^{0,1,2}_0)), \) where \( \nu^{0,1,2}_0 = \nu^1_0 \cup \nu^2_0 \) and \( \lambda^{0,1,2}_0 = \lambda^1_0 \cup \lambda^2_0. \) Note that we can take unions here, since clock and context variables are disjoint in \( M^1 \) and \( M^2. \)

It remains to specify the transitions of \( M^{1,2}. \) Let \( (s^i_1, x, Q^i, K^i, op^i, y^i, up^i, s^i_2), \) \( i = 1, 2, \) be transitions of \( M^1 \) and \( M^2, \) both with the same input \( x. \) In the following definition we will be considering a parameterized input \( (x, p^i_x), \) a clock interpretation \( \nu^{1,2} \) and a context variable valuation \( \lambda^{1,2}, \) all for the machine \( M^{1,2}. \) We also let \( p^1_x = p^{1,2}_x \downarrow R^1_x \) and \( p^2_x = p^{1,2}_x \downarrow R^2_x. \) Likewise, we let \( \nu^{1} = \nu^{1,2} \downarrow C^1 \) and \( \nu^{2} = \nu^{1,2} \downarrow C^2, \) and also \( \lambda^{1} = \lambda^{1,2} \downarrow V^1 \) and \( \lambda^{2} = \lambda^{1,2} \downarrow V^2. \) There are two cases:

**case 1:** \( y^1 = y^2 \) and \( op^1(p, \lambda) \downarrow R_{1,2} = op^2(p, \lambda) \downarrow R_{1,2}, \) for all \( (p, \lambda) \in D_x \times D_V \) where \( R_{1,2} = R^1_y \cap R^2_y. \) That is, the output symbol is the same and the output valuations of both transitions are the same on each common output parameter. We add two transitions to \( T^{1,2}, \)

(i) \( ((s^1_1, s^2_1), x, Q, K, op, y^1, up, (s^1_2, s^2_2)), \) where:

(a) \( Q(p^{1,2}_x, \nu^{1,2}, \lambda^{1,2}) = Q^1(p^1_x, \nu^1, \lambda^1) \wedge Q^2(p^2_x, \nu^2, \lambda^2) \)

(b) \( K = K^1 \cup K^2 \)

(c) \( op(p^{1,2}_x, \lambda^{1,2}) = op^1(p^1_x, \lambda^1) \cup op^2(p^2_x, \lambda^2). \) Recall that \( op^1 \) and \( op^2 \) coincide on common output parameters and so we can safely take the union.

(d) \( up(p^{1,2}_x, \lambda^{1,2}) = up^1(p^1_x, \lambda^1) \cup up^2(p^2_x, \lambda^2). \) Recall that \( V^1 \cap V^2 = \emptyset. \)

(ii) \( ((s^1_1, s^2_1), x, Q, K, op, y^1, up, (s^1_2, fail)), \) where:
(a) \( Q(p_x^{1,2}, \nu^{1,2}, \lambda^{1,2}) = Q^1(p_x^1, \nu^1, \lambda^1) \wedge (\neg Q^2(p_x^2, \nu^2, \lambda^2)) \)
(b) \( K = K^1 \)
(c) \( op(p_x^{1,2}, \lambda^{1,2}) = op^1(p_x^1, \lambda^1) \)
(d) \( up(p_x^{1,2}, \lambda^{1,2}) = up^1(p_x^1, \lambda^1) \)

case 2: Else, when the output valuations or the output symbols do not match, we add the transition \(((s_1^1, s_1^2), x, Q, K, op, y, up, (s_2^1, \text{fail}))\) to \(T^{1,2}\), where:
(i) \( Q(p_x^{1,2}, \nu^{1,2}, \lambda^{1,2}) = Q^1(p_x^1, \nu^1, \lambda^1) \)
(ii) \( K = K^1 \)
(iii) \( op(p_x^{1,2}, \lambda^{1,2}) = op^1(p_x^1, \lambda^1) \)
(iv) \( up(p_x^{1,2}, \lambda^{1,2}) = up^1(p_x^1, \lambda^1) \)

Moreover, if \((s_1^1, x, Q, K, op, y, up, s_2^1)\) is a transition of \(M^1\), we add to \(M^{1,2}\) the transition \(((s_1^1, \text{fail}), x, Q, K, op, y, up, (s_2^1, \text{fail}))\).

Suppose that the product machine is in the state \((s_1^1, s_2^2)\), and on input \((x, p_x^{1,2})\) we find that \(M^1\), on state \(s_1^1\), has a transition on input \((s_1^1, p_x^1)\), where \(p_x^1\) is the reduction of \(p_x^{1,2}\) to the parameters associated with \(x\) in \(M^1\). Similarly, \(M^2\), on state \(s_2^2\), has a transition on \((x, p_x^2)\). Moreover, the output of these transitions agree on the output symbol \(y\), and also on valuations of any common output parameter of \(y\) in \(M^1\) and in \(M^2\). In this situation, we would want the product machine \(M^{1,2}\) to enact both transitions of \(M^1\) and \(M^2\), componentwise. For that: (i) the same clocks are reset; (ii) the output parameter valuations are copied from \(M^1\) and \(M^2\); and (iii) both context updates are also carried over to \(M^{1,2}\). But we can only enable this action in \(M^{1,2}\) if both transitions in \(M^1\) and \(M^2\) are enabled. This is case 1(i).

Otherwise, we consider the situation where the transition in \(M^1\) is enabled, but the one in \(M^2\) is not. Here, we follow case 1(ii), and make the product machine \(M^{1,2}\) enact the behavior of \(M^1\) using for that the first state component, while the second component is marked as \(\text{fail}\), thereby ignoring the transition from \(M^2\). Note that, in this scenario, \(M^1\) might have taken its transition, while \(M^2\) would be forbidden to do so, even when their external behavior would have been indistinguishable. After the second state component is set to \(\text{fail}\), \(M^{1,2}\) behaves essentially as \(M^1\).

Finally, when the product machine is in state \((s_1^1, s_2^2)\), and we are considering an input \((x, p_x^{1,2})\), and we have picked two transitions from \(M^1\) and \(M^2\), starting respectively at \(s_1^1\) and \(s_2^2\), and whose output symbols or output parameter valuations do not match as above, then we proceed as in case 2. This is similar to case 1(ii) in that the second state component in \(M^{1,2}\) is marked as \(\text{fail}\), and \(M^{1,2}\) uses the first state component to behave as \(M^1\), from this moment on.

Consider configurations \(\gamma^i = (s^i, \nu^i, \lambda^i)\) of machine \(M^i\), \(i = 1, 2\). Let \(\bar{\rho} = (\bar{x}, \bar{p}_x)\) be a parameterized input sequence for \(M^1 \times M^2\), and let \(\bar{\alpha} = (\bar{\rho}, \bar{\tau})\) is a timed input for \(M^1 \times M^2\). Note that, \(M^1\) and \(M^2\) can be the same machine with different initial configurations. We say that \(\bar{\alpha}\) is a separating sequence for \(\gamma^1\) and \(\gamma^2\) iff there is a run \(\bar{\gamma} = \gamma_0 \gamma_1 \ldots\) of \(M^{1,2}\) over \(\bar{\alpha}\), where \(\gamma_0 = ((s_1^1, s_2^2), \nu^1 \cup \nu^2, \lambda^1 \cup \lambda^2)\) and for some \(i \geq 1\), \(\gamma_i\) is a configuration of \(M^{1,2}\) whose state is \((s_j^i, \text{fail})\) for some \(s_j^i \in S^1\).

The problem of determining a separating sequence for two configurations of a
given TEFSM $M$ can be reduced to a reachability problem. The reachability analysis is tractable but hard for EFSMs [23]. Indeed, for TEFSMs it is intractable. This is due to the temporal aspect within the new model. Another difficulty is the combinatorial explosion in the number of states in product machines. Some approaches try to overcome this difficulty by relaxing their restrictions. Approximation algorithms are also used when doing reachability analysis. Other approaches adapted known algorithms in order to manipulate symbolic data structures [34,9,35].

Other simpler contexts [25,3] present algorithms to obtain separating sequences. We postulate that these ideas can be adapted and extended in order to obtain separating sequences in the TEFSM formalism. Such separating sequences would be the result of the test case generation procedure. Moreover, we have been working with the notion of automata discretization in order to overcome the problem of infinite time instants. In addition, it is possible to modify conventional algorithms to reduce the state space generated by the product machine. Another alternative to obtain tractability in a timed approach for finding separating sequences is through the use of suspicious configurations [5]. In this case, we can choose a set of suspicious states, representing an important class fault, based on the expertise of test designers and on assumptions of implementations’ faults, as seen in [13,31].

5 Test Generation

This section outlines the main concepts for test case generation. First, we present some discussion on the main rationale of conformance testing. Second, we discuss the notion of confirming configurations, and how it is applied. At last, we discuss deriving test sequences by model-checking for TEFSMs.

5.1 Conformance Testing

Conformance testing aims at determining whether an implementation behaves in accordance with a given specification [21,15]. In general, an implementation is regarded as a black box, of which only input/output interfaces are known. In this situation, to verify whether an implementation is in conformance to a specification usually requires an infinite set of test cases in order to exhaust all error possibilities in the implementation. To overcome this problem, one possibility is to define a set of test hypotheses in order to reduce the number of test cases to be considered [13]. Test hypotheses strike a balance between two conflicting aspects. On the one hand, test hypotheses must be defined to be restrictive enough to render the method feasible and tractable. On the other hand, these hypotheses must be as less restrictive as possible, in such a way to be applicable to the largest possible set of implementations.

Conformance testing is guided by a conformance relation between the implementation and the specification [13]. In order to decide whether an implementation is in conformance to a specification, we observe the implementation’s outputs to some applied inputs. Considering real-time systems, it must be also verified whether an implementation when stimulated by inputs responds with the expected outputs.
within an allowed time interval.

The problem of using a conformance relation is the number of test sequences which should be obtained in order to verify whether each possible implementation is in conformance to a given specification. This problem is worse for timed systems, where there are infinite time instants for a transition to occur. To overcome this problem, we also need to enforce certain hypotheses about the implementation, as discussed in Section 5. This set of hypotheses will reduce the number of possible faults to be considered over the implementation and will render the method feasible in practical cases.

Several methods employ identification sequences to generate test cases from models. An identification sequence has the property of determining the correctness of the configuration reached after some input sequence is taken. Identification sequences may be defined as characterization sets [8,13], as distinguishing sequences [17] or as confirming configuration sequences (CCSs) [27], depending on the model and the generation method. A CCS which are investigated in this paper is a sequence that can increase the confidence that the correct configuration has been reached in the implementation.

### 5.2 Configuration Confirming Sequences

A configuration confirming sequence (CCS) is a timed input that can be applied to the implementation in order to increase the confidence on its correctness. A CCS can be derived from the product of two machines, one being a specification and the other an undesirable configuration. However, unlike the FSM models where a finite set of undesirable configurations can be postulated, with EFSM models and TEFSM models it is not possible, or desirable, to determine all undesirable configurations. To overcome this problem, a finite set of suspicious configurations is considered [27]. A set of suspicious configurations is derived from the specification to model suspicious implementations which can potentially have faults, reflecting the test designer’s assumptions about the implementation faults. The suspicious configurations are extracted from the specification using a set of test hypotheses based on the fault model (e.g., [13]) and relying on the test designer’s expertise.

These hypotheses define equivalence classes of implementations that must be put under testing, and they are used to reduce the number of possible implementations that need to be considered. In this work, we assume the following test hypotheses:

(i) Specifications and suspicious implementations are modeled by TEFSMs;

(ii) The number of clocks in the specification must be less than or equal to the number of clocks in the suspicious implementations; and

(iii) The same alphabets are used in both specification and suspicious implementations.

Given a configuration and a suspicious configuration, deriving a CCS can be reduced to the problem of finding a path in the product of two distinct TEFSMs, or of the same core TEFSM with distinct initial configurations. Such a sought
path would run from the initial state to a fail state. If the fail state can not be reached, then the suspicious configuration is equivalent to the original configuration. However, if a fail state is reachable, the model-checking algorithm will produce a counter-example, as a sequence of transitions that leads to this fail state \[10\]. This sequence would make a test case for the suspicious configuration. However, it is still necessary to identify in which moment each transition was taken, as well as the valuation of the input parameters associated with each input symbol. Gathering of this information forms a set of test cases. The test case is then used to exercise a real implementation, and the outputs are compared with the outputs produced by the specification over the same data. If a disagreement is found between corresponding outputs, then a fault has been identified.

5.3 Model-checking

Design errors frequently occur when conventional simulation and testing techniques are used to check safety systems. Model checking is a set of techniques for the automatic analysis of reactive and real-time systems. Some model checking algorithms have been modified to discover such errors, thus providing more quality and accuracy in system verifications. In general, given a transition system and a property, the model checking problem is to decide whether the property holds or not in the model represented by the transition system. If not, the model checking algorithm provides a counterexample, i.e. an execution over the model that violates the property \[23\].

Reachability analysis is a special kind of model-checking method that can be applied in a formal model. In general, given a special state to be found in a model, the reachability analysis decides if it is possible to move from the initial state to the final special state.

To summarize, to automatically test implementations based on a specification represented by a machine \( M \), the following steps are performed:

(i) An empty set \( TC \) of test cases is defined.

(ii) Given a configuration \( \gamma \) of \( M \), a set of suspicious configurations \( \Gamma \) is defined, based on test hypotheses, fault models and some specific test engineer’s objectives.

(iii) For each suspicious configuration \( \gamma_s \in \Gamma \), the product of \( M \) with itself is constructed, having \( \gamma \) as the initial configuration of the first instance of \( M \) in the product, and having \( \gamma_s \) as the initial configuration of the second instance.

(iv) Reachability analysis is carried out, in order to find a path to a fail state in the product machine. If such a path is found, it is added to \( TC \).

(v) For each \( tc \in TC \), a time and an input parameter valuation sequences are derived so as to satisfy the predicates along the path specified by \( tc \).

(vi) Each path in \( TC \), with its associated data, is applied to the real implementation under testing.
6 An Example

We are given two TEFSMs $M$ and $N$, where $M$ is a specification and $N$ is a suspicious implementation of $M$. We obtain the product of these machines, $M \times N$, by applying our method. In this example, as is usual in practice, $N$ has the same transitions as $M$. They differ only in their associated initial configurations. Accordingly, we will denote the product by $M^0 \times M^1$, where $M^0$ is the specification and $M^1$ is the suspicious configuration. The TEFSM $M$ depicted in Figure 1.

It has three states and seven transitions. The input set is $\{a, b\}$ and the output set is $\{c, d, e\}$. Furthermore, $M$ has two clock variables, $x$ and $y$, and one context variable $w$. There are no parameters associated with the input symbols, i.e. $R_a = R_b = \emptyset$. Likewise, $R_c = R_d = \emptyset$. For each state $s$ in $M$, the control remains in $s$ whenever its invariant condition is satisfied. The output $e$ has only one associated parameter. In this case, it is not necessary to name the parameter. Instead, in Figure 1 and in the sequel we write $e(w)$ to indicate that the current value of the context variable $w$ is to be attributed to the parameter associated with $e$. In the figure, each arrow is labeled by a sequence of items. The first three are always the input symbol, the predicate function and the set of clocks to be reset in the transition, respectively. Next, comes the output symbols, either $c$ or $d$, and we write directly $e(w)$ to indicate both the output symbol and the value of its parameter. Finally, if the value of the context variable $w$ is altered by the transition, this is indicated by the attribution that appears at the end of the label; if the value of $w$ is not altered by the transition we simply omit the trivial expression $w := w$.

A configuration of $M$ is given by a state, a clock interpretation and a context
variable valuation. Hence, a configuration of $M$ will be denoted by $(s, (n, m), k)$ indicating that the machine is in state $s$, $n$ and $m$ are the values for the clock variables $x$ and $y$, respectively, and $k$ is the value for the context variable $w$. The integers are selected as a common valuation domain. In the configuration $(s_1, (3, 2), 4)$ the transition $a, x \leq 4 \land w \leq 4, \{x\}, c, w := w + 1$, from $s_1$ to itself, is enabled. Likewise, the transition $b, y \leq 16, \{x, y\}, e(w)$, from $s_1$ to $s_3$, is also enabled.

For the product, let $M^0$ designate $M$ with the initial configuration $(s_1, (0, 0), 2)$, and let $M^1$ designate $M$ with initial configuration $(s_1, (4, 2), 5)$. The TEFSM product of $M^0 \times M^1$ is shown in Figure 2. To simplify the notation in the example, we will use subscript $i$ to denote items of machine $M^i$, for $i = 0, 1$, e.g. $x_1$ represents the clock variable $x$ of $M_1$, while $w_0$ denotes the variable $w$ in $M^0$.

The initial configuration of $M^0 \times M^1$ is denoted by $((s_1, s_1), (0, 0, 2, 4), (2, 5))$, where we list first the items corresponding to $M^0$, followed by the items associated with $M^1$. Note that, in the figure, states are represented by subscripts, e.g., the state $(s_1, s_1)$ in the product is named $s_{11}$.

By inspection of the product, we can see that the input $b$ enables the transition to fire, since clock conditions on $y_0$ and $y_1$ are satisfied for the initial configuration. After that the transition is taken, the new configuration is given by $((s_3, s_3), (0, 0, 2, 0), (0, 5))$. It is easy to see that neither input $a$ nor input $b$ will enable transitions to fire so as to reach, directly, a fail state. Note that, every clock variable was reset to zero, and transition guards are excluding for clock variables $x_0$ and $x_1$. If the input $b$ occurs within less than 5 time units, the configuration becomes $((s_1, s_1), (0, 0, 2, 0), (0, 5))$. Otherwise, if the time evolves for more than 5 time units, only the input $a$ could stimulate the machine to change configurations. The new configuration would still be $((s_1, s_1), (0, 0, 2, 0), (0, 5))$. Both transitions would drive the control back to the initial state, where the transition stimulated by input $b$ is the unique one enabled to fire. This cycle would be executed repeatedly and a fail state would not be reached.

Another possibility is to take the transition on the input $a$. It is easy to see that the input $a$ separates the configurations $(0, 0, 2)$ from $(4, 2, 5)$. The final configuration reached is $((s_1, fail), (0, 0, 3, 4), (2, 5))$. On the other hand, the control can be kept within the state $(s_1, s_1)$, by a continuous time evolution. After that, the stimulation by input $a$ enables the transition to fire, and the configuration $((s_1, s_1), (1, 1, 2, 5), (3, 5))$ can be reached. Then, the transition from state $(s_1, s_1)$, on input $a$ and with associated predicate $x_0 \leq 4 \land w_0 \leq 4 \land (w_1 > 4 \lor x_1 > 4)$ is enabled and takes the machine to the fail state $(s_1, fail)$. Here, only the clock variable $x_0$ is reset, and the context variable $w_0$ is updated by one unit. The new configuration will be $((s_1, fail), (0, 1, 3, 5), (3, 5))$. From here, we see that input $a$ separates the configuration $(0, 0, 2)$ from $(4, 2, 5)$, after some time passes. The new configuration that can be reached in this case is $((s_1, fail), (0, 1, 3, 5), (3, 5))$.

If we consider another situation, where the initial configurations of $M^0$ and $M^1$, respectively, are given by $(0, 0, 2)$ and $(4, 2, 4)$, another run of $M^0 \times M^1$ will also reach the fail state. In this case, a reachability analysis shows that the fail state of $M^0 \times M^1$ can only be reached when a sequence of one or two consecutive inputs $a$
is applied.

In the example, $M^0$ represents the specification, $M^1$ represents a suspicious implementation, and the product $M^0 \times M^1$ is used to find sequences of configurations that show non-conformance between a suspicious implementation and the specification. We can derive traces from the reachability analysis of $M^0 \times M^1$. The resulting traces are runs that reach the fail state in the product machine, starting from the initial configurations of the participating TEFSMs.
7 Concluding Remarks

The ability to derive test cases from formal models opens the possibility that we can construct more rigorous and dependable systems, by providing a sound basis for the validation of the systems’ behaviors. There is a direct relationship between the kinds of systems that a given model can deal with and the availability of methods for deriving test cases. The FSM and EFSM models are well-established and have been intensively investigated. One important feature they both lack is the ability to deal with time. In this paper we define TEFSMs as a model that extends the EFSM model with the notion of time. From that, we discussed an extended method for deriving configuration confirming sequences for TEFSMs, a step toward automating the generation of test cases from these models.

Although we can argue that both the model and the generation method can be used, we do not have answers for pragmatic questions, such as (i) how difficult is it to describe a system using TEFSMs and (ii) how large are the models we can handle. To answer these questions, it is necessary to deepen the investigations and implement adequate supporting software tools. We are currently working in this direction.

Other aspects that can be investigated include how to allow time constraint to be defined over outputs. We note that our definition does not deal with constraints that may reflect output response that is not instantaneous. The input and output occur in the same time instant. We are considering how this extension might impact the test case generation methods.
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