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Abstract—In this article, we propose a new supervised learning approach for pattern classification applications involving large or imbalanced data sets. In this approach, a clustering technique is employed to reduce the original training set into a smaller set of representative training exemplars, represented by weighted cluster centers and their target outputs. Based on the proposed learning approach, two training algorithms are derived for feed-forward neural networks. These algorithms are implemented and tested on two pattern classification applications - skin detection and image classification. Experimental results show that with the proposed learning approach, it is possible to design networks in a fraction of time taken by the standard learning approach, without compromising the generalization ability and overall classification performance.

I. INTRODUCTION

Over the past two decades, machines that learn from examples, such as neural networks, support vector machines and decision trees, have proven to be important pattern classification tools, with growing applications in financial forecasting [1], text document classification [2], image and video retrieval [3], handwritten digit recognition [4], speech recognition [5], gender classification [6]–[8] (and references therein), face detection [7], [9] (and references therein), and face recognition [10], among others. To tackle the various applications, many network models have been proposed which differ in architecture and connection topology, but share similar learning strategies. Most learning algorithms are based on optimization theory, statistical learning theory, or evolutionary computation [11].

Although significant progress has been achieved in using neural networks for pattern classification, several issues still remain. A problem that we focus on in this paper is how to learn a classification task from large-scale or imbalanced data sets. For many real-world applications, as the size of data increases the computational resources required to learn the task become prohibitive. For example, it is a non-trivial task to design a neural network having thousands of parameters and using millions of samples because training could take days or even weeks. The problem is even more severe for systems that must learn in real-time.

In general, learning algorithms for large-scale problems can be classified into two categories: on-line learning and batch learning. Online algorithms, such as stochastic gradient-based learning [12] and non-target incremental learning [13], update the network parameters after the presentation of each training sample. These algorithms are used because of their ability to cope with a large data set. However, because only one training sample is considered each time, online algorithms are not able to fully optimize the cost function, and it is possible that the network will “forget” previous training samples [14].

In batch training, the optimization process is performed with respect to the entire training set. While batch training works well for medium-sized networks and training sets, it is not efficient for large problems [15]. There exist two major approaches to addressing these shortcomings. The first approach, called passive learning, selects randomly a smaller number of training samples from the original set. However, it is difficult to determine the suitable number of samples to ensure that training will converge. The second approach, known as active learning [16]–[18], attempts to find the most informative training samples according to a predefined cost function; however, evaluation of the cost function can result in significant computational load.

In this paper, we introduce a new, efficient approach for training feed-forward neural networks with large-scale or imbalanced data sets. The proposed approach consists of two main stages: unsupervised clustering and supervised learning. First, a clustering technique is applied to partition the training patterns into a smaller number of clusters. Next, a supervised learning algorithm is applied that utilizes weighted cluster centers to achieve efficient learning. Compared with random sampling or using only cluster centers, not only does the proposed approach accelerate network training, but it also improves network generalization because training is based on a small yet more informative set of training exemplars.

The paper is organized as follows. Section II describes the proposed learning approach and derives two training algorithms for feed-forward neural networks. Section III presents experimental results where the proposed supervised learning method is applied to two different pattern classification tasks: skin detection and image classification. Finally, Section IV presents concluding remarks.

II. THE NEW SUPERVISED LEARNING APPROACH

Suppose that a multi-layer feed-forward neural network is to be trained using a set of $M$ samples $\{x^m, d^m; m = 1, 2, ..., M\}$, where $x^m$ is the $m$-th input pattern and $d^m$ is the corresponding desired output vector. Let $L$ be the number of network layers and $f^l(\cdot)$ be the transfer function of the $l$-th network layer. Let $\mathbf{w}$ be a vector consisting of all free network parameters, including weights and biases. The objective of supervised learning is to find a vector $\mathbf{w}^* \text{ that minimizes a cost function } E(\mathbf{w})$. A common cost function is the mean square error (MSE), defined as

$$
E(\mathbf{w}) = \frac{1}{M \times N^L} \sum_{m=1}^{M} \sum_{i=1}^{N^L} (y_i^{l,m} - d_i^m)^2, \tag{1}
$$
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where the subscript $i$ denotes the $i$-th element of a vector, and $N^l$ is the number of neurons in the output layer $L$.

When the number of samples $M$ is very large, calculating the error gradient is costly in terms of both time and memory storage required. Hence, we propose a more efficient algorithm for training feed-forward neural networks. In this approach, a pre-processing step is introduced to reduce the number of training samples. To this end, unsupervised learning or clustering is applied to the original data set $\{x^m; m = 1, 2, ..., M\}$ to extract cluster centers $\{c^k; k = 1, 2, ..., K\}$ that yield a compact representation of the original data. Here, clustering is applied independently to all the training samples representing a particular class. Therefore, each cluster represents samples from a single class, and each class is represented by several clusters. One way of dealing with imbalanced data sets is to simply assign the same number of clusters to each class.

There exist many clustering techniques including the K-means [19], fuzzy C-means [20], hierarchical clustering [21], and self-organizing maps [22]; for a detailed review, the reader is referred to [21]. Although any of the aforementioned clustering techniques can be used, a suitable clustering is usually application-dependent and could be guided by the probability distribution of the input data.

After clustering, the data set is reduced to $K$ exemplars ($K \ll M$), each is represented by a cluster centroid $c^k$ and size. Here, the cluster size $z^k$ is simply the number of samples in the cluster—other measure of cluster size could be used. In the following, we present two training algorithms that integrate the cluster sizes and centroids into the learning rule.

A. Modified error gradient

During the supervised learning stage, the original data set $\{x^m; m = 1, 2, ..., M\}$ is replaced by the set of cluster centroids $\{c^k; k = 1, 2, ..., K\}$, which is then presented to the network along with the target outputs. To take into account the cluster sizes $z^k$, we modify the error function as follows:

$$E_p(w) = \frac{1}{N^L} \sum_{k=1}^K \sum_{i=1}^{N^L} p_k \left( y^L_i - d^L_i \right)^2,$$

where $d^L_i$ is the $i$-th element of the target or desired output vector $d^L$ and $p_k$ is the cluster weight. It is defined as follows,

$$p_k = \frac{z^k}{\sum_{m=1}^M \omega_k \gamma_{mk}},$$

where $\omega_k$ is the size of the class to which centroid $c^k$ belongs, and $\gamma_{mk}$ is the degree of membership of $x^m$ in the cluster $k$,

$$\gamma_{mk} = \begin{cases} 1 & \text{if } x^m \in \text{cluster } k \text{ with } \sum_{m=1}^M \gamma_{mk} = 1 \forall k, \\ 0 & \text{otherwise} \end{cases}$$

To calculate the error gradient $\nabla E$, we first compute the error sensitivities. The error sensitivity of neuron $i$ in layer $l$ is defined as

$$\delta^{l,k}_i = \frac{\partial E_p}{\partial s^{l,k}_i},$$

where $s^{l,k}_i$ is the weighted sum input to the neuron. With the error function in (2), the error sensitivities can now be expressed as follows.

- For the $i$-th output unit, $i = 1, 2, ..., N^L$,

$$\delta^{L,k}_i = \frac{2}{N^L} \sum_{k=1}^K p_k \left( y^L_i - d^L_i \right) f'_L(s^{L,k}_i).$$

- For the hidden layers, the sensitivity of the $i$-th neuron ($i = 1, 2, ..., N^l$) in layer $l$ ($l = L - 1, L - 2, ..., 1$) is

$$\delta^{l,k}_i = f'_L(s^{l,k}_i) \sum_{j=1}^{N^{l+1}} \delta^{l+1,k}_j w^{l+1}_{ij}.$$
2) Levenberg-Marquardt: The Levenberg-Marquardt is a very fast training algorithm for neural networks [24]; it is based on the Gauss-Newton approximation of the Hessian matrix. The MSE cost function can be expressed in matrix forms as follows:

\[ E_p(w) = \frac{1}{N} \text{tr}(\Gamma^T P \Gamma), \]

where \( \Gamma \) is the error matrix, and \( P \) is the cluster weight matrix and defined as \( P = \text{diag}(p_k), k = 1, 2, \ldots, K \). Let \( \epsilon \) be an \( N^L \times K \) column vector obtained by stacking the columns of the error matrix \( \Gamma \); and let \( p \) be the vector obtained by replicated the trace of matrix \( P \) into an \( N^L \times K \) row vector. Then the modified Levenberg-Marquardt weight update rule is given by

\[ \Delta w(t) = [J^T P J + \mu I]^{-1} \nabla E_p, \]

where \( \mu \) is an adaptive learning rate, \( I \) is the identity matrix, \( J \) is the Jacobian matrix, and \( P = \text{diag}(p) \) is the expanded cluster weight matrix. Given \( N_w \) is the size of the weight vector, the Jacobian is a matrix of \( N^L \times K \) rows and \( N_w \) columns, whose entries are defined as

\[ J_{(q-1)k+k} = \frac{\partial e^k_q}{\partial u_k}, \]

where \( q = 1, 2, \ldots, N_L \) and \( e^k_q \) is the error term of output neuron \( q \) for training sample \( k \),

\[ e^k_q = y^k_q - d^k_q. \]

Calculation of the Jacobian matrix is similar to computation of the gradient \( \nabla E_p \) shown in Equations (4) to (8). We only need to modify the definition of error sensitivities:

\[ \delta^i_{q,k} = \frac{\partial e^k_q}{\partial x^i_{q,k}}. \]

We should also note that error gradient can be expressed in terms of the Jacobian matrix as

\[ \nabla E_p = J^T P \epsilon, \]

III. EXPERIMENTS AND ANALYSIS

In this section, we apply the proposed learning approach to two pattern recognition tasks: (i) skin detection; and (ii) image classification for automatic image annotation. Our aim is to study the convergence speed and generalization capability of the propose approach, compared to the standard approach for neural network training.

A. Skin detection task

Skin detection aims to identify human skin regions in a colour image. It is used for web image filtering and face detection. Most existing skin detection techniques rely on classification of each image pixel (Red, Green, Blue) into skin or non-skin [25]. The difference in our approach is that skin classification is based on not only one center pixel but also pixels in its neighbourhood region (in this paper, we use the 3-by-3 region). Therefore, the input to the neural network is a 27-element vector containing the Red, Green, Blue values of nine pixels. The network output is a scalar that indicates the class of the center pixel. The network has 27 input neurons and one output neuron. To evaluate the modified training algorithms, we use two network structures that are summarized in Table I.

The skin data used for this study is taken from a large face and skin detection database of about 4,000 images [25]. Images in the database are taken from various sources and contain people of different skin tones: blackish, yellowish, brownish and whitish. The results presented here are based on data set consists of 250 images, of which 200 images are used for training and 50 images are used for testing. From the training images, 120,000 samples are randomly selected to form the training set and 30,000 samples are extracted for the test set. We should note that the training and test samples are extracted from separate images. Furthermore, the number of skin and non-skin samples are equal in both the training and test sets.

B. Image classification task

The second task is the classification of images into conceptual classes; this is a key step in automatic annotation of images for content-based retrieval. The experiments are conducted using a data set of 14,400 images with four classes: landscape, cityscape, vehicle and portrait [3], with each class comprising 3,600 images. Shao et al. extract MPEG-7 visual descriptors and classify these descriptors into the four categories [3]. Since our main objective is to compare the proposed and the traditional supervised learning approach, we only use one descriptor, the edge histogram, which has been found to have more discriminative power compared to other MPEG-7 visual descriptors [3].

In the experiment, we use 8,400 images for training and 6,000 images for testing; the four classes have equal numbers of images. For this four-class classification problem, the network input is a 80-element vector containing the edge histogram of the input image. The network output is a vector of 4 elements representing the image class. We analyze two network structures that are shown in Table II.
C. Reduction of training samples

Two approaches for the reduction of the original data set were implemented. The first approach selects the training samples randomly from the original set. The second approach finds representative training samples using clustering. In this study, we adopt the K-means clustering algorithm. This algorithm requires little parameter tuning and is quite effective in handling large data sets [19].

The first set of experiments investigates the effects of replacing the original data by cluster centroids and their weights, we compare three techniques for data reduction.

- **Ran-RPROP**: The training samples are randomly selected from the original training set.
- **Clus-RPROP**: The training samples are the cluster centroids; no information on cluster size is used.
- **Mod-RPROP**: The proposed training algorithm which takes into account cluster centroids and cluster sizes.

The experiment steps can be summarized as follows:

- Each training technique is applied to train 20 networks with different initial weights.
- The training sets are partitioned into 80% for training and 20% for validation.
- In the skin detection task, the number of training samples varies from 0.025% to 0.5% of the original data set of 96,000 samples.
- In the image classification task, the number of training sample varies from 1% to 7% of the original data set of 8400 images.
- Classification rate of each training technique is evaluated on the test set and averaged across all 20 networks.

The classification rates (CRs) of the different training techniques on the skin detection task and the image classification task are presented in Table III and IV, respectively. The same results are presented in Fig. 1, which illustrates the classification rates of the three training techniques versus the number of training samples. Clearly, using unsupervised clustering to select training samples (Clus-RPROP and Mod-RPROP) achieves higher classification rates compared to selecting training samples randomly (Ran-RPROP). Furthermore, the proposed approach, Mod-RPROP, achieves the highest CR. The improvement in the classification rate of Mod-RPROP is more significant when the number of training samples is small. For example, for the skin detection task and net B with 24 training samples, the classification rates of Ran-RPROP, Clus-RPROP and Mod-RPROP techniques are 77.97%, 80.72% and 82.37%, respectively. For the image classification task and net C with 84 training samples, Mod-RPROP technique has a CR of 71.53%, 95% confidence interval of [70.39, 72.67], whereas the random sampling method Ran-RPROP achieves a 63.49% CR only.

These results also show that the modified training approach can handle the case when the number of free parameters (network weights and biases) is larger than the number of training samples. For instance, in Table III the Mod-RPROP has a CR of 84.77% while training with only 192 samples on a network that has 291 parameters. In Table IV, the Mod-RPROP has a CR of 73.52% while training with 588 samples on a network that has 1704 parameters. Here, the original samples are still used for training but in a compressed form. We can conclude that the combination of clustering and the new cost function provides extra information in the extracted data.

### TABLE III
**Comparison of training techniques for the skin detection task. The 95% confidence interval of the CR for Mod-RPROP is also shown.**

<table>
<thead>
<tr>
<th>Size of train data</th>
<th>Net A: 291 weights and biases</th>
<th>Net B: 193 weights and biases</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Classification rate on test set (%)</td>
<td>Classification rate on test set (%)</td>
</tr>
<tr>
<td></td>
<td>Ran-RPROP</td>
<td>Clus-RPROP</td>
</tr>
<tr>
<td>0.25%</td>
<td>79.41</td>
<td>81.17</td>
</tr>
<tr>
<td>0.05%</td>
<td>80.68</td>
<td>82.04</td>
</tr>
<tr>
<td>0.1</td>
<td>81.62</td>
<td>83.34</td>
</tr>
<tr>
<td>0.2</td>
<td>82.81</td>
<td>83.83</td>
</tr>
<tr>
<td>0.3</td>
<td>83.51</td>
<td>84.34</td>
</tr>
<tr>
<td>0.4</td>
<td>83.87</td>
<td>84.71</td>
</tr>
<tr>
<td>0.5</td>
<td>84.09</td>
<td>85.23</td>
</tr>
</tbody>
</table>

### TABLE IV
**Comparison of training techniques for the image classification task. The 95% confidence interval of the CR for Mod-RPROP is also shown.**

<table>
<thead>
<tr>
<th>Number of train data</th>
<th>Net C: 1704 weights and biases</th>
<th>Net D: 1468 weights and biases</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Classification rate on test set (%)</td>
<td>Classification rate on test set (%)</td>
</tr>
<tr>
<td></td>
<td>Ran-RPROP</td>
<td>Clus-RPROP</td>
</tr>
<tr>
<td>1</td>
<td>65.49</td>
<td>70.85</td>
</tr>
<tr>
<td>2</td>
<td>67.14</td>
<td>71.45</td>
</tr>
<tr>
<td>3</td>
<td>68.76</td>
<td>70.57</td>
</tr>
<tr>
<td>4</td>
<td>69.38</td>
<td>70.96</td>
</tr>
<tr>
<td>5</td>
<td>70.05</td>
<td>71.83</td>
</tr>
<tr>
<td>6</td>
<td>70.93</td>
<td>72.27</td>
</tr>
<tr>
<td>7</td>
<td>71.29</td>
<td>72.57</td>
</tr>
</tbody>
</table>
training samples.

D. Generalization performance

Here, we compare the generalization performances of the proposed training approach and the standard training approach. The comparison is based on the five-fold cross validation on the training set. The entire training set is divided into five subsets. In each fold, one four subsets are used for training and the remaining subset for validation. Several networks are trained and the best performing network on the validation set is selected for testing; its performance is evaluated on the test set. The average classification rate on the test set, over the five folds, is used as an estimate of generalization performance. The standard training approach (RPROP and LM) employs the entire original training set whereas the proposed training approach (Mod-RPROP and Mod-LM) uses reduced number of training samples: 480 samples for skin detection task and 588 for image classification task.

The classification rates of different training algorithms are shown in Table V for the skin detection task and Table VI for the image classification task. The modified training algorithms and the standard training algorithms achieve almost similar classification rates. For skin detection task, the CRs of different algorithms are: RPROP = 87.12%, Mod-RPROP = 87.51%, LM = 87.87%, and Mod-LM = 87.24%. For image classification task, the CRs of different algorithms are: RPROP = 78.43% and Mod-RPROP = 77.70%. This is remarkable because the modified training algorithms use only


### TABLE VI

<table>
<thead>
<tr>
<th>Training methods</th>
<th>Classification rate on test set (%)</th>
<th>95% confident interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>RPROP</td>
<td>78.43</td>
<td>[77.4, 79.5]</td>
</tr>
<tr>
<td>Mod-RPROP</td>
<td>77.70</td>
<td>[76.6, 78.8]</td>
</tr>
</tbody>
</table>

A fraction of number of training examples.

#### E. Convergence speed

In this section, we investigate the speed of the proposed training approach (Mod-RPROP and Mod-LM) and compare it to that of the standard supervised learning approach (RPROP and LM). Each of the four algorithms is applied to train 50 networks of the same structure but with different initial weights. The number of training epoches is 500. The RPROP and LM algorithms are applied on the original training sets whereas the Mod-RPROP and Mod-LM algorithms are run on a reduced training set of 480 samples for the skin detection task, and 588 samples for the image classification task. The training speed of an algorithm is defined as the time taken to learn the original training set. For comparison purposes, the maximum, minimum and average training times in seconds are recorded. All the experiments are conducted on a PC with a P4 3GHz CPU and 1GB RAM.

The comparative speed of the training algorithms are shown in Table VII and Table VIII. The same results are also illustrated in Fig. 2. The results show that the modified training algorithms converge faster compared to their standard counterparts. In the skin detection task, the Mod-LM algorithm takes on average only 84.49 seconds (including the clustering time) to learn the entire training set. In comparison, the standard LM algorithm takes on average 692.1 seconds.

### TABLE VII

<table>
<thead>
<tr>
<th>Training Algorithms</th>
<th>Max. (s)</th>
<th>Min. (s)</th>
<th>Aver. (s)</th>
<th>Clustering time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RPROP</td>
<td>241.30</td>
<td>42.24</td>
<td>134.30</td>
<td>none</td>
</tr>
<tr>
<td>Mod-RPROP</td>
<td>5.00</td>
<td>0.58</td>
<td>1.60</td>
<td>82.83</td>
</tr>
<tr>
<td>LM</td>
<td>1395.00</td>
<td>131.20</td>
<td>692.10</td>
<td>none</td>
</tr>
<tr>
<td>Mod-LM</td>
<td>1.57</td>
<td>0.76</td>
<td>1.16</td>
<td>82.83</td>
</tr>
</tbody>
</table>

### TABLE VIII

<table>
<thead>
<tr>
<th>Training Algorithms</th>
<th>Max. (s)</th>
<th>Min. (s)</th>
<th>Aver. (s)</th>
<th>Clustering time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RPROP</td>
<td>17.23</td>
<td>7.72</td>
<td>14.64</td>
<td>none</td>
</tr>
<tr>
<td>Mod-RPROP</td>
<td>4.57</td>
<td>1.40</td>
<td>2.54</td>
<td>4.08</td>
</tr>
</tbody>
</table>

Note that the one-time cost of finding clusters depends on the clustering algorithm and the number of clusters. In the skin detection task, for a data set of 96,000 samples in a 27-dimensional space, the time taken to form 480 clusters is 82.83s. In the image classification task, for a data set of 8400 samples in a 80-dimensional space, the time taken to form 588 clusters is 4.08s.

The results presented in this section show that it is possible to train a neural network using only a fraction of the original training set and achieve a similar classification rate. In this paper, the main issue of interest is, therefore, the computation efficiency. For comparison purposes, we have used here the data sets that the standard training approach can handle. However, in many practical applications the standard training approach is infeasible because of the amount of training data; our approach can be easily applied to train networks in much shorter time and produce networks of smaller size.

# IV. Conclusions

In this article, a new training approach for feed-forward neural networks that combines unsupervised clustering and supervised learning has been presented. The proposed approach can be applied to existing training algorithms. Several experiments have been conducted to compare the performance of the proposed approach and the standard training approach on two different pattern recognition tasks: skin detection and image classification. The results show that the our approach can achieve similar classification rates as the standard training approach. More importantly, the new approach has a much lower computation time and can cope with large data sets. We show that it is possible to learn large data sets efficiently by combining unsupervised clustering with supervised learning. Future work will address the theoretical framework of the proposed approach, and investigate how it can be used in conjunction with meta-learning algorithms.
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Fig. 2. The training time of the standard and modified algorithms: (a) skin classification (b) image classification.


